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This essay inquires whether digitally transformed work can be virtuous and under
what conditions. It eschews technological determinism in both utopian and dysto-
pian versions, opting for the premise of free human agency. This work is distinctive
in adopting an actor-centric and explicitly ethical analysis based on neo-
Aristotelian, Catholic social teaching (CST), and MacIntyrean teachings on the
virtues. Beginning with an analysis of digital disruption, it identifies the most
salient human advantages vis-à-vis technology in digitally transformed work and
provides philosophical anthropological explanations for each. It also looks into
external, organizational characteristics on both the macro and the micro levels of
digitally transformed work, underscoring their ambivalence (efficiency and profits
vs. exclusion and exploitation, flexibility and freedom vs. standardization and
dependency) and the need to mitigate their polarizing effects for the sake of shared
flourishing. The article presents standards for virtuous work according to neo-
Aristotelian, CST, and MacIntyrean frames and applies them to digitally trans-
formed work, giving rise to five fundamental principles. These basic guidelines
indicate, on one hand, actions to be avoided and, on the other, actions to be pursued,
together with their rationales.
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F rom a virtue ethics perspective, technology would be of interest not so much in
itself as in how it affects human activity, particularly work, in the understanding

that virtue or excellence in work directly impacts the achievement of flourishing as
the final end. Faced with the fundamental changes digital technology brings to the
world of work, a basic question virtue ethicists ask is whether digitally transformed
work can be virtuous, and if it can, how.

There are basically two camps on this issue. First are the technopessimists or
dystopians, for whom conditions for virtue in digitally transformed work do not
obtain. What we have, above all, is an algocracy (the rule of algorithms) and work-
place precarity (no job security, dismal wages, devalued work) (Cherry 2016),
representing almost insurmountable stumbling blocks to virtuous human agency.
Some dystopians fear that there won’t be enough meaningful work (Bankins and
Formosa 2023). Others are preparing for a postwork future, imagining institutions
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that will distribute income beyond labor markets and current welfare systems
(Korinek and Juelfs 2022). Second are the techno-optimists or utopians, for whom
digitally transformedwork favors virtue, underscoring the power of individual talent
and autonomy (Rodríguez-Lluesma et al. 2021). On the basis of the “work from
home” experience during the COVID-19 pandemic, certain authors defend that
people have learned and adjusted, perceiving digitally transformed labor as a secure
source of income and job satisfaction, with greater autonomy and flexibility (Nagel
2020). Still others think that risks of digital technological dominance may be
managed through constructivist learning techniques, a better understanding of the
psychological processes behind expertise development, and improvements in
human–machine collaboration through heightened philosophical-ethical discourse
(Sutton et al. 2018).

The future of digital work is not so much a fact as the result of conflicting
narratives dependent on diverse economic, social, and political interests (Dries
et al. 2023). Nonetheless, we seek to position ourselves regarding the aptitude of
digitally transformed work for virtue as follows. First, we adopt an actor-centric
view of digital transformation, as opposed to themore common technology-centered
one (Nadkarmi and Prügl 2021; den Hond and Moser 2023). Next, we carry out an
explicit ethical analysis based on contemporary virtue ethics tradition (Vallor 2016;
Hagendorff 2022), acknowledging principles mainly from neo-Aristotelianism
(Snow 2017), Catholic social teaching (CST) (Congregation for the Doctrine of
the Faith 1986, 72), and the works of AlasdairMacIntyre ([1981] 2007, 1988, 1990).
Although we use elements from sociology (Rodríguez-Lluesma et al. 2021), social
psychology, organizational behavior (Trenerry et al. 2021), economics (Frey and
Osborne 2017; Bowles 2014; Mokyr et al. 2015; Arntz et al. 2016, 2017; Nedelk-
oska and Quintini 2018; Acemoglu and Restrepo 2018, 2020), and information and
communications technology (ICT) systems (Verhoef et al. 2021), they do not
constitute our main vantage point. Our purpose is not simply to bring about a more
efficient digital transformation (Trenerry et al. 2021), and neither do we focus on the
ethically liminal perspective of meaningful work (Kim and Scheller-Wolf 2019;
Mejia 2023).

Rather, and as a preview of our argument, we make the case that digitally
transformed work can indeed be virtuous, albeit mindful that we’re considering a
“best-case scenario,” because for many, particularly those low on digital skills,
noncognitive or social skills, imagination, and creativity, the chances for achieving
virtue-promoting conditions are dire. Digital transformation polarizes not only job
availability and income but work conditions and quality as well. An important
motivation, therefore, besides discovering the features of virtuous, digitally trans-
formed work, is to extend these virtue-promoting conditions to those on the losing
end. Thus we hope to contribute to “making the future of work” virtuous, instead of
just waiting for it to happen (Dries et al. 2023).

After this brief introduction and expression of motivations, the rest of the article
proceeds as follows. The next section investigates the salient features of digitally
transformed work due to the impact of technology and organization. Section 3
continues with an account of virtuous work from neo-Aristotelian, CST, and
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MacIntyrean theories, and section 4 explains how the criteria for virtuous work
apply to digitally transformedwork. A final section bears the limitations of our study
and avenues for future research.

1. THE FEATURES AND ORGANIZATION
OF DIGITALLY TRANSFORMED WORK

The digital transformation of work often considers two main outcomes: first, the net
effect of job creation and destruction, and second, how current jobs are “disrupted”
by technology. We shall dwell preferably on the second (“disruption”), referring to
the first (net jobs) only to the extent that it helps shape the new forms of work. The
features of digitally transformed work constitute our primary interest, as they condi-
tion the exercise of virtuous work. Besides technology (Kane et al. 2015), we shall
also study the consequences of organization, a factor seldom taken into account
sufficiently.

Building on previous research on information technology–enabled changes
(Besson and Rowe 2012;Wessel et al. 2020), Trenerry et al. (2021, 2) define digital
transformation as “a process of deep, structural change that occurs through the
integration of multiple technologies and [that] fundamentally redefines organiza-
tional value and identity.” It involves a cluster of “general purpose technologies”
(Elondou et al. 2023) with potential to advance a “Fourth Industrial Revolution”
(Marsh 2012; Schwab 2017; Knieps 2021), unprecedented in scale, speed, and
scope (Matt et al. 2015). One part of the definition emphasizes the integration
of “information, computing, communication, and connectivity technologies” (Vial
2019, 121; see also Agarwal et al. 2010; Berghaus and Back 2016). The other
centers on human agents who decide shifts in organization, strategy, structures,
products, processes, and overall business model (Hess et al. 2016), impacting
workers and employees (Venkatesh 2006; Venkatesh and Bala 2008; Kaasinen
et al. 2012). Despite increasing aggregate wealth, there are worries that digital
transformation would widen the gap between rich and poor nations (Alonso et al.
2020) as well as between rich and poor populations within countries (Eubanks
2018).

Verhoef et al. (2021, 891–92) distinguish among three different stages in digital
transformation. The first, digitization, consists in transforming analog information
into digital formats computers can store, process, and transmit, such as filing income
tax returns online, which hardly creates new value per se. Next comes digitalization,
when ICTs alter and optimize business processes, for instance, when customers
connect with firms through digital platforms, permitting enhanced customer expe-
riences and cost savings. This process can be extended to logistics, distribution, or
relationship management. Last is digital transformation, when ICT triggers perva-
sive changes in a company’s business model; think of advanced telemedicine and
surgery (Medeiros 2023). Although there is no imperative to follow through, pro-
gress through each stage incurs corresponding demands on digital resources and
modifications in firm structure and strategy. They represent different business goals
as well as different ways and conditions of working.
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Despite data from previous technological transformations in support of net job
creation and rise in efficiency, anxiety overmass unemployment refuses to disappear
(Federal Ministry for Economic Affairs and Climate Action [FMEACA] 2022).
Perception of job loss is not the same as reality (Dahlin 2022). Nonetheless, this
is a very human reaction wrought by uncertainty. The adoption of new technology is
considered a “stressor,” reducing short-term worker well-being and satisfaction
(Gavin and Mason 2004); and although technology is an external, environmental
factor, there is a limit to skill challengesworkers can bear (Warr 2007). Some authors
fear that digital technologies like artificial intelligence (AI), automation, robotics,
cloud computing, and the Internet of Things would displace workers altogether or
substantially and quickly reduce their need (Acemoglu and Autor 2011; Frey and
Osborne 2017; Brynjolfsson and McAfee 2014), whereas others optimistically
predict that there will be enough replacement jobs (Arntz et al. 2017). Think of
social media content creators, search engine optimization experts, professional
e-sports players, and data science and predictive analytics specialists, none of whom
existed scarcely a decade ago (Roose 2021). Most are engaged in invisible, back-
groundwork (Gray and Suri 2019; Nardi and Engeström 1999). Either way, it will be
an accelerated process, even exponentially so (Paolillo et al. 2022). The net effect on
the number of jobs does not depend on technology alone because it varies according
to task (Arntz et al. 2016, 2017), occupation (Nedelkoska and Quintini 2018),
country (Lordan and Neumark 2018), and region. Regarding the use of large
language models (LLMs) such as ChatGPT, Felten et al. (2023) find telemarketers
and postsecondary English and literature teachers as the most exposed occupations,
while legal services and investments in securities and commodities are the most
threatened sectors. More generally, Elondou et al. (2023) assess that 80 percent of
US workers will have at least 10 percent of tasks impacted by LLMs, while almost
20 percent will see at least 50 percent of tasks affected; about 15 percent of tasks can
be completed more quickly without loss of quality.

Among nontechnological or human drivers of job maintenance and creation are
worker adaptation, occupational composition, workplace organization, and innova-
tions in business models and occupations. For instance, although accounting has a
98 percent probability of automation (Frey and Osborne 2017), clerks can adapt by
engaging in problem solving or consultancy (Arntz et al. 2016; Nedelkoska and
Quintini 2018). Manufacturing jobs have a higher substitution potential than ser-
vices (Muro et al. 2019). Yet even in the same sector, such as in textile and leather,
less than 50 percent of nonmanagerial, technical jobs are at risk in France, whereas in
Poland, close to 70 percent are (Eurofound 2019) due to previous technological
adoption. In Germany, thanks to works councils, companies favor the retention of
firm-specific human capital, which translates into skills upgrading and staff retrain-
ing (FMEACA 2022). Also, the status of some German automotive firms as global
leaders allows them to increase employment and efficiencywhile adopting advanced
robotics. Digital transformation by itself does not spell job destiny.

What, then, are the features rendering jobs and tasks automation- or robot-proof?
The best jobs create technologically enhanced long-term value, not only for workers,
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but also for firms and society. We shall look primarily at jobs in advanced stages of
digital transformation, identifying common characteristics in worker requirements.

Autor et al.’s (2003) initial study established that nonroutine, cognitive work
would be safer than routine,manual work in surviving automation. However, as Frey
and Osborne (2017) argue, thanks to Big Data and machine learning techniques, AI
systems now tackle nonroutine cognitive tasks, such as language translation, and,
with the help of robotics, nonroutine manual tasks, such as driving. AI is increas-
ingly engaged in high-level mental functions such as planning, prediction, and
process optimization in accounting and finance, law, and medicine (Roose 2021).
Tasks that are nonroutine for humans are converted into routines by chunking them
into simpler, algorithm-governed sequences, making “tacit knowledge” explicit.
Although machines do things differently than humans, results often turn out com-
parable or even superior to human outputs. This, then, diminishes the need for
workers with special, context-dependent skills (deskilling) obtained through prac-
tice and experience (Goldin and Katz 1998, 2009). Converting nonroutine into
routine tasks becomes reiterative as better data sets, algorithms, and robots become
available. Whereas previous waves of industrialization resulted in tasks being
distributed among more, albeit less-skilled, workers, nowadays both skilled and
unskilled workers are replaced by AI-empowered machines (Jaimovich and Siu
2019, 2020). Beginning in the 1990s, technological job displacements outnumbered
reinstatements, signaling that workers could not cope with the demands of high-
skilled jobs (Acemoglu and Restrepo 2019).

Frey andOsborne (2017, 24–28) identify three engineering “bottlenecks” limiting
labor substitution: perception and manipulation tasks, creative intelligence tasks,
and social intelligence tasks. Let us examine them closely from an anthropological
perspective.

1.1 Perception and Manipulation

Unlike AI-empowered robots, humans are great at identifying objects and perceiv-
ing essence and individuality, thanks to external (sight, hearing, smell, taste, and
touch) and internal (memory and imagination) senses, bodily integrated with reason,
volition, and motor appendages (Sison and Redín 2023). These abilities have
evolved as humans looked for food, grew, worked, played, and reproduced for
biological, social, and symbolic purposes in ever-changing environments.

Advantages in perception and manipulation derive from our condition as embod-
ied animals, equipped with hands that are “the tool of all tools” (Aristotle 1936,
4, 212a14–30). Thus even the best facial recognition systems are nomatch for babies
in recognizing their mothers, and similarly, no robots beat the versatility of human
hands. The human body has 244 planes of motion, whereas the typical industrial
robot has only 6 (Economist 2023).

AI robotic systems cannot identify essences (“appleness”); they only detect
certain material, quantifiable, and sensible characteristics (round, red, fifty grams)
in this particular object, through sensors and manipulators. Although designed to
perform fine and complicated movements, they lack versatility; specificity in per-
ception and motion is inversely proportional to scope. Unlike living beings, robots
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do not automatically integrate different sensorial and nonsensorial information.
Systems trained in sorting apples are useless in sorting bananas; they are designed
to function in concrete, well-defined domains. And system rectification (for exam-
ple, when robots put plastic instead of real apples in a crate) is difficult and costly.

An engineering solution would be to affix barcode stickers, skirting identification
problems (Guizzo 2008). But stickers can be badly printed or peel off (Robotics-VO
2013). In perception, machines are nomatch for humans (Tsang and Almirall 2021).
AI and robotic difficulties with perception and manipulation illustrate Moravec’s
paradox (Stern 2023): owing to a lack of prior knowledge (“ground truth”), com-
puters excel in tasks humans find hard (math) but fail in those even toddlers find
easy. Human perception requires more than just tracking objects or data (video and
audio) through space and time (Patraucean et al. 2022); it’s experiencing the world.

1.2 Creative Intelligence

Creativity can be defined partly as the ability to produce ideas or artifacts (literature,
music, paintings, sculptures, plays) that are novel or original (Boden 2003; Frey and
Osborne 2017). This is often done by combining ideas or artifacts in ways not
previously tried. AI possesses an advantage here, having access to a huge archive
with instant recall power. Statistical formulas could generate unique, random com-
binations. Thus AI produces novel and original artifacts.

However, Boden (1998, 347–48) describes creativity as “a fundamental
challenge for AI.” AI approaches creativity in three ways: by producing novel
combinations (“combinational creativity”), exploring conceptual spaces (“explor-
atory creativity”), and transforming spaces to generate previously impossible
ideas (“transformational creativity”). Computer models work best with exploratory
creativity, as it is difficult for them to compete with human associative memory
(combinational creativity) and they lack evaluative capacities for transformational
creativity. Yet even when AI transforms spaces, results may have no interest or
value: think of Dall-e outputs (Stokel-Walker 2022; Leivada et al. 2023) when
prompted with “a peanut butter and jelly sandwich in the shape of a Rubik’s cube.”
Such ideas may be novel but not “creative,” because they are absurd (Boden 1998).
Similar problems occur with automated text generation, which often results in low-
quality content (Illia et al. 2023).

Human creativity requires that artifacts “make sense,” especially to experts, and
express “aesthetic value.”AI encounters major obstacles in complying with this. An
extrinsic limitation is the lack of agreement regarding “symbolic meaning” or
“aesthetic value,” such that there can be no definitive training set. But a more
important intrinsic limitation is that “symbolic value” and “aesthetic value” are
beyond AI’s purview. These problems cannot be “specified”; their “success criteria”
cannot be objectively quantified or assessed. As a result, no algorithms can be
designed (Acemoglu and Autor 2011). In this respect, they are similar to “moral
worth” or “moral excellence,” which largely escape AI’s grasp (Sison and Redín
2023).

Because they lackmeaningful creativity, even “intelligent” robots do not have the
capacity to innovate (Redín et al. 2023; Botica 2017). At most, AI is an “efficient
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method of imitation” (Mitchell 2019, 146), probabilistically identifying patterns
better, faster, and cheaper (Agrawal et al. 2018). But innovation requires contextu-
alization and knowledge of existing needs, and AI cannot do this because, among
other reasons, it lacks a social dimension.

At the root of human sense making and creativity are embodied reason and
free will. “Symbolic meaning” and “aesthetic value” respond to “why” questions;
AI systems only respond to “how” queries. That AI is algorithm-dependent shows
that it is incapable of free, unfettered, or autonomous volition: it has no inclina-
tions, desires, or preferences (Sison and Redín 2023). Humans, on the other hand,
are creative because they determine their own ends (“why”) and autonomously
invent ways to reach them (“how”). There is no point in endowing AI with creative
intelligence because, having no mind or body, it has no capacity for aesthetic
satisfaction.

As in decision-making, AI is best used as a tool in the creative process (Haase and
Hanel 2023). AI can augment worker creativity by freeing the worker from codifi-
able and repetitive tasks (Tsang and Almirall 2021), allowing the worker to attend to
more complex problem solving, as in the case of telemarketers (Jia et al. 2023).
Digitalization makes in silico experimentation or simulation easier and cheaper.

1.3 Social Intelligence

Also called “noncognitive skills” (Kautz et al. 2014; Sánchez-Puerta et al. 2016),
social intelligence refers to character traits key to management, such as leadership,
persuasion, negotiation or bargaining, collaboration, empathy, and care. As AI
does more “thinking” (“calculating” would be more precise), humans can focus
on feeling, empathy, and emotions, the lubricants for interpersonal relationships
(Rust and Huang 2021). The value of the “feeling economy” is reflected in the
pervasiveness of social media in response to people’s desires for connectedness.
Increasingly, financial analysts and investment bankers dedicate more time to
meeting, encouraging, and reassuring clients, leaving technical matters to AI
(Rust and Huang 2021). Inroads have been made in affective computing (Scherer
et al. 2010; Picard 2010) and social robotics (Ge 2007; Broekens et al. 2009) such
that AI can now mimic some personal responses. But results have been far from
satisfactory, even counterproductive, as described by the “uncanny valley” hypoth-
esis (Mori 2012): there is a degree in computer-generated or robotic resemblance to
humans that elicits negative responses.

There are intractable difficulties for AI to read the complex gamut of human
emotions, and it becomes even more challenging to produce appropriate responses.
No matter how sensitive, sensors are often unidimensional; they may capture the
voice of customers saying “You’re a very efficient worker” but not the irony in their
face. That’s why the “whole brain emulation” approach (Sandberg and Bostrom
2008), focusing exclusively on the mental aspects of emotion, is inadequate. Even if
AI were to determine the “genus” of the proper emotional response, for instance,
being apologetic, it could not figure out the right “intensity” (Rust andHuang 2021).
Furthermore, AI developers tend to assume that emotions are universal (Ekman
2021), that they are expressed or interpreted in the same way. But this is strongly
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contested, if not disproven (Crawford 2021, 151ff.), which makes the choice of a
training set extremely troublesome. Emotions have a constructed, cultural compo-
nent that makes their interpretation complex and generalization difficult (Feldman-
Barret 2017).

From childhood, humans are trained in recognizing emotions; they can internally
mirror what interlocutors are going through. This enables them to decide on the
appropriate emotional response and motor reaction. Moreover, embedded in socio-
cultural and historical communities, humans are familiar with the symbolic meaning
of bodily expressions. Humans are by nature social and relational beings, thanks to
which they communicate and share emotions. Unlike AI, humans experience emo-
tions themselves, acquiring a knowledge base impossible to replicate. This allows
humans to give authentic, intentional responses to stimuli, not canned or robotic
ones, hence the convenience of complementing data science courses with emotional
intelligence and collaboration training (Rust and Huang 2021).

So far, we have considered digitally transformed work focusing on features for
which humans hold an advantage. But workers also have to compete with other
workers, for which it is essential that they possess superior digital skills (González
et al. 2019). Digital competence refers to “information and data literacy, communi-
cation and collaboration, media literacy, digital content creation (including pro-
gramming), safety (including digital well-being and competences related to
cybersecurity), intellectual property related questions, problem solving and critical
thinking” (González et al. 2019, 29; see also Vuorikari et al. 2016; Carretero et al.
2017).

Digital skills allow workers to get a foot in the door in recruitment and to keep
their jobs. However, workers should not be complacent with purely technological
skills. Digital competencies are similar to linguistic competencies or expertise in
quantitative methods: they are often instrumental. To the extent that these skills are
technological, they are more susceptible to obsolescence and automation.

The enduring value of digital skills lies in helping humans make sense of AI
systems. Wilson et al. (2017) distinguishes among four such profiles: trainers, who
manage data and design algorithms; explainers, who interpret AI outcomes; archi-
tects, who organize and adopt AI systems; and ethicists, who set guidelines for
accountability. They act as interfaces between AI and society, exemplifying differ-
ent ways of “tending” to AI, not only “minding”mundane tasks but also “managing”
complex ones to amplify human agency (Langlois 2003; Bankins and Formosa
2023).

The organization of digitally transformed work, albeit an external factor, like-
wise presents specific opportunities and challenges. Organizational culture affects
AI deployments just as much as AI deployments affect organizational culture
(Ransbotham et al. 2021).

On a macro level, the digitalization of work blurs boundaries between traditional
classifications into employees and self-employed, full-time and part-time, perma-
nent and temporary workers (González et al. 2019). Flexibility introduces newwork
forms (Cherry 2016), some employee oriented (employment sharing, job sharing,
casual work, interim management), others self-employed oriented (independent
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contractors) mediated by virtual platforms (portfolio work, crowd work, collabora-
tive work), and still others a mix of both (voucher-based work or ICT-based mobile
work). Digitalization spells freedom for some, for others insecurity and dependency.

On a micro level, work digitalization has produced the following effects
(González et al. 2019, 55; Katz and Krueger 2017; Goldschmidt and Schmieder
2017;Aubert et al. 2006; Bresnahan et al. 2002). First are greater standardization and
disintermediation of tasks, while reducing monitoring and supervision (or surveil-
lance) costs, especially for jobs that take place virtually. Examples vary from
automated call centers to AI systems that manage welfare benefits, health care, loan
applications, and criminal justice decisions (Roose 2021). Although standardization
optimizes efficiency, it kills variety and creativity, which are aesthetic and cultural
values (Thompson 2022). Second is increased competition, requiring flexibility in
human resource management and outsourcing of noncore activities. Third is making
online (especially outsourced) work possible through platforms (ridesharing, food
delivery). Fourth is increasing worker mobility, enabling work from anywhere, any
time, “on demand.” And fifth is empowering self-employed micro-entrepreneurs
through e-commerce platforms (Etsy). Digitalization is Janus-faced, enabling effi-
ciency and profits, on one hand, and exclusion and exploitation, on the other. It is up
to humans to make morally balanced choices.

These organizational features of work digitalization affect workers differently,
according to education and skill levels, with repercussions on earnings. The low
skilled may be assigned by platforms to perform routine work in-person in con-
stantly changing locations (think “Net-Cleaners”) for low pay, no security, and high
personal safety risks. They may even engage in a “race to the bottom,” driving down
fees to compete. Behind the resource-saving and philanthropic rhetoric lie vast
opportunities for labor commodification and exploitation (Cherry 2016). The mod-
erately skilled can use platforms to offer products to an enlarged and vetted client
pool (for instance, web page designers) while saving overhead expenses. And highly
skilled creatives (social media star influencers) can choose or even create their own
platforms, delivering custom products at prices they themselves set.

We glean from the preceding a sliding scale in job stability, security or benefits,
and earning capacity, depending on skill level. Work digitalization can result in
unstable jobs, short-term contracts, and shorter temporary work. It provides loop-
holes to deny permanent status or benefits to workers, involuntarily stuck in tem-
porary, part-time jobs. Although it increases opportunities for self-employment,
worker mobility, and flexibility, it also leads to job fragmentation (deskilling,
“dumbing down,” alienation, or lack of meaning), greater competition (lowering
wages), and more frequent outsourcing (less commitment or loyalty). To the extent
humans suffer depressed skill and knowledge levels (the loss of the ability to store
information due to search engine dependence or the “Google effect”; Sparrow et al.
2011; Sutton et al. 2018), their ability to learn and innovate is compromised.
Although AI can facilitate employee creativity (Jia et al. 2023), higher-skilled
employees take better advantage than lower-skilled ones.

An outcome of work digitalization is more pronounced polarization, not only in
income, skills, and work conditions, but also in opportunities for virtue. Technology
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is always ambivalent, and digitalization no different, in its capacity to produce
opposite results depending on user intention and conditions (Bankins and Formosa
2023). Digitalization haswidened theworker divide through relentless and recursive
labor substitution. It has created two worker castes: the digitally skilled and the low
skilled. Job growth ismuch faster at these extremes, andwhen those in themiddle are
displaced, they adjust down, taking lower-paying jobs and worse conditions.

Even in advanced stages of digital transformation, humansmaintain a competitive
advantage over technology in tasks that require perception and manipulation, cre-
ative intelligence, and social intelligence (Table 1). In competing against other
humans, a premium is given to digital skills and competencies, although these tend
to be instrumental and transient. The organization of digitally transformed work
gives rise to greater flexibility, with ambivalent, highly polarized effects on job
stability or security, benefits, and earnings.

Let us now examine the notion of virtuous work.

2. VIRTUOUS WORK FROM A NEO-ARISTOTELIAN, CATHOLIC SOCIAL
TEACHING, AND MACINTYREAN PERSPECTIVE

For an ethical assessment of virtuous work, we draw on neo-Aristotelian, CST, and
MacIntyrean sources. A common trait is that they view work beyond its purely
economic significance, a disutility tolerated as a means to income; instead, they
consider work a value-laden activity, a direct expression of human agency, and a
necessary component of flourishing (Gevorkyan and Clark 2020).

In neo-Aristotelianism, work is any “productive activity” that brings forth (gen-
esis) something new.Work (poiesis, “making”), inasmuch as it is “heterotelic” (with
an end or purpose outside itself), is often contrasted with praxis (doing), an activity
whose end is its own performance, such as knowing (for its own sake) (Aristotle
1985, 1140b). We work to produce what we need or desire, such as food, clothes, or
furniture, and these activities—farming, weaving and tailoring, carpentry—are
guided by codifiable rules (algorithms), arts, or techniques (technai). Autotelic
(self-contained) praxis, on the other hand, is governed by virtues (aretai) irreducible
to rules. Virtues are good moral habits of character. Poiesis and praxis, along with
their corresponding perfections, technique and virtue, respectively, have socioeco-
nomic dimensions as well. Originally for Aristotle, work (poiesis) is proper to

Table 1: Human Advantages vis-à-vis Technology in Digitally Transformed Work

Human advantage

Perception and manipulation (Frey and
Osborne 2017)

Humans can identify essences in individual objects.

Creative intelligence (Frey and Osborne
2017)

Humans possess sense-making capacity.

Social intelligence (Frey and Osborne
2017)

Humans are relational by nature and are able to share and
communicate emotions.

Digital skills (Wilson et al. 2017) Humans can be trainers, explainers, architects, and ethicists.
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productive classes (artisans, slaves), whereas theoretical knowledge (praxis) like
philosophy is proper to the ruling class.

CST diverges from neo-Aristotelianism in affirming work as opus humanum or
actus humanus, a productive activity proper to humans regardless of socioeconomic
class. It is a personal act involving the whole human being and expressive of dignity
or intrinsic worth; through work, humans imitate their Creator (Gevorkyan and
Clark 2020). CST distinguishes two dimensions in work: a subjective aspect, “the
activity of the human person as a dynamic being capable of performing a variety of
actions that are part of the work process and that correspond to this personal
vocation” (Pontifical Council for Justice and Peace [PCJP] 2004, 270), and an
objective aspect, “the sum of activities, resources, instruments, and technologies
used by men and women to produce things” (PCJP 2004, 270; John Paul II 1981).
All work gives rise to two outcomes: one subjective, corresponding to the knowl-
edge, skills, attitudes, virtues, andmeanings people develop, and the other objective,
the external objects theymanufacture. Technology participates in this double dimen-
sion, entailing skills and know-how (subjective dimension) and a set of instruments
or tools (objective dimension). Technology is neither intrinsically good nor intrin-
sically evil, something that obliterates human agency, but a potential ally, if properly
used, for flourishing (Gevorkyan and Clark 2020). CST ordains that the subjective
aspect, inseparable from workers themselves, take normative precedence over the
objective aspect (Gaburro and Cressotti 1998).

For CST, it is not enough that work complywith justice; it should satisfy charity as
well, according to the logic of gift. Hence “decent work” “expresses the essential
dignity of every man and woman in the context of their particular society: work that
is freely chosen, effectively associating workers, both men and women, with the
development of their community; work that enables the worker to be respected and
free from any form of discrimination; work thatmakes it possible for families tomeet
their needs and provide schooling for their children, without the children themselves
being forced into labor; work that permits the workers to organize themselves freely,
and to make their voices heard; work that leaves enough room for rediscovering
one’s roots at a personal, familial and spiritual level; work that guarantees those who
have retired a decent standard of living” (Benedict XVI 2009, 63). This is, perhaps,
the fullest account of “virtuous work,” bringing together the principles of human
dignity, common good, universal destination of goods, private property, preferential
option for the poor, subsidiarity, participation, and solidarity (Sison et al. 2016).

MacIntyre’s ([1981] 2007, 273) approach to the virtues, including virtuous work,
goes through three stages. First, he defines “practices” (socially complex activities
with internal goods whose excellence is known only to practitioners and whose
goods are objects of cooperation) in contrast to “institutions” (activities or organi-
zations pursuing external goods, such as wealth, status, or power; whose effective-
ness can be judged by anyone; and whose goods are objects of competition or
rivalry). Examples of practices are the healing and caring professions, whose good
is the restoration of health; knowledge of excellence in these tasks requires firsthand
involvement, as opposed to opinions of independent observers, and the good sought
is an object of cooperation or shared good, such that the whole community benefits
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when each member enjoys good health. Because they involve practices, virtues are
inescapably “personal,” addressing both individual and relational aspects of agents
(Hagendorff 2022). Caring professions, however, need to be “housed” in corre-
sponding “institutions” as hospitals, providing necessary external resources for
healing and care. “Institutions” are essential for “practices” to thrive. Yet “practices”
and “institutions” are in constant tension. Often, institutional goods take priority,
while “practices” are relegated to the back seat. Think of hospitals more concerned
with rankings than patient care. Virtuous work for hospital administrators then
consists of avoiding seeking institutional goods for their own sakes and ensuring
that these are placed at the service of practices.

Next, MacIntyre examines how individual practitioners render compatible vari-
ous roles, as they live out biographies or life narratives. People cannot be engaged in
practices all the time; human beings are called upon besides to participate in a variety
of roles (familial, professional, religious, athletic, civic), which often enter into
conflict. Many doctors are parents who respond to domestic, apart from hospital,
emergencies. Which should they attend to first? There are also tensions among
actors: critical care doctorsmay have different priorities than other specialists. Virtue
requires establishing the right priority among conflicting roles, practices, and goods.

Third, the fulfillment of practices ought to contribute to the advancement of
communities. Good doctors do not only take good care of patients and are good
parents or spouses; they also are innovative and creative, moving the practice of
medicine forward with colleagues, through pathbreaking research. Virtuous work
pushes practices, individuals navigating multiple roles, and entire communities
toward traditions of shared excellence. Virtues are key for individuals embedded
in communities to jointly reach flourishing.

Aristotle identified flourishing (eudaimonia) as the common good of the political
community, on which all other human goods are premised. CST puts forward the
common good principle as “the social and community dimension of themoral good”
(John Paul II 2004; PCJP 2004, 164) and “the good of all people and of the whole
person” (John Paul II 2004; PCJP 2004, 165).MacIntyre (2016) asserts that properly
recognizing, engaging, and developing practices is also a common good, first,
because it is something we reasonably desire and that perfects us, and second,
because it can only be achieved collaboratively.

We rely on others even in procuring our own individual goods. None could
become an “independent practical reasoner” without help from committed care-
givers. Superior common goods—“the goods of family, of political society, of
workplace, of sports teams, orchestras, and theater companies” (MacIntyre 2016,
51–52)—can be achieved only as members of groups. As moral agents, we cannot
but act as social and political agents, influencing a common destiny. Business and
workplaces are no different, for “the common goods of those at work together are
achieved in producing goods and services that contribute to the life of the community
and in becoming excellent at producing them” (MacIntyre 2016, 170).

From the preceding, we derive the following conditions for virtuous work
(Table 2). First, it ought to be a productive human activity, meant to satisfy human
needs and wants, with a view to flourishing. To qualify as work, activities have to

174 B E Q

https://doi.org/10.1017/beq.2023.33 Published online by Cambridge University Press

https://doi.org/10.1017/beq.2023.33


involve the whole human being, an individual rational and social animal, an embod-
ied self-directing agent. CST calls work a “human” or “personal act,” voluntary and
rational: it cannot be forced from the outside. Its origin is the actor’s freewill, and it is
performed through bodily powers, physical and mental. Although work ought to be
“productive,” bringing about something new, its purpose is not mere productivity
but to contribute to the common good of flourishing. Activities that are unproductive
(artistic contemplation) or that produce useless goods and services ought not be
called work, strictly speaking. More importantly, not productivity itself but how
flourishing can be achieved through productivity should be work’s goal. Otherwise,
what would we want productivity for?

Second, work is viewed as a right and duty; everyone who can work should,
socioeconomic class notwithstanding (John Paul II 1981). Work is necessary for
self-development in the many different personal facets (physical, mental, social, and
moral), and it channels each individual’s contribution to the political common good
(service) (Guitián 2015). Only grave and exceptional reasons arising from health or
age exempt people from the duty. Instead of thinking of digitalization as capital
substituting labor, perhaps it’s better to frame it as capitalized labor making future
work better.

Third, virtuous work demands that we prioritize the subjective over the objective
dimension, giving greater value to knowledge, skills, attitudes, meanings, and moral
habits than external, objective goods, including profits. People matter more than
objects; the dignity of work derives from the dignity of workers. MacIntyre reminds
us of the primacy of the internal goods of practices, whichwell-governed institutions
ought to support. Otherwise, institutions lose orientation and are corrupted when
efficiency or profit is sought for its own sake.

And fourth, every effort must be made to achieve the normative ideal of “decent
work.” This concept goes beyond what justice demands and enters into the realm of
charity (Baviera et al. 2016). Not only does “decent work” acknowledge unique,
individual talents; it also acknowledges the complex web of relations individuals
inhabit. Individuals ought to be respected in their free work choices and decisions,
not subject to unjust discrimination; afforded a chance to contribute and participate
in workplace governance; and given opportunities for adequate rest, recreation, and
worship. Society should recognize that workers have families to feed and educate
and that firms are communities as well. “Decent work” connects very closely with

Table 2: Conceptual Foundations for Virtuous Work from Neo-Aristotelian, CST, and MacIntyrean
Perspectives

Conceptual foundation

Neo-Aristotelianism Poiesis (making, heterotelic/productive, techniques) vs. praxis (doing, autotelic/self-
referential, virtues).

Catholic social
teaching

Actus humanus or opus humanum, subjective dimension/objective dimension, decent
work, principles (human dignity, common good, universal destination of goods,
private property, preferential option for the poor, subsidiarity, participation,
solidarity).

MacIntyre First, practices and institutions; second, roles and biographies; third, traditions and
political communities.
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properly navigating conflicts and the duty to help advance community traditions. As
it ensures that no one is left behind, “decent work” aligns with the common good
principle.

3. HOW DIGITALLY TRANSFORMED WORK CAN BE VIRTUOUS

We now examine how digitally transformed work can meet these criteria (Table 3).

Table 3: Principles for Virtuous, Digitally Transformed Work, Dos and Don’ts

Principles for virtuous DTW Dos Don’ts

Digital technology is morally
neutral.

Moral valence depends on human
purpose or intention and
circumstances in which
technology is used as well as the
moral character of agents.

Digital technology as a tool or
instrument to increase efficiency
at the service of flourishing.

Collaboration with technology.

Digital technology is an
inevitable, natural force.

Technological determinism (utopia
or dystopia).

Digital technology as a tool or
instrument to increase efficiency
for efficiency’s sake.

Competition with technology.

DTW can be virtuous so long as
it remains a human act that is
productive and contributes to
flourishing.

DTW should be the product of a
free, rational choice.

Automate what is dull, dangerous,
or dirty.

Augment and enhance integral
human agency.

Decision or control outsourcing
to machines (“machine drift”);
treat humans as robots or robot
appendages (“algocracy”).

Automate as much as possible
(“overautomation”).

Impoverish human agency through
exploitation and alienation
(“fauxtomation,” “so-so
automation”).

DTW should be supportive of the
duty and right of individuals to
work, regardless of
socioeconomic status and
other considerations.

Quality job creation through proper
human–computer interaction.

Equitable distribution of the fruits of
labor: inclusion.

Technology-centric mind-set
with humans as an
afterthought (“gap fillers”).

“Turing trap”: exclusion.

DTW should highlight the
subjective dimension of work
over the objective dimension.

DTW should focus on distinctive
human qualities that are
“surprising,” “social,” and
“scarce.”

Promote the performance of
MacIntyrean practices (e.g., dig-
ital trainers, explainers, archi-
tects, ethicists).

Primacy of objective dimension
(technology, efficiency,
profits, etc.) over subjective
dimension (knowledge, skills,
habits, virtues, attitudes,
flourishing, etc.) of work.

Promote the accumulation of
external, institutional goods
(wealth, power, fame, etc.).

DTW should be organized in
ways that help those whose
jobs are unstable, insecure, or
poorly paid.

DTW should foster job resilience.

Governments, labor organizations,
and firms engage in solidarious
efforts to achieve the conditions
for “decent work.”

Technological unemployment as
destiny (for some).

Social Darwinism: “to each their
own,” “survival of the fittest,”
“winner takes all.”

Note. DTW = digitally transformed work.
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Digital technology, like all technology, is morally neutral. It’s a mistake to think
of digitalization as a natural force, like gravity, against which humans are powerless
(Roose 2021). Humans create digital technology, deciding the laws and norms
governing use. Technology is never irreversible: humans can agree to strictly limit
(nuclear weapons) or stop its use (land mines or asbestos insulation). The same is
true with digital technology: we can decide to continue developing autonomous
weapon systems, facial recognition, and social robots or not. Technology does not
have its own desires or preferences because it is not a living being; objectives are
supplied from the outside by humans who use them (heterotelic poiesis or “doing”).
Technological determinism (Grint and Woolgar 1997), either utopian or dystopian,
is an error (Crawford 2021, 213–14). It’s not that algorithms know better than
humans, in which case we have no choice but to embrace AI as a technological
savior and hope it does not wipe us out (Gigerenzer 2022). The value and power of
human freedom must be reinstated.

From the statement “technology is morally neutral,” several corollaries can be
derived. First, the moral valence of technology depends on intentions and how the
technology is used (Brundage et al. 2018): “The machine’s danger to society is not
from the machine itself but from what man makes of it” (Norbert Wiener, as cited in
Roose 2021, 3). Of course, technology embodies the interests and entrenches the
power of designers (den Hond and Moser 2023), yet this imbalance does not per se
merit moral censure: think of the technological aids to child-rearing and parenting.
Above all, it’s a question of the moral character of agents who employ technology.

Second, like all tools and machines, digital technology is a means to make work,
physical and mental, easier. Paradoxically, technology does not “work”; it only
facilitates work, enabling humans to do new or better things. And third, digital
technology raises productivity by multiplying human potential.

Competing against digital technology may prove entertaining, but it may just be a
waste of time. Often, technology replicates more clumsily what humans do. Why
would we want inferior duplicates? It is through collaboration, not competition, that
digital technology reaches its full potential. Even literature on AI in team collabo-
ration or “machines as teammates” (Seeber et al. 2020) has to be takenwith a grain of
salt for at least two reasons: first, because such a technology does not yet exist—a
machine capable of defining a problem, identifying root causes, proposing and
evaluating remedies, and conducting after-action reviews is still just hypothetical
—and second, because such an imaginary machine is not meant to engage in
deliberate goal setting; in truth, it would not go beyond support or assistance.
Humans would still control machine artifact design, collaboration design, and
institution design.

Humans should leave to technology whatever it can do better, with greater
consistency, precision, and speed, and concentrate on tasks requiring flexibility,
creativity, and emotional intelligence.

Digitally transformedwork can be virtuous, so long as it remains a human act that
is productive and contributes to flourishing. In general, it makes economic and even
moral sense to automate whenever possible in repetitive manufacturing (dull) or in
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hazardous activities (dangerous and dirty), to augment and enhance human agency,
saving time, physical effort, and health or liberating creative energies.

To be virtuous, digitally transformedwork needs to be rational and voluntary, that
is, deliberate. This requires fending off “automation bias” or “machine drift” (Roose
2021), outsourcing decisions to recommender systems due to convenience or fric-
tionless design (one-click), deference (“machines know better”), or laziness.
Decision-making ought to remain exclusively a human task, because AI cannot take
responsibility or have a moral sense (Roose 2021, 152). To do otherwise, besides
falling into anthropomorphization, is morally censurable, relinquishing decisions to
tools. AI operates with input data, whereas humans form moral judgments adap-
tively (Moser et al. 2022). The quantified data on which AI relies act as a moral
anesthetic, reducing human problems to technical issues (Heaven 2022). AI can
never be truly “responsible” or “mature.” AI can fail due to “limitations in algorith-
mic models, poorly scoped system goals, or problems with integration with other
systems” (Renieris et al. 2022). AI can diminish agency and increase passivity and
emotional distance (Friedland 2019).

Humans ought to retain control, instead of passively accepting whatever digital
technology dispenses (Lindebaum et al. 2020). We should be wary of the habitual
reinforcements of ceding decision-making to AI (Gigerenzer 2022). There is no
moral imperative to use AI simply because one can, and certainly not to substitute
human judgment (Moser et al. 2022). The efficiency of automation cannot be the
sole concern; humans should not be automated (Zuboff 2019) or junked when they
fail to keep pace (Crawford 2021). There is also a danger of “overautomating,”
giving machines tasks they’re unequipped to handle, such as hiring and firing
decisions (Roose 2021, 148) or, worse, decisions over life and death, as with Sarco,
the “do-it-yourself” euthanasia machine (Heaven 2022). An egregious example of
“overautomating” is when every worker’s movement is tracked, measured, and
surveilled to be optimized by AI. Those who meet goals will be rewarded, those
who don’t, punished. This is an affront to human dignity. Unsurprisingly, such jobs
are characterized by high levels of stress, injury, and illness (Crawford 2021).
Algorithmic management is especially unjust because subjects may not even be
employees but independent contractors (Mateescu and Nguyen 2019a, 2019b).
Smart machines should be working for people, not people for smart machines
(Zuboff 2019).

Digitally transformed work cannot be virtuous when it is inhuman, exploitative,
and alienating. Exploitation occurs when work is so chopped up and distributed
through a network that low-skilled contractors receive only a pittance formicrotasks,
without job security or bargaining power (Crawford 2021). A digital version of
alienation takes place through “fauxtomation” (Crawford 2021) or “so-so auto-
mation” (Acemoglu and Restrepo 2019), for instance, self-checkout grocery
counters that reduce low-skilled labor by transferring it to customers. Through
exploitation and alienation, workers become disconnected with the value and fruits
of their labor as well as among themselves (Marx). The objective dimension of their
work is separated from its subjective dimension (CST); their existence is withdrawn
from their essence (Hegel); they cease to be what they could be, what they ought to
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be (Gevorkyan and Clark 2020). They sink into anomie (Durkheim) as deskilled and
commoditized resources.

Digitally transformed work should support the duty and right of individuals to
work, regardless of socioeconomic status and other considerations.Not only public
authorities but business owners as well share the responsibility to create jobs. AI
need not be a job destroyer; it can change work and create more jobs, taking over
some tasks while freeing people to do other, more important and challenging
functions (Davenport and Miller 2022). Digital technology can be a potent force
for inclusion in the workplace, as in the case of people with disabilities. Systems that
transform text to audio (audiobooks and audio navigating systems) are helpful not
only for the blind but also for the sighted.

Managers ought to ensure that technology empowers rather than dehumanizes
(Roose 2021). They ought to avoid designing jobs in which humans are mere “gap
fillers” for tasks soon to be automated (like filling orders in Amazon warehouses,
which could very well be done by robots). Although the division of labor increases
productivity, it also makes tasks monotonous, destroying creativity and ingenuity,
the motors of innovation and progress (Gevorkyan and Clark 2020). To have
opportunities for virtuous work, humans have to be able to participate in decision-
making and give feedback.

Automation, substituting labor with cheaper AI, tends to be zero sum, with
workers losing jobs and business owners reaping all the productivity benefits (what
Brynjolfsson [2022] calls the “Turing Trap,” when all gains accrue to capital).
Augmentation, by contrast, when AI complements human potential, grows the
economic pie, with everyone winning. Amazon’s success, for instance, lies not in
replacing workers with robots but in humans interacting with AI innovatively,
assisting customers with the widest range of products and delivering them swiftly
(Brynjolfsson 2022).

Augmentation implies going beyond understanding machine autonomy and
human control as contrary forces. In the human–computer interaction (HCI) model,
Shneiderman (2022) proposes that high-level machine autonomy could be compat-
ible with high-level human control. Think of electronic cameras that allow photog-
raphers to point and shoot because the software guides and permits them to improve
on digital pictures with filters. This is a sociotechnical paradigm whereby humans
maintain meaningful control through natural reflexes, keeping responsibility
(Holford 2020; Mejia 2023).

Digitally transformed work should highlight the value of the subjective (percep-
tion and manipulation skills, creative intelligence/intellectual virtues, social intel-
ligence/moral virtues, digital skills) over the objective dimension. Roose (2021)
summarizes the most valuable human characteristics in being “surprising, social,
and scarce.” “Surprising” means the ability to deal with poorly defined rules,
incomplete information, or messy scenarios, like preschool teachers. “Social” refers
to the capacity to establish meaningful connections (Mejia 2023), to create positive
emotional experiences. “Scarce” signifies developing a unique and diverse skill set,
having the versatility of a neurosurgeon, pianist, and mixologist, for example. This
translates into leaving “handprints,” like an artist’s signature, in work.
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Digitally transformedwork ought to includeMacIntyrean practices to be virtuous.
It must leave room to develop distinctly human knowledge, skills, or attitudes that
cannot be achieved outside of such activities and whose excellence could only be
perceived by those experienced in the matter.

Take the case of content moderators, reviewers of posts deemed toxic, because
they are false and harmful to health, hateful, violent, illegal, or indecent. In 2020,
Accenture and its overseas contractors, with almost six thousand workers, billed
Facebook approximately $500million for these services (Satariano and Isaac 2021).
Although 90 percent of noxious posts are filtered by AI, humans still have to deal
with the remaining 10 percent in round-the-clock eight-hour shifts all over theworld.
Besides mental health risks (depression, anxiety, paranoia), reviewers have a very
small margin for error: 5 percent of “false calls” could lead to dismissal. This is
extremely challenging given shifting standards and the twenty-four-hour limit for
removing flagged posts. Hiring practices are not very selective, and the jobs have
low pay and inadequate training and support. Given these legal, ethical, and repu-
tational risks, some service providers, such as Cognizant, decided towalk away from
contracts worth hundreds of millions—but not Accenture.

As troubling and disgusting as this may seem, reviewing social media posts
always involves human judgment, and technology can only be an enabler. That is
why people protested when the picture of a nude girl, a victim of napalm bombing in
Vietnam, was censored on Facebook (Levin, Wong, and Harding 2016): the intent
was not pornographic but to show the horrors of war. Although this may not be
anyone’s dream job, it has become necessary due to the ubiquity of social media.
Through engagement with the toxic material, moderators may be deemed victims as
well. Despite low pay and little training, however, we can imagine that some will
martial on, becoming frontline “educators,” “legislators,” and “judges” of what is
tolerable or obscene. Their job is not only morally fraught but also organizationally
complex (in-house, to maintain control, or outsourced, due to lower costs, lighter
regulation, or language and cultural expertise?). A sense of community and social
support among fellow workers is necessary to survive (similarly with Mumbai
ragpickers, as described by Shepherd et al. [2022]). Among those who began
exclusively for the income, perhaps some will remain, having developed a sense
of purpose andmission: to protect those evenmore vulnerable and to set amoral tone
for society. It is not far-fetched that these workers in due course rise to supervisory
levels and train recruits. They would have achieved “internal goods,” developing
decency standards, acquiring moral education, and creating community.

Digitally transformed work should be organized to help especially those whose
jobs are unstable, insecure, or poorly paid. Paolillo et al. (2022) have devised a
“resilience index” (RI) to help the technologically displaced move to better-quality
jobs with lower automation risk. For each pair of jobs, RI measures how feasible, in
terms of retraining, and how convenient, in terms of Automation Risk Index reduc-
tion, is the switch from one to the other. This is useful for managers in technology-
induced restructuring to better reposition workers.

Labor organizations can play a huge role (Roose 2021) if they seek the good of
members rather than the interests of labor leaders and politicians. In Germany, labor
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participation in governance through work councils accounts for greater employee
retention with skills upgrading and retraining, without loss of efficiency or global
industry leadership (FMEACA 2022). By contrast, US crowd workers are subject to
ruthless algocracy and near-complete precarity (Cherry 2016).

CST acknowledges the right of workers to organize (PCJP 2004, 305) (freedom of
association) and to contribute to institutional governance. Labor organizations
constitute an intermediate layer between individuals and families, on one end, and
governments and civil society, on the other. They play an indispensable role in
accordance with the principle of subsidiarity (Pius XI 1931): lower-level bodies
should be allowed as much self-governance as possible, because they are better
aware of local circumstances and stand to benefit or suffer the most. Conversely,
higher-level bodies should offer assistance only when lower-level bodies are unable,
not smothering initiatives and monopolizing power. Well-functioning labor orga-
nizations can act as a defense against abusive governments while uniting and rein-
forcing legitimate member claims.

An illustration of how even low-end work like data labeling and content moder-
ation need not be exploitative is Sama, a platform-based service provider impacting
more than sixty thousand employees and dependents in India, Kenya, and Uganda
(Klym 2022; Perrigo 2023; Njanja 2023; Kantrowitz 2023). (Linebaugh and Knut-
son [2023], however, find Sama labor practices exploitative. Ironically, Meaker
[2023] writes about prisoners in Finland doing click work for $1.67 an hour, just like
theKenyans, yet no one seems tomind, let alone protest.) In 2020, Samawas the first
AI firm to obtain B Corp certification for observing high environmental, social, and
governance standards, and in 2021, it was ranked among “B Corp’s Best for the
World” for workforce commitment. Sama offers long-term job stability, living
wages (several times the legal minimum, with fresh recruits often seeing a 360 per-
cent jump), and generous benefits (health care, pension plans, subsidized meals,
parental leaves). Although wages of less than $2 an hour or a net income of $300 a
month may not suffice for a life of luxury, it’s enough to support an individual or
even a young family in Kenya (Otieno 2023). To foster workplace participation, it
holds floor meetings and more discreet processes when anonymity is desired.
Workers receive training in core values, including gender equity: female Sama
workers earn 60 percent more on average than women do in other companies. To
mitigate health andmental risks, employees have access to wellness programs. They
also have opportunities for professional advancement through training in basic
digital literacy and the use of tools like Slack and the Google suite. Some entry-
level Sama employees have progressed to leadership roles in projects for Fortune
100 firms. Not only does Sama seem to validate and professionalize data-labeling
jobs but it also creates opportunities for virtuous “decent work.”

Last, governments also play a key part in promoting benefits andmitigating harms
of digitally transformed work through regulation, tax policy, subsidies, labor law,
and education (Gevorkyan and Clark 2020). Digital connectivity could be harnessed
to create jobs, developing a global labor market while installing safeguards such as
certification schemes, digital labor organizing, regulation, and democratic control of
online labor platforms (Graham et al. 2019).
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4. CONCLUSION

This essay inquires whether digitally transformed work can be virtuous and under
what conditions. It eschews technological determinism in both utopian and dysto-
pian versions, opting for the premise of free human agency. This work is distinctive
in adopting an actor-centric and explicitly ethical analysis based on neo-Aristotelian,
CST, and MacIntyrean teachings on the virtues.

Beginning with an analysis of digital disruption, it identifies the most salient
human advantages vis-à-vis technology in digitally transformed work and provides
philosophical anthropological explanations for each. It also looks into external,
organizational characteristics on both the macro and the micro levels of digitally
transformed work, underscoring their ambivalence (efficiency and profits vs. exclu-
sion and exploitation, flexibility and freedom vs. standardization and dependency)
and the need to mitigate polarizing effects for the sake of shared flourishing.

The article presents standards for virtuous work according to neo-Aristotelian,
CST, and MacIntyrean frames and applies them to digitally transformed work,
giving rise to five fundamental principles. These basic guidelines indicate, on one
hand, actions to be avoided and, on the other, actions to be pursued, together with
their rationales.

At least two avenues for further research may be proposed. Given the mid-level
abstraction of conclusions, descriptive, ethnographic case studies of businesses that
strive to cultivate the different virtues (courage, moderation, justice, practical wis-
dom, etc.) in operations in a variety of environments (Holford 2020) can be carried
out. Second, investigators may wish to examine how the “human-centered AI”
mind-set together with the HCI standards could effectively promote the develop-
ment of virtues in the digital workplace (Hagendorff 2022; Gorichanaz 2022).
Understandably, both will be set against the background idea of the intrinsic human,
social, cultural, and moral value of digitally transformed work.
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