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1. Introduction

The rank of a positive element a in a C∗-algebra A with respect to a trace τ (or,
more generally, a quasitrace) is defined as dτ (a) = limn τ(a1/n). In case of a trace,
this rank is nothing but the value of the support projection of a in A∗∗ under the
canonical extension of τ to a normal trace on A∗∗; see [18].

If A is unital and stably finite, then the set QT1(A) of normalized quasitraces
is a nonempty Choquet simplex. Given an extreme quasitrace τ in QT1(A), it was
shown in [23, theorem 4.7] that for any two positive elements a and b in A, the
minimum of the ranks of a and b with respect to τ can be approximated by the
ranks of positive elements c that are dominated by a and b in the sense of Cuntz:

min
{
dτ (a), dτ (b)

}
= sup

{
dτ (c) : c � a, b

}
.

This property was termed Edwards’ condition for τ by the fourth named author due
to its relation with the work in [11]. This paper concerns the extension of Edwards’
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condition to all quasitraces (not necessarily extremal) defined on a general (not
necessarily unital) C∗-algebra.

Edwards’ condition for extremal, normalized quasitraces was a crucial ingredient
in [23] for the solution of the rank problem for unital, simple C∗-algebras of stable
rank one. In the same spirit, the general Edwards’ condition as developed in this
paper is a crucial ingredient in [1] for the solution of the rank problem for general
C∗-algebras of stable rank one.

The rank problem for a C∗-algebra A is to determine which functions on the
topological cone QT(A) of quasitraces on A arise as the ranks of positive oper-
ators in A. Here, the rank of a in A+ is the function that associates to each
quasitrace τ the rank of a with respect to τ ; see [1,10,23]. The rank prob-
lem for A is closely connected to the question of whether the set of ranks of
elements in A+ is closed under infima, that is, if f, g : QT(A) → [0,∞] are real-
ized as the ranks of positive elements in A, is the same true for f ∧ g? Loosely
speaking, Edward’s condition is the requirement that this can at least be done
pointwise, that is, the infimum of the ranks of two positive elements a and b can
be pointwise approximated by the ranks of elements dominated by a and b; see
definition 4.1.

The Cuntz semigroup of a C∗-algebra as introduced in [8] satisfies a series of
properties (see below for details) denoted (O1)–(O6). In § 2, we show that Cuntz
semigroups satisfy a new property, which we call (O7); see definition 2.1 and propo-
sition 2.2. This property allows us to deal naturally with ideals in the semigroup. In
particular, it allows us to obtain infima of elements in the Cuntz semigroup under
the assumption that one of the elements is idempotent. Note that idempotents in
the Cuntz semigroup of a separable C∗-algebra are in natural correspondence with
the lattice of closed, two-sided ideals.

Given a C∗-algebra A, the Cuntz semigroup Cu(A) appears naturally in the
study of quasitraces on A. Building on results from [9] and [6], it was shown in
[12] that the cone QT(A) of [0,∞]-valued 2-quasitraces on A is homeomorphic to
the cone F (Cu(A)) of functionals on the Cuntz semigroup of A. Therefore, ranks
are naturally viewed as elements in the dual of this cone (or in the second dual
of the semigroup), and hence their properties may be obtained from the study of
structural properties of both Cu(A) and its cone of functionals. This will be done,
respectively, in § 2 and 3.

In § 3 we study compact cones and their duals. We apply our results to cones of
functionals of Cuntz semigroups, continuing the work in [12] and [20]. In particular,
we prove that the cone of quasitraces on a C∗-algebra A satisfies Riesz refinement,
proposition 3.3, a result which is significant towards establishing Edwards’ condition
for Cuntz semigroups of C∗-algebras.

Section 4 exclusively concerns Edwards’ condition in an abstract setting. As
noted above, ranks arise as elements in the dual of a suitable monoid satisfying
Riesz refinement. We use the Riesz–Kantorovich type description of infima in this
setting (see (3.2)) to generalize Edwards’s condition for arbitrary functionals. The
main result of the section states that, for semigroups satisfying (O7), one can verify
Edwards’ condition on functionals taking finite values.

Finally, in § 5 we show that Cuntz semigroups of C∗-algebras satisfy Edwards’
condition; see theorem 5.3. Our method of proof follows the line of attack developed
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by the fourth author in [23] combined with the results obtained in the previous
sections.

2. Properties of Cuntz semigroups

Let A be a C∗-algebra. In [9], Cuntz introduced the following relations for
positive elements a, b ∈ A: a � b if there is a sequence (xn)n in A such that
limn ‖a − xnbx∗

n‖ = 0; a ∼ b provided that a � b and b � a.
The Cuntz semigroup of A is defined as Cu(A) := (A ⊗K)+/ ∼, where K denotes

the algebra of compact operators on �2(N). We denote the class of a positive element
a ∈ A ⊗K by [a]. Then Cu(A) becomes an ordered abelian semigroup with order
induced by the subequivalence � and addition induced by [a] + [b] = [( a 0

0 b )].

2.1. Properties (O1)–(O6)

The Cuntz semigroup of a C∗-algebra is known to satisfy a number of order
properties, which we now briefly recall. The reader is referred to [8] and [3] for back-
ground on the Cuntz semigroups of C∗-algebras and their abstract counterparts,
Cu-semigroups.

Let S be an ordered set such that every increasing sequence has a supremum.
Given x, y ∈ S we say that x is way-below y if whenever y � supn yn for some
increasing sequence (yn)n, then there exists n0 ∈ N such that x � yn0 . We denote
this relation by x 	 y.

Suppose now that S is a positively ordered monoid, that is, an ordered monoid
such that 0 � x for all x ∈ S. Consider the following properties on S:

(O1) Every increasing sequence in S has a supremum.

(O2) For each x ∈ S there exists an 	-increasing sequence (xn)n such that x =
supn xn.

(O3) If x1 	 y1 and x2 	 y2 then x1 + x2 	 y1 + y2.

(O4) If (xn)n and (yn)n are increasing sequences then supn(xn + yn) = supn xn +
supn yn

By a Cu-semigroup we understand a positively ordered monoid satisfying (O1)–
(O4). A map between Cu-semigroups is called a Cu-morphism if it is a monoid
homomorphism that preserves order, suprema of increasing sequences and the way-
below relation. It was shown in [8] that the Cuntz semigroup of a C∗-algebra is a Cu-
semigroup, and that a ∗-homomorphism A → B naturally induces a Cu-morphism
Cu(A) → Cu(B).

The Cuntz semigroup of a C∗-algebra also satisfies the following two properties:

(O5) For all x′ 	 x � y and w′ 	 w such that x + w � y there exists z such that
x′ + z � y � x + z and w′ 	 z.

(O6) For all x′ 	 x � y + z there exist y′, z′ such that x′ � y′ + z′, y′ � x, y and
z′ � x, z.
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That Cuntz semigroups of C∗-algebras satisfy (O5) was proved in [3, proposi-
tion 4.6, p.34]. We will often use a weaker version of (O5) that first appeared in
[21]: For all x′ 	 x � y there exists z such that x′ + z � y � x + z. It was shown
in [20] that Cuntz semigroups of C∗-algebras satisfy (O6).

2.2. Property (O7)

We identify a new property that Cuntz semigroups of C∗-algebras satisfy.

Definition 2.1. A Cu-semigroup S is said to satisfy (O7) if for all
x′

1, x1, x
′
2, x2, w ∈ S satisfying

x′
1 	 x1 � w and x′

2 	 x2 � w,

there exists x ∈ S such that x′
1, x

′
2 	 x � w, x1 + x2.

Proposition 2.2. The Cuntz semigroup of every C∗-algebra satisfies (O7).

Proof. Let A be a C∗-algebra. Let xi, x′
i, w ∈ Cu(A) satisfy x′

i 	 xi � w for i =
1, 2. Choose positive elements b1, b2, a ∈ A ⊗K such that x1 = [b1], x2 = [b2] and
w = [a].

Since x′
1 	 [b1] and x′

2 	 [b2], we may choose ε > 0 such that x′
i 	 [(bi − ε)+]

for i = 1, 2. Since [bi] � [a], there are positive elements c1, c2 ∈ a(A ⊗K)a such that
(bi − ε)+ ∼ ci for i = 1, 2.

Set x = [c1 + c2]. Then

x′
i 	 [(bi − ε)+] = [ci] � [c1 + c2] = x for i = 1, 2.

Also, since c1 + c2 belongs to a(A ⊗K)a, we have x � [a] = w. Using at the first
step that the Cuntz class of the sum of two positive elements is always dominated
by the sum of their Cuntz classes ([4, lemma 2.10]), we obtain

x � [c1] + [c2] = [(b1 − ε)+] + [(b2 − ε)+] � x1 + x2,

as desired. �

An ideal of a Cu-semigroup is a downward hereditary subsemigroup closed under
suprema of increasing sequences. (See [3, section 5.1, p.37ff] for more details.) The
relevance of (O7) when dealing with ideals of a Cu-semigroup is demonstrated in
the following result.

Proposition 2.3. Let S be a Cu-semigroup satisfying (O7), let w ∈ S, and let
J ⊆ S be an ideal. Then the set {x ∈ S : x ∈ J, x � w} is upward directed.

Proof. Notice that {x ∈ S : x � w, x ∈ J} is a downward hereditary subset closed
under suprema of increasing sequences. Thus, by [1, lemma 3.2], it suffices to show
that {

x′ ∈ S : there exists x ∈ J such that x′ 	 x, x � w
}

is upward directed. To this end, suppose that x′, y′ ∈ S satisfy that x′ 	 x, y′ 	 y
for some elements x, y ∈ J such that x, y � w. We deduce by (O7) that there exists
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z ∈ S such that x′, y′ 	 z � w, x + y. Since z � x + y, and since J is an ideal, we
have z ∈ J . Choose z′ ∈ S with z′ 	 z, and such that x′ � z′ and y′ � z′. Then z′

is in the set displayed above and, being an upper bound for both x′ and y′, this
shows that this set is upward directed, as desired. �

A Cu-semigroup is called countably based if it contains a countable subset such
that every element is the supremum of a 	-increasing sequence with terms in the
said countable subset. It is a standard result that in a countably based Cu-sem-
igroup every directed subset admits a supremum; see [3, Remarks 3.1.3, p.21f].
Cuntz semigroups of separable C∗-algebras are countably based (see, for example,
[2, lemma 1.3]).

Let J be an ideal of a countably based Cu-semigroup S. Since ideals of Cu-
semigroups are upward directed, J has a largest element wJ := sup J (see also [3,
paragraph 5.1.6, p.39f]). Further, this element is idempotent, that is, 2wJ = wJ .
Conversely, given an idempotent w ∈ S, the order ideal generated by w is an ideal
of S with supremum w. In light of this correspondence, proposition 2.3 immediately
implies the following result.

Theorem 2.4. Let S be a countably based Cu-semigroup satisfying (O7). Then each
x ∈ S and each idempotent element w ∈ S have an infimum x ∧ w in S.

Moreover, these infima with idempotent elements are well behaved as the
following result illustrates.

Theorem 2.5. Let S be a countably based Cu-semigroup satisfying (O5)–(O7). Let
w ∈ S be an idempotent element. Then the following are satisfied:

(i) The map S → S given by x �→ x ∧ w is a monoid homomorphism preserving
the order and the suprema of increasing sequences.

(ii) Given x, y ∈ S, we have x � y + w if and only if x + (y ∧ w) � y + (x ∧ w).

(iii) We have

x ∧ w1 + x ∧ w2 = x ∧ (w1 ∧ w2) + x ∧ (w1 + w2)

for all x ∈ S and idempotents w1, w2 ∈ S.

Proof. (i): Define �w : S → S by �w(x) := x ∧ w. It is obvious that �w is order
preserving. To prove additivity, let x, y ∈ S. Since x ∧ w + y ∧ w � x + y and x ∧
w + y ∧ w � 2w = w, we have

�w(x) + �w(y) = x ∧ w + y ∧ w � (x + y) ∧ w = �w(x + y).

To show the converse inequality, set z = (x + y) ∧ w, and let z′ 	 z. Apply (O6)
for z′ 	 z � x + y to obtain x′, y′ ∈ S satisfying

z′ � x′ + y′, x′ � x, z, and y′ � y, z.

Since x′ � z � w and x′ � x, we have x′ � x ∧ w. Analogously, we deduce that
y′ � y ∧ w. Hence, z′ � x ∧ w + y ∧ w. Since this holds for all z′ 	 z, we obtain

�w(x + y) = z � x ∧ w + y ∧ w = �w(x) + �w(y).
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Finally, let us show that �w preserves sequential suprema. Let (xn)∞n=1 be an
increasing sequence in S. The inequality

sup
n

�w(xn) = sup
n

(xn ∧ w) � (sup
n

xn) ∧ w = �w(sup
n

xn)

is clear. Set z = (supn xn) ∧ w and let z′ 	 z. Since z � supn xn, there exists n
such that z′ � xn. Also, z′ � z � w. Therefore

z′ � xn ∧ w � sup
n

(xn ∧ w).

Since this holds for all z′ 	 z, we obtain

�w(sup
n

xn) = z � sup
n

(xn ∧ w) = sup �w(xn).

(ii): Let x, y ∈ S. If x + (y ∧ w) � y + (x ∧ w), then

x � x + (y ∧ w) � y + (x ∧ w) � y + w.

To show the converse implication, assume that x � y + w, and let y′ 	 y ∧ w.
By (O5), we can choose z such that y′ + z � y � y ∧ w + z. Then x � y ∧ w + z +
w = z + w. Let x′ 	 x. By (O6), x′ � z + x ∧ w. Adding y′ on both sides we get
x′ + y′ � y + x ∧ w. Passing to the supremum over all x′ 	 x and y′ 	 y ∧ w, the
result follows.

(iii): Let x ∈ S and let w1, w2 ∈ S be idempotents. By (i), w1 ∧ w2 is also an
idempotent. It thus makes sense to write x ∧ (w1 ∧ w2) and this agrees with (x ∧
w1) ∧ w2. We first show that

x ∧ (w1 + w2) + w1 = x ∧ w2 + w1.

The inequality ‘�’ is clear. On the other hand, applying (ii) to x ∧ (w1 + w2) �
w1 + w2 at the first step yields

x ∧ (w1 + w2) + w1 ∧ w2 � w1 + x ∧ (w1 + w2) ∧ w2 = w1 + x ∧ w2.

Adding w1 to the previous inequality, we obtain the desired reverse inequality

x ∧ (w1 + w2) + w1 � x ∧ w2 + w1.

Given y, z ∈ S satisfying y + w1 = z + w1, it follows from (ii) that y + z ∧ w1 =
z + y ∧ w1. Applying this for y = x ∧ (w1 + w2) and z = x ∧ w2, we get

x ∧ (w1 + w2) + (x ∧ w2) ∧ w1 = x ∧ w2 + (x ∧ (w1 + w2)) ∧ w1,

which implies the desired equality. �

Remark 2.6. Let A be a C∗-algebra, and let J be a σ-unital, closed, two-sided
ideal. Then Cu(A) is a Cu-semigroup satisfying (O5)–(O7). We identify Cu(J)
with the ideal {[a] ∈ Cu(A) : a ∈ (J ⊗K)+} of Cu(A). Since J is σ-unital, there
exists a largest element in Cu(J), denoted wJ .
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Recall that Cu(A) can be identified with certain equivalence classes of countably
generated, right Hilbert C∗-modules over A; see [8], see also [4]. If M is a countably
generated, right Hilbert C∗-module over A, then MJ is a countably generated, right
Hilbert C∗-module over J , and [MJ ]—the class of MJ in Cu(J)—depends only on
the class of M , which is the justification to denote [MJ ] by [M ]J ; see [7]. One can
show that

[M ] ∧ wJ = [M ]J

in Cu(A). Hence, theorem 2.5(i) and (ii) generalize (and recover) proposition 4.3
and theorem 1.1 in [7] in the case that A is a separable C∗-algebra.

If S is the Cuntz semigroup of a (not necessarily separable) C∗-algebra, then
the results in [7] show that the infimum of any x ∈ S and any idempotent w ∈
S exist. Thus, for Cuntz semigroups of C∗-algebras, theorem 2.4 holds without
the assumption of countable generation. It seems unclear if the same holds for
Cu-semigroups:

Question 2.7. Let S be a Cu-semigroup satisfying (O7). Do each x ∈ S and each
idempotent w ∈ S admit an infimum in S? What if we additionally assume that S
satisfies (O5) and (O6)?

3. Cones and their duals

Here we establish a number of results on algebraically ordered, compact cones and
their duals. We then apply these results to our main object of study: the cone F (S)
of functionals on a Cu-semigroup S.

3.1. Algebraically ordered compact cones

Recall that a cone is a commutative monoid C together with a scalar multiplica-
tion by (0,∞). More specifically, the scalar multiplication is a map (0,∞) × C → C,
denoted (t, a) �→ ta, that is additive in each variable, and such that (st)a = s(ta)
and 1a = a, for all s, t ∈ (0,∞) and a ∈ C. Note that we do not define scalar mul-
tiplication by 0. A topological cone is a cone together with a topology such that
addition and scalar multiplication are jointly continuous. (Here we equip (0,∞)
with the usual Hausdorff topology of real numbers.)

The algebraic pre-order on a cone C is defined as a � b if a + c = b for some c ∈ C.
If the algebraic pre-order is an order then we speak of an algebraically ordered cone.

The following result is standard. It holds more generally in compact, ordered
spaces as studied by Nachbin [17], see [13, proposition VI-1.3, p.441].

Proposition 3.1. Let C be an algebraically ordered, compact cone. Then C is both
directed complete and filtered complete. Moreover, given an upward (downward)
directed subset D of C, considering D as a net indexed over itself, D converges
to supD (to inf D).
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Let C be an algebraically ordered, compact cone. We set

E(C) :=
{
a ∈ C : 2a = a

}
.

Given a ∈ C, the sequence ((1/n)a)n is decreasing and therefore converges. We have
2 limn(1/n)a = limn(1/n)a, which justifies to define ε : C → E(C) by

ε(a) := lim
n

1
n

a,

for a ∈ C. It is straightforward to verify that ε is additive and order-preserving.
Moreover, we have ε(a) + a = a for every a ∈ C.

Following Wehrung (definitions 1.12, 2.10 and 3.1 in [24]), we say that C is
pseudo-cancellative if for all a, b, c ∈ C with a + c � b + c there exists d ∈ C such
that a � b + d and d + c = c.

Lemma 3.2. Let C be an algebraically ordered, compact cone. Let a, b, c ∈ C satisfy
a + c � b + c. Then a + ε(c) � b + ε(c). In particular, C is pseudo-cancellative.

Proof. Multiplying by 1
2 in a + c � b + c we get

1
2
a +

1
2
c � 1

2
b +

1
2
c.

Adding 1
2a, and then using the above inequality, we obtain

a +
1
2
c � 1

2
a +

1
2
b +

1
2
c � b +

1
2
c.

Thus, we inductively deduce that a + (1/2n)c � b + (1/2n)c, for each n ∈ N. It
follows that

a + ε(c) = lim
n

(
a +

1
2n

c

)
� lim

n

(
b +

1
2n

c

)
= b + ε(c),

as desired. �

Recall that a monoid M is said to satisfy Riesz refinement if for all a1, a2, b1, b2 ∈
M with a1 + a2 = b1 + b2 there exist xi,j ∈ M , for i, j = 1, 2, such that ai = xi,1 +
xi,2 for i = 1, 2, and bj = x1,j + x2,j for j = 1, 2.

An inf-semilattice is a poset in which every two elements a and b have an infimum.
An inf-semilattice ordered monoid is a positively ordered monoid M that is an
inf-semilattice and such that addition is distributive over ∧, that is,

a + (b ∧ c) = (a + b) ∧ (a + c), (3.1)

for all a, b, c ∈ M . Dually, one defines sup-semilattice ordered monoids. A lattice-
ordered monoid is a positively ordered monoid M that is a lattice and such that
addition is distributive over ∧ and ∨, that is, for all a, b, c ∈ M we have (3.1) and
a + (b ∨ c) = (a + b) ∨ (a + c).

The following proposition is a consequence of results of Wehrung:
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Proposition 3.3. Let C be an algebraically ordered, compact cone. Then the
following are equivalent:

(1) C satisfies Riesz refinement.

(2) C is inf-semilattice ordered.

(3) C is lattice ordered.

Proof. By lemma 3.2, C is pseudo-cancellative. Therefore, it follows from [24,
proposition 1.23] that (2) implies (1); and it follows from [24, lemma 1.16] that
(1) implies (3). �

Let C be an algebraically ordered, compact cone satisfying Riesz refinement.
Let C∗ denote the collection of linear maps C → [0,∞], where by a linear map we
understand an additive map satisfying f(0) = 0, and such that f(ta) = tf(a) for all
t ∈ (0,∞) and a ∈ C. We equip C∗ with pointwise addition and the algebraic order.
In fact, the algebraic order on C∗ agrees with the pointwise order. The property of
Riesz refinement of C implies that C∗ is lattice ordered. Further, the infimum and
supremum of elements f, g ∈ C∗ are given by the Riesz–Kantorovich formulas:

(f ∧ g)(a) = inf
{
f(a1) + g(a2) : a = a1 + a2

}
, (3.2)

(f ∨ g)(a) = sup
{
f(a1) + g(a2) : a = a1 + a2

}
, (3.3)

for a ∈ C. (See [22, lemma 1.12].)
A map f ∈ C∗ is said to be lower semicontinuous if for every t ∈ [0,∞) the set

{a ∈ C : f(a) � t} is closed (in the topology of C). We let C ′ denote the family of
lower semicontinuous maps in C∗. It is easy to see that C ′ is closed under addition.
The partial order on C ′ (induced by C∗) is the pointwise order, and it is usually
not the algebraic order, even though C∗ is algebraically ordered.

Lemma 3.4. Let C be an algebraically ordered, inf-semilattice ordered, compact
cone, let f, g ∈ C ′, and let a ∈ C. Then the infimum in (3.2) is realized. More
precisely, there exist a1, a2 ∈ C with a = a1 + a2 and (f ∧ g)(a) = f(a1) + g(a2).

Proof. Choose sequences (a1,n)n and (a2,n)n in C such that a = a1,n + a2,n for
each n, and such that

(f ∧ g)(a) = lim
n

(
f(a1,n) + g(a2,n)

)
.

Since C is compact, we can choose convergent subnets such that (a1,n(j))j∈J and
(a2,n(j))j∈J converge to some a1 and a2 in C, respectively. Then a = a1 + a2. Using
this at the last step, and using that f and g are lower semicontinuous at the second
step, we obtain

(f ∧ g)(a) = lim
j

(
f(a1,n(j)) + g(a2,n(j))

)
� f(a1) + g(a2) � (f ∧ g)(a).

Thus, we have a1, a2 ∈ C such that (f ∧ g)(a) = f(a1) + g(a2) and a = a1 + a2. �
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The following result contains analogues of results in [24] for lower semicontinuous
functionals. It can also be considered as an analogue of [20, theorem 4.2.2].

Theorem 3.5. Let C be an algebraically ordered, inf-semilattice ordered, compact
cone. Then C ′ ⊆ C∗ is closed under finite infima and directed suprema. Moreover,
given f, g, h ∈ C ′ and an increasing net (gj)j in C ′, we have

f ∧ (sup
j

gj) = sup
j

(f ∧ gj), (3.4)

f + (g ∧ h) = (f + g) ∧ (f + h). (3.5)

Proof. By proposition 3.3, C satisfies Riesz refinement, and thus we obtain that C∗

is lattice-ordered with infimum given by (3.2).
We first show that C ′ is closed under infima. Let f, g ∈ C ′. In order to verify that

f ∧ g in C∗ is lower semicontinuous (and thus it belongs to C ′), we have to check
that the set

T := {a ∈ C : (f ∧ g)(a) � t}
is closed for any t ∈ [0,∞). Let (aj)j∈J be a net in T that converges to a in C. For
each j ∈ J apply lemma 3.4 to obtain aj,1, aj,2 ∈ C such that

f(aj,1) + g(aj,2) = (f ∧ g)(aj) � t, and aj = aj,1 + aj,2.

Using that C is compact, choose a subnet (j(i))i∈I such that (aj(i),1)i∈I and
(aj(i),2)i∈I converge to some a1 and a2 in C, respectively. Then a = a1 + a2. Using
at the third step that f and g are lower semicontinuous, we deduce

(f ∧ g)(a) � f(a1) + g(a2)

= f

(
lim
i∈I

aj(i),1

)
+ g

(
lim
i∈I

aj(i),2

)
� lim inf

i∈I
f
(
aj(i),1

)
+ lim inf

i∈I
g
(
aj(i),2

)
� lim inf

i∈I

(
f(aj(i),1) + g(aj(i),2)

)
� t.

Secondly, it is straightforward to verify that lower semicontinuity passes to
suprema of upward directed families. Further, (3.5) follows using that C∗ is
lattice-ordered.

Finally, let us verify (3.4). Let f ∈ C ′, and let (gj)j∈J be an increasing net
in C ′. Set g := supj gj . It is straightforward to verify that f ∧ g � supj(f ∧ gj).
To show the converse inequality, let a ∈ C. Given j ∈ J , apply lemma 3.4 to obtain
aj,1, aj,2 ∈ C such that

(f ∧ gj)(a) = f(aj,1) + gj(aj,2), and a = aj,1 + aj,2.

Using that C is compact, choose a subnet (j(i))i∈I such that (aj(i),1)i∈I and
(aj(i),2)i∈I converge to some a1 and a2 in C, respectively. Then a = a1 + a2. For
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each i0 ∈ I, using at the first step that the net (gj)j is increasing, and using at the
second step that gj(i0) is lower semicontinuous, we obtain

lim inf
i

gj(i)(aj(i),2) � lim inf
i

gj(i0)(aj(i),2) � gj(i0)(a2).

Since this holds for all i0 ∈ I, we deduce

lim inf
i∈I

gj(i)(aj(i),2) � sup
i0∈I

gj(i0)(a2) = g(a2).

Using this inequality and using that f is lower semicontinuous at the third step, we
obtain

sup
j∈J

(f ∧ gj)(a) = sup
j∈J

(
f(aj,1) + gj(aj,2)

)
� lim inf

i∈I

(
f(aj(i),1) + gj(i)(aj(i),2)

)
� f(a1) + g(a2)

� (f ∧ g)(a),

as desired. �

3.2. The cone of functionals on a Cu-semigroup

Let S be a Cu-semigroup. A map λ : S → [0,∞] is called a functional if λ(0) = 0
and if λ preserves addition, order and suprema of increasing sequences. We denote
by F (S) the set of functionals on S. This is a cone when endowed with the oper-
ations of pointwise addition and pointwise scalar multiplication by positive reals.
We also equip F (S) with the topology such that λj → λ, for a given net (λj)j and
a functional λ in F (S), provided that

lim sup
j

λj(x′) � λ(x) � lim inf
j

λj(x)

for all x′, x ∈ S with x′ 	 x. Then F (S) is a compact cone; see [12,20], see also
[16, theorem 3.17]. If S satisfies (O5), then F (S) is algebraically ordered; see [20,
proposition 2.2.3]. Further, if S satisfies (O5) and (O6), then F (S) is an algebraically
ordered, lattice ordered, compact cone; see [20, theorem 4.1.2]. Combined with
proposition 3.3, we deduce the following:

Theorem 3.6. Let S be a Cu-semigroup satisfying (O5) and (O6). Then F (S)
satisfies Riesz refinement.

Since the Cuntz semigroup of a C∗-algebra is a Cu-semigroup satisfying (O5)
and (O6), the previous result applies to F (Cu(A)). Moreover, by [12, theorem 4.4],
the cone of functionals F (Cu(A)) is isomorphic (as an ordered topological cone) to
the cone of lower semicontinuous 2-quasitraces QT(A) on A via the assignment

QT(A) → F (Cu(A)), τ �→ dτ .

Here, dτ ([a]) := limn τ(a1/n) for a ∈ (A ⊗K)+. We thus obtain the following result,
which does not seem to have appeared in the literature before.
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Corollary 3.7. Let A be a C∗-algebra. Then the cone QT(A) of lower semicon-
tinuous 2-quasitraces satisfies Riesz refinement.

Remark 3.8. For unital, simple C∗-algebras, corollary 3.7 follows from more clas-
sical results of Blackadar and Handelman [6]. Indeed, they show that if A is a unital
C∗-algebra, then the cone QTb(A) of bounded 2-quasitraces is lattice ordered. Since
this cone embeds in a vector space, it follows from the well-known equivalence
between Riesz interpolation and Riesz refinement in the setting of ordered abelian
groups that QTb(A) has Riesz refinement; see, for example, [14, proposition 2.1].
If A is also simple, then QT(A) = QTb(A) ∪ {τ∞}, where τ∞ : A+ → [0,∞] is infi-
nite on all non-zero elements of A+. It is then straightforward to extend the Riesz
refinement from QTb(A) to QT(A).

Given a Cu-semigroup S satisfying (O5), recall that F (S)′ denotes the family
of linear, lower semicontinuous functions f : F (S) → [0,∞]. (Note that F (S)′ is
denoted by Lsc(F (S)) in [3] and [20].) Given x ∈ S, we obtain x̂ ∈ F (S)′ defined by
x̂(λ) = λ(x), for λ ∈ F (S). Since F (S) is an algebraically ordered, lattice ordered,
compact cone, we may apply lemma 3.4 and theorem 3.5 to obtain:

Proposition 3.9. Let S be a Cu-semigroup satisfying (O5) and (O6). Then F (S)′

is an inf-semilattice-ordered, directed complete cone, with infimum given as in (3.2).
In particular, given x, y ∈ S, the infimum of x̂ and ŷ in F (S)′ satisfies

(x̂ ∧ ŷ)(λ) = inf
{
λ1(x) + λ2(y) : λ = λ1 + λ2

}
, (3.6)

for all λ ∈ F (S), and the infimum is attained.

Question 3.10. Let S be a countably-based Cu-semigroup satisfying (O5) and
(O6). There is a natural semigroup morphism :̂ S → F (S)′ given by x �→ x̂. By
proposition 3.9, F (S)′ is inf-semilattice ordered. Thus, if S is also inf-semilattice
ordered, it is natural to ask wether x̂ ∧ y = x̂ ∧ ŷ, for all x, y ∈ S. This question will
be taken up in § 4.

3.3. Well-capped cones

Recall that a subset K of a topological cone C is called a cap if it is compact,
convex and C\K is also convex. The cone C is said to be well capped if it is the
union of its caps; see, for example, [19].

Let S be a Cu-semigroup satisfying (O5). In this subsection we show that the
cone F (S) contains many well capped subcones; see proposition 3.12. If S is also
countably based, then F (S) naturally decomposes as the disjoint union of well
capped, cancellative subcones.

Recall that L(F (S)) is defined as a certain subset of F (S)′, which can be identified
with the sequential closure of the span of the set {tx̂ : t ∈ (0,∞), x ∈ S} in F (S)′;
see [20]. Further, we have L(F (S)) ∼= S ⊗ [0,∞]; see [3, section 7.5, p.132ff].

Given an ideal J in S, we let λJ ∈ F (S) denote the functional that is 0 on J and
∞ otherwise. Then 2λJ = λJ . Moreover, every idempotent in F (S) arises this way
for some ideal, that is, E(F (S)) with the reverse order is naturally order-isomorphic
to the lattice of ideals in S.
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By a subcone of F (S) we understand a subset that is closed under addition and
multiplication by strictly positive scalars. Given an ideal J in S, we set

FJ(S) := λJ +
{
λ ∈ F (S) : λ(x′) < ∞ whenever x′ 	 x for some x ∈ J

}
.

Then FJ(S) is a subcone of F (S) with apex λJ and every λ ∈ FJ(S) satisfies ε(λ) =
λJ . The next result shows that every functional is contained in a subcone of this
form.

Lemma 3.11. Let S be a Cu-semigroup and let λ ∈ F (S). Set

J :=
{
x ∈ S : λ(x′) < ∞ for all x′ 	 x

}
.

Then J is an ideal in S. Further, ε(λ) = λJ and λ ∈ FJ(S).

Proof. It is straightforward to verify that J is an ideal.
The sequence ((1/n)λ)n converges to ε(λ) in F (S). By definition of the topology

in F (S), this means that for all x′, x ∈ S with x′ 	 x, we have

lim sup
n

1
nλ(x′) � ε(λ)(x) � lim inf

n

1
n

λ(x).

To show that ε(λ) � λJ , let x ∈ S satisfy ε(λ)(x) = 0. We need to verify that x ∈ J .
Let x′ 	 x. If λ(x′) = ∞, then lim supn(1/n)λ(x′) = ∞, which contradicts

lim sup
n

1
n

λ(x′) � ε(λ)(x) = 0.

Thus, λ(x′) < ∞. Since this holds for all x′ 	 x, we conclude that x ∈ J .
To show the converse inequality, let x ∈ J . We need to verify that ε(λ)(x) = 0.

Choose a 	-increasing sequence (xn)n with supremum x. By assumption, we have
λ(xn) < ∞ for each n. This implies that ε(λ)(xn) = 0. Using that ε(λ) preserves
suprema of increasing sequences, we deduce that ε(λ)(x) = 0.

Finally, we have λ = λ + ε(λ) = λ + λJ , and we deduce that λ ∈ FJ(S). �

Thus, given λ ∈ F (S) and an ideal J in S, we have λ ∈ FJ(S) if and only if ε(λ) =
λJ . Therefore, the cone F (S) decomposes as the disjoint union of the subcones
FJ(S), with J ranging over the ideals of S. We define the support ideal of λ ∈ F (S)
as the unique ideal J such that λ ∈ FJ(S). Hence, the support ideal of λ is J if and
only if ε(λ) = λJ .

Proposition 3.12. Let S be a Cu-semigroup satisfying (O5), and let J be a
countably generated ideal of S. Then FJ(S) is well capped.

Proof. Since J is countably generated, it contains a largest element; see [3,
Paragraph 5.1.6, p.39f], and also the comments before theorem 2.4. Choose a
	-increasing sequence (xn)n whose supremum is the largest element of J . Let

https://doi.org/10.1017/prm.2020.26 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2020.26


538 R. Antoine, F. Perera, L. Robert and H. Thiel

λ ∈ FJ(S). Then (λ(xn))n is an increasing sequence in [0,∞). Define

f =
∞∑

n=1

αnx̂n ∈ L(F (S)),

where we choose the numbers (αn)n in (0,∞) such that αn → 0 fast enough so that
f(λ) � 1. Observe that x̂ � ∞f for any x ∈ J .

We consider

Cf :=
{
μ ∈ FJ(S) : f(μ) � 1

}
,

which contains λ. Let us show that Cf is a cap of FJ(S). Since f is linear, both Cf

and its complement in FJ(S) are convex. It remains to show that Cf is compact.
We show first that if μ ∈ F (S) is such that f(μ) � 1 then λJ + μ ∈ FJ(S). Let

x′ 	 x in J . Using [20, lemma 2.2.5] at the first step, we get

x̂′ 	 2x̂ � ∞f.

Hence, x̂′ � Nf for some N ∈ N. Then μ(x′) � N < ∞, which in turn implies
that λJ + μ ∈ FJ(S). Thus, Cf agrees with λJ + {μ ∈ F (S) : f(μ) � 1}. This set
is closed in F (S) and therefore compact. �

4. Edwards’ condition for abstract Cuntz semigroups

In this section we introduce Edwards’ condition for Cu-semigroups; see
definition 4.1. This condition is inspired by a property considered by Edwards
[11, Condition (2)], and it has been studied in a more restrictive setting in [23]. In
theorem 5.3 below we show that Edwards’ condition is satisfied by Cuntz semigroups
of general C∗-algebras.

Definition 4.1. Let S be a Cu-semigroup and let λ ∈ F (S). We say that S satisfies
Edwards’ condition for λ if

inf
{
λ1(x) + λ2(y) : λ = λ1 + λ2

}
= sup

{
λ(z) : z � x, y

}
, (4.1)

for all x, y ∈ S. If this holds for all λ ∈ F (S), then we say that S satisfies Edwards’
condition.

Remark 4.2. Let S be a Cu-semigroup satisfying (O5) and (O6). It follows from
lemma 3.4 that the infimum in (4.1) is attained (see also the remarks before
theorem 3.6). Further, it follows from proposition 3.9 that the left-hand side in (4.1)
agrees with (x̂ ∧ ŷ)(λ). Thus, S satisfies Edwards’ condition for λ if and only if

(x̂ ∧ ŷ)(λ) = sup
{
λ(z) : z � x, y

}
, (4.2)

for all x, y ∈ S. Notice that the inequality ‘�’ always holds.
If S is also an inf-semilattice, then we have sup{λ(z) : z � x, y} = x̂ ∧ y(λ).

Therefore, in this setting, Edwards’ condition is equivalent to

x̂ ∧ ŷ = x̂ ∧ y,

for all x, y ∈ S. (See question 3.10.)
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Next, we show that the supremum in (4.1) is achieved. We first need a lemma.

Lemma 4.3. Let S be a Cu-semigroup satisfying (O5) and (O6), let λ ∈ F (S) such
that S satisfies Edwards’ condition for λ, let z′ 	 z � x, y in S, and let t ∈ R satisfy
t < (x̂ ∧ ŷ)(λ). Then there exists z̃ ∈ S such that z′ 	 z̃ � x, y and t < λ(z̃).

Proof. If t < λ(z), then we can set z̃ := z. Thus, we may assume that λ(z) � t, and
in particular λ(z) is finite. We distinguish two cases.

Case 1. Assume that (x̂ ∧ ŷ)(λ) < ∞. In this case, choose ε > 0 such that t + ε <
(x̂ ∧ ŷ)(λ). Since λ(z) < ∞, we can choose z′′ ∈ S such that

z′ 	 z′′ 	 z, and λ(z) < λ(z′′) + ε/2.

Applying (O5) to z′′ 	 z � x and z′′ 	 z � y, we obtain u, v ∈ S such that

z′′ + u � x � z + u, and z′′ + v � y � z + v.

Since (û ∧ v̂)(λ) < ∞, we can apply Edwards’ condition to obtain w ∈ S such that

w � u, v, and (û ∧ v̂)(λ) � λ(w) + ε/2.

Set z̃ := z′′ + w. Then z′ 	 z̃ � x, y. Using that F (S)′ is semilattice-ordered
(proposition 3.9) at the second step, we deduce

(x̂ ∧ ŷ)(λ) � (ẑ + u ∧ ẑ + v)(λ)

= ẑ(λ) + (û ∧ v̂)(λ)

� λ(z′′) + ε/2 + λ(w) + ε/2

= λ(z̃) + ε,

which implies t < λ(z̃). This proves this case of the lemma.
Case 2. Suppose that (x̂ ∧ ŷ)(λ) = ∞. Choose z′′ ∈ S satisfying z′ 	 z′′ 	 z.

Construct u and v as in case 1. Then

∞ = (x̂ ∧ ŷ)(λ) � (ẑ + u ∧ ẑ + v)(λ) = ẑ(λ) + (û ∧ v̂)(λ),

which implies that (û ∧ v̂)(λ) = ∞. Applying Edwards’ condition, we obtain w ∈ S
such that w � u, v and t < λ(w). Then, as in step 1, the element z̃ := z′′ + w has
the desired properties. �

Theorem 4.4. Let S be a Cu-semigroup satisfying (O5) and (O6), let λ ∈ F (S)
such that S satisfies Edwards’ condition for λ, and let x, y ∈ S. Then there exists
z ∈ S such that z � x, y and

(x̂ ∧ ŷ)(λ) = λ(z).

Moreover, given also z′0, z0 ∈ S with z′0 	 z0 � x, y, the element z may be chosen
such that z′0 	 z.

https://doi.org/10.1017/prm.2020.26 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2020.26


540 R. Antoine, F. Perera, L. Robert and H. Thiel

Proof. Let (tn)n be a strictly increasing sequence in R with supn tn = (x̂ ∧ ŷ)(λ).
If z′0 and z0 are not given, we simply consider z′0 = 0 and z0 = 0. We inductively
construct z′n, zn ∈ S for n � 1 such that

z′n−1 	 z′n 	 zn � x, y, and tn < λ(z′n),

for n � 1.
Given n � 1, assume that z′n−1, zn−1 with z′n−1 	 zn−1 � x, y have been chosen.

Using lemma 4.3, we obtain zn ∈ S such that

z′n−1 	 zn � x, y, and tn < λ(zn).

Choose z′n ∈ S such that

z′n−1 	 z′n 	 zn, and tn < λ(z′n).

Then z′n and zn have the claimed properties.
We obtain a 	-increasing sequence (z′n)n, which allows us to set z := supn z′n.

Then z′0 	 z � x, y and

(x̂ ∧ ŷ)(λ) = sup
n

tn � sup
n

λ(z′n) = λ(z),

which implies that z has the desired properties. �

Corollary 4.5. Let S be a Cu-semigroup satisfying (O5) and (O6) and Edwards’
condition. Then for every λ ∈ F (S) and x, y ∈ S, there exist λ1, λ2 ∈ F (S) and
z ∈ S such that

λ = λ1 + λ2, z � x, y and λ1(x) + λ2(y) = λ(z).

The following result can be interpreted as the fact that the Edwards’ condition
implies that its dual version is also satisfied. It is not clear whether or not these
conditions are actually equivalent.

Proposition 4.6. Let S be a Cu-semigroup satisfying (O5) and (O6). Let λ ∈ F (S)
be such that S satisfies Edwards’ condition for λ. Then

sup
{
λ1(x) + λ2(y) : λ1 + λ2 = λ

}
= inf

{
λ(a) : x, y � a

}
, (4.3)

for all x, y ∈ S.

Proof. The inequality ‘�’ in (4.3) is straightforward to obtain. Let us show the
opposite inequality. Let r denote the left side. If r = ∞, we are done. Let us thus
suppose that r < ∞. Observe that this implies that λ(x) < ∞ and λ(y) < ∞.
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Applying corollary 4.5, we obtain λ1, λ2 ∈ F (S) and z ∈ S such that

λ = λ1 + λ2, and z � x, y, and λ1(x) + λ2(y) = λ(z).

Let ε > 0. Since λ(z) is finite, we can choose z′ 	 z such that λ(z) � λ(z′) + ε.
Applying (O5) for z′ 	 z � x and z′ 	 z � y, we obtain u, v ∈ S such that

z′ + u � x � z + u, and z′ + v � y � z + v.

Set a := z + u + v which clearly satisfies x, y � a. Then

λ(a) + λ1(x) + λ2(y) = λ(a) + λ(z)

= λ(z) + λ(u) + λ(z) + λ(v)

� λ(z′) + λ(u) + λ(z′) + λ(v) + 2ε

� λ(x) + λ(y) + 2ε

= λ1(x) + λ2(x) + λ1(y) + λ2(y) + 2ε.

Since λ1(x) and λ2(y) are finite, we may cancel them and obtain

λ(a) � λ2(x) + λ1(y) + 2ε � r + 2ε,

which implies the desired inequality. �

The following result shows that to prove Edwards’ condition for S, it suffices to
deal with the case where the functional λ is finite on the given elements x, y ∈ S.
This reduction will come in handy when we prove Edwards’ condition for Cuntz
semigroups of C∗-algebras.

Theorem 4.7. Let S be a Cu-semigroup satisfying (O5), (O6) and (O7), and let λ ∈
F (S). Then S satisfies Edwards’ condition for λ if, for all x, y ∈ S with λ(x), λ(y) <
∞, we have

(x̂ ∧ ŷ)(λ) � sup
{
λ(z) : z � x, y

}
.

We will prove the theorem using a series of lemmas.
Let S be a Cu-semigroup and let J ⊆ S be an ideal. We define λJ : S → [0,∞]

as in § 3.3, and hJ : F (S) → [0,∞] as follows:

hJ(λ) =

{
0 if λ � λJ

∞ if λ � λJ

.

Observe that, if J has a largest element wJ (for example, if J is countably based),
then hJ = ŵJ .

Lemma 4.8. Let S be a Cu-semigroup satisfying (O5) and (O6), let J ⊆ S be an
ideal of S, and let x ∈ S. Then

(x̂ ∧ hJ)(λ) = sup
{
ẑ(λ) : z ∈ J, z � x

}
,

for all λ ∈ F (S).
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Proof. Let λ ∈ F (S). By [20, theorem 4.1.2], F (S) is a complete lattice. This allows
us to define

λ(J) := inf
{
μ ∈ F (S) : λ � μ + λJ

}
.

We have λ(J) � λ and λ(J) + λJ = λ + λJ . The result will follow by combining the
following two claims.

Claim 1 : Given y ∈ S, we have

λ(J)(y) = sup
{
λ(z) : z ∈ J, z � y

}
.

To prove the claim, let z ∈ J satisfy z � y. Then λJ(z) = 0 and therefore

λ(z) = λ(z) + λJ(z) = λ(J)(z) + λJ(z) = λ(J)(z) � λ(J)(y),

which shows inequality ‘�’. To prove the converse inequality, one shows that the
function μ : S → [0,∞] defined by

μ(y) := sup
{
λ(z) : z ∈ J, z � y

}
,

for y ∈ S is a functional on S satisfying λ � μ + λJ . By definition of λ(J) we obtain
λ(J) � μ. This proves the claim.

Claim 2 : We have (x̂ ∧ hJ)(λ) = λ(J)(x). Indeed, using (3.2) at the first step and
theorem 3.6 at the third step, we deduce

(x̂ ∧ hJ)(λ) = inf
{
λ1(x) + hJ(λ2) : λ = λ1 + λ2

}
= inf

{
λ1(x) : λ = λ1 + λ2, λ2 � λJ

}
= inf

{
μ(x) : λ � μ + λJ

}
= λ(J)(x),

which proves the claim. �

Given a Cu-semigroup S and x ∈ S, we let 〈x〉 denote the ideal generated by x.

Lemma 4.9. Let S be a Cu-semigroup satisfying (O5), (O6) and (O7), let x, y ∈ S,
and let λ ∈ F (S). Then there exist r, s ∈ S such that

r � x, s � y, r, s ∈ 〈x〉 ∩ 〈y〉, and (x̂ ∧ ŷ)(λ) = (r̂ ∧ ŝ)(λ).

Proof. Set Dx := {r : r ∈ 〈y〉, r � x}. By proposition 2.3, Dx is upward directed.
By theorem 3.5, infima commute with directed suprema in F (S)′. Using this at the
last step, and using that ŷ � h〈y〉 at the first step, and using lemma 4.8 at the third
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step, we obtain

x̂ ∧ ŷ = x̂ ∧ (
h〈y〉 ∧ ŷ

)
=

(
x̂ ∧ h〈y〉

) ∧ ŷ = ( sup
r∈Dx

r̂) ∧ ŷ = sup
r∈Dx

(
r̂ ∧ ŷ

)
.

Similarly, the set Dy := {s : s � y, s ∈ 〈x〉} is upward directed. We deduce

x̂ ∧ ŷ = sup
r∈Dx,s∈Dy

(
r̂ ∧ ŝ

)
.

Choose sequences (rn)n in Dx and (sn)n in Dy such that

(x̂ ∧ ŷ)(λ) = sup
n

(
r̂n ∧ ŝn

)
(λ).

Using that Dx and Dy are upward directed, we may assume that (rn)n and (sn)n

are increasing. Then r := supn rn and s := supn sn have the desired properties. �

Lemma 4.10. Let S be a Cu-semigroup satisfying (O6), and let x, y ∈ S. Then
〈x〉 ∩ 〈y〉 is the ideal generated by {z ∈ S : z � x, y}.
Proof. Let z ∈ 〈x〉 ∩ 〈y〉 and z′ 	 z. Then z′ � nx and z′ � ny for some n ∈ N.
Let z′′ 	 z′. By (O6) used in z′′ 	 z′ � nx, there exist x1, . . . , xn such that z′′ 	∑n

k=1 xk and xk � z′, x for all k. Choose for each k an element x′
k 	 xk such that

z′′ 	 ∑n
k=1 x′

k.
For each k, applying (O6) again in x′

k 	 xk � ny, we obtain yk,1, . . . , yk,n such
that x′

k 	 ∑n
l=1 yk,l and yk,l � xk, y for all l. It follows that yk,l belongs to the set

{z : z � x, y} for all k and l. Hence, z′′ belongs to the ideal of S generated by this
set. Since z′′ and z′ can be chosen arbitrarily such that z′′ 	 z′ 	 z, we deduce
that z belongs to this ideal as well. �

Proof of theorem 4.7. Let x, y ∈ S and λ ∈ F (S). The inequality ‘�’ in (4.2) is clear
(see also (4.1)). We prove the opposite inequality, that is,

(x̂ ∧ ŷ)(λ) � sup
{
λ(z) : z � x, y

}
.

If the right-hand side is ∞ we are done. Let us thus assume that x, y and λ are
such that if z � x, y then λ(z) is finite. Let J ⊆ S be the ideal as in lemma 3.11
such that ε(λ) = λJ . Namely, J = {s ∈ S : λ(s′) < ∞ for all s′ 	 s}. Then z ∈ J
whenever z � x, y. Thus, by the previous lemma, we have 〈x〉 ∩ 〈y〉 ⊆ J .

Use lemma 4.9 to obtain r, s ∈ S such that

r � x, s � y, r, s ∈ 〈x〉 ∩ 〈y〉 ⊆ J, and (x̂ ∧ ŷ)(λ) = (r̂ ∧ ŝ)(λ).

Choose 	-increasing sequences (rn)n and (sn)n with suprema r and s, respectively.
Since r, s ∈ J , we have that λ(rn) < ∞ and λ(sn) < ∞ for each n. By assumption,
we can choose zn such that

(r̂n ∧ ŝn)(λ) − 1
n � λ(zn), and zn � rn, sn.

Using theorem 3.5 at the second step, we deduce

(x̂ ∧ ŷ)(λ) = (r̂ ∧ ŝ)(λ) = sup
n

(r̂n ∧ ŝn)(λ) = sup
n

λ(zn) � sup
{
λ(z) : z � x, y

}
,

as desired. �
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5. Edwards’ condition for Cuntz semigroups of C∗-algebras

In this section we prove the main result of this paper, namely that Cuntz semigroups
of C∗-algebras satisfy Edwards’ condition. To this end, we first recall necessary
results and constructions from [6] and [15].

5.1. Let A be a C∗-algebra, and let τ : A → C be a bounded 2-quasitrace on A.
Denote by �∞(A) the C∗-algebra of norm-bounded sequences in A.

Given a free ultrafilter U on N, let Jτ ⊆ �∞(A) be defined as

Jτ =
{
(an)n ∈ �∞(A) : lim

U
τ(a∗

nan) = 0
}
.

Then Jτ is a closed, two-sided ideal and Mτ := �∞(A)/Jτ is an AW ∗-algebra.
Moreover, there exists a bounded 2-quasitrace τ̄ : Mτ → C such that

τ̄
(
π((an)n)

)
= lim

U
τ(an),

where π : �∞(A) → Mτ denotes the quotient map. (See [15, proposition 4.2] and
[6, I.4 and II.2].)

The 2-quasitrace τ extends to a lower semicontinuous 2-quasitrace on A ⊗K. As
in § 3.2, we denote by dτ ∈ F (Cu(A)) the functional associated to τ . Recall that
dτ ([a]) := limn τ(a1/n) for all a ∈ (A ⊗K)+. Since this is independent of the class
[a] of a, we may also write dτ (a) in place of dτ ([a]). Recall also that the assignment
τ �→ dτ allows us to identify the cone of lower semicontinuous 2-quasitraces QT(A)
with F (Cu(A)); see [12].

Now, for a ∈ A+, we set pa := π((a1/n)n) ∈ Mτ . Then pa is a projection in Mτ

such that τ̄(pa) = dτ (a).

Lemma 5.2. Let A be a C∗-algebra, let τ be a bounded 2-quasitrace on A, and let
a, b ∈ A+. Then

([̂a] ∧ [̂b])(dτ ) = max
{
τ̄(q) : q ∈ Mτ is a projection such that q � pa, pb

}
. (5.1)

Proof. We identify F (Cu(A)) with QT(A) as explained above. Set λ := dτ . It
follows from proposition 3.9 that

([̂a] ∧ [̂b])(λ) = inf
{
λ1([a]) + λ2([b]) : λ = λ1 + λ2

}
.

Let λ1, λ2 ∈ F (Cu(A)) satisfy λ = λ1 + λ2. Let τ1, τ2 ∈ QT(A) be such that λ1 =
dτ1 and λ2 = dτ2 Then τ = τ1 + τ2. It follows that τ1 and τ2 are bounded
2-quasitraces that induce bounded 2-quasitraces τ̄1 and τ̄2 on Mτ such that
τ̄ = τ̄1 + τ̄2.

Let q ∈ Mτ be a projection satisfying q � pa, pb. (For projections, Cuntz sube-
quivalence as recalled at the beginning of § 2 agrees with Murray–von Neumann
subequivalence.) Then

λ1([a]) + λ2([b]) = dτ1(a) + dτ2(b) = τ̄1(pa) + τ̄2(pb) � τ̄1(q) + τ̄2(q) = τ̄(q).

Passing to the infimum over all decompositions λ = λ1 + λ2 and the supremum over
all such projections q, we obtain the inequality ‘�’ in (5.1).
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Let us show the converse. By [5, Corollary 14.1, p.80], AW ∗-algebras have gen-
eralized comparability, that is, given two projections e, f there exists a central
projection z such that ze � zf and (1 − z)e � (1 − z)f . Applied to pa, pb ∈ Mτ , we
obtain a central projection z ∈ Mτ such that zpa � zpb and (1 − z)pa � (1 − z)pb.
Set

r := zpa + (1 − z)pb.

Then r is a projection satisfying r � pa, pb. Given a projection r′ ∈ Mτ with r′ �
pa, pb let us verify r′ � r. Indeed, r′ � pa implies zr′ � zpa and similarly we obtain
(1 − z)r′ � (1 − z)pb. Then

r′ = zr′ + (1 − z)r′ � zpa + (1 − z)pb = r.

Thus, the right-hand side in (5.1) is equal to τ̄(r). Define τ̄1, τ̄2 : Mτ → C by

τ̄1(y) = τ̄(zy) and τ̄2(y) = τ̄((1 − z)y)

for all y ∈ Mτ .
Now regard A embedded in �∞(A) as constant sequences, and let τ1, τ2 : A → C

be the induced 2-quasitraces on A, that is,

τ1(a) = τ̄1(π(a)) and τ2(a) = τ̄2(π(a))

for all a ∈ A. Then τ1, τ2 ∈ QT(A) and τ = τ1 + τ2. Thus, λ = dτ1 + dτ2 . It follows
that

([̂a] ∧ [̂b])(λ) = inf
{
λ1([a]) + λ2([b]) : λ = λ1 + λ2 in F (Cu(A))

}
� dτ1([a]) + dτ2([b]) = τ̄1(pa) + τ̄2(pb)

= τ̄(zpa) + τ̄((1 − z)pb) = τ̄(zpa + (1 − z)pb) = τ̄(r),

which completes the proof. �

Theorem 5.3. Let A be a C∗-algebra. Then Cu(A) satisfies Edwards’ condition.

Proof. First, we may assume that A is stable. Recall that Cu(A) is a Cu-semi-
group satisfying (O5) and (O6). By proposition 2.2 it also satisfies (O7). Hence by
theorem 4.7, it is enough to show that

([̂a] ∧ [̂b])(λ) � sup
{
λ([c]) : [c] � [a], [b]

}
for all λ ∈ F (Cu(A)) and [a], [b] ∈ Cu(A) with λ([a]), λ([b]) < ∞. We continue to
identify F (Cu(A)) with QT(A), and therefore we consider τ ∈ QT(A) and a, b ∈ A+

with dτ (a), dτ (b) < ∞.
Let h = a + b. Observe that a, b ∈ hAh and dτ (h) < ∞. Set B := hAh. The

restriction of τ to B is a bounded 2-quasitrace with norm dτ (h). Choose a free
ultrafilter U on N and consider the AW ∗-algebra Mτ , with bounded 2-quasitrace
τ̄ , associated to the pair (B, τ) as described in paragraph 5.1. Set pa = π((a1/n)n)
and pb = π((b1/n)n) where π is the quotient map.
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Apply lemma 5.2 to obtain a projection q ∈ Mτ satisfying

([̂a] ∧ [̂b])(λ) = τ̄(q) and q � pa, pb.

We may assume that q � pa. Choose v ∈ Mτ with q = vv∗ and v∗v � pb. Lift v to
a contractive element v̄ = (vn)n in �∞(B). For each n, set wn := a1/nvnb1/n. Set
w := (wn)n. Then w ∈ �∞(B) and π(w) = pavpb = v.

Let t < (â ∧ b̂)(λ). Since

([̂a] ∧ [̂b])(λ) = τ̄(q) = lim
U

τ(wnw∗
n),

there exists n ∈ N such that t < τ(wnw∗
n) � dτ (wnw∗

n). Set c := wnw∗
n which by

construction satisfies c � a, b. Therefore t � dτ (c) and the result follows. �
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