
THE ALGEBRA OF DIMENSION-LINKING OPERATORS 

R. H. B r u c k 

1. In t roduct ion . In the c o u r s e of p r e p a r i n g a book on 
g roup theory [ l ] with spec ia l r e f e r e n c e to the R e s t r i c t e d 
B u r n s i d e P r o b l e m and a l l i ed p r o b l e m s I s tumbled upon the 
concept of a d i m e n s i o n - l i n k i n g o p e r a t o r . L a t e r , when I 
l e c tu r ed to the Th i rd S u m m e r Ins t i tu te of the A u s t r a l i a n 
M a t h e m a t i c a l Society [2], G. E. Wall r a i s e d the ques t ion 
whe the r the d imen s ion- l ink ing o p e r a t o r s could be m a d e into 
a r ing by in t roduct ion of a sui table definit ion of mu l t i p l i c a t i on . 
The a n s w e r w a s ea s i l y found to be a f f i r m a t i v e ; the r e s u l t w a s 
that the t heo ry of d imen s ion- l inking o p e r a t o r s b e c a m e e x c e e d ­
ingly s i m p l e . 

My p u r p o s e in the p r e s e n t note i s to deve lop the t h e o r y 
of d i m e n s i o n - l i n k i n g o p e r a t o r s in some de ta i l . Then I sha l l 
give a b r i e f indicat ion (without proof) of the n a t u r a l r o l e of 
t he se o p e r a t o r s in group theo ry . 

2. The o p e r a t o r s . If R i s an a s s o c i a t i v e r ing and n 
i s a pos i t ive i n t ege r , we shal l denote by 

R / 1 1 ' = R X . . . X R (n f ac to r s ) 

the n t h s e t - p o w e r of R-

By a d i m e n s i o n - l i n k i n g o p e r a t o r , f , we m e a n an o p e r a t o r 
defined for e v e r y a s s o c i a t i v e r ing R and having the following 
p r o p e r t i e s: 

(A) F o r eve ry a s s o c i a t i v e r ing R and for each n > 1 , 

f i nduces a s i ng l e -va lued mapping f(n) f rom R ' into R : 

f ( n ) : i T i . r 2 . . . . . r n ) - H r i , r z . . . . . r n ) . 

M o r e o v e r (where we w r i t e r(i ) ins tead of r ) 
• t i 

t 
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(2. 1) f(r . . . . , r ) = S c( i . . . . , i ) r ( i ) . . . r ( i ) 
I n 1 n 1 n 

w h e r e the c ' s a r e i n t e g e r s independent of R and w h e r e the 
sum is ove r the n! a r r a n g e m e n t s i , . . . , i of 1, . . . , n. 5 1 n — 

(B) F o r e v e r y a s s o c i a t i v e r ing R and for each n > 2, 

the m a p p i n g s f(n), f ( n - l ) induced by f on R , R a r e 
l inked by n - 1 c o m m u t a t i o n r u l e s as follows: 

(2 .2 ) f ( . . . , r . , r . . . ) = £ ( . . . . r r . , . . . ) + f ( . . . , [ r . , r ] , . . . ) 

l i + l i+1 l l i + l 

for 1 < i < n - 1 . H e r e [ r , s] i s a r i n g - c o m m u t a t o r : 

(2 .3) [ r , s ] = r s - s r 

for a l l r , s in R. 
To i l l u s t r a t e the ru le (A), we may note tha t , for e x a m p l e , 

f(r) = a r , 
f ( r , s) = b r s + b ' s r , 

f ( r , s , t ) = c r s t + c ' r t s + d s r t + d ' s t r + e t r s + e ' t s r 

for e v e r y ( a s s o c i a t i v e ) r i ng R and for a l l r , s , t in R, w h e r e 
the coeff ic ients a , b , c , c ' , d , d ' , e , e ' a r e i n t e g e r s depending 
only on f (and not upon R). The c o m m u t a t i o n r u l e s (B) allow 
a "co l l ec t ion p r o c e s s " . Th i s i s b e c a u s e , in (2. 2), the f i r s t two 
t e r m s c o n c e r n f(n) while the l as t c o n c e r n s f ( n - l ) . F o r 
e x a m p l e , if n = 2 we have 

(2 .4) f ( s , r ) = f ( r , s ) + f([s, r]) , 

and if n = 3 we have 

(2. 5) f ( t , r , s ) = f ( r , t , s ) + f([t, r ] , s) 

= f ( r , s , t ) + f ( r , [ t , s ] ) + f ( s , [ t , r ] ) + f ( [ t , r , s ] ) . 

H e r e we have used the s t a n d a r d a b b r e v i a t i o n 

[ t , r , s ] = [ [ t , r ] , s ] . 
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The r u l e s (B) - and t h i s is equal ly i m p o r t a n t - a l so al low an 
"unfolding p r o c e s s " . F o r e x a m p l e , 

f([r , s ] , [ t , u ] ) = f(r , s , t , u) - f(r , s, u , t ) - f (s , r , t , u ) + f(s , r , u , t ) . 

When we combine (A), (B), it b e c o m e s c l e a r that the 
i n t e g e r s c(i i ) in (2 .1) m u s t sa t is fy many cond i t ions . 

I n ' ' 
For e x a m p l e , when we w r i t e out (2. 4) in t e r m s of the coef f i c ien t s 
a, . . . , e ' given above , we find that 

b r s + b ' s r = b s r + b ' r s + a [ s , r ] 

or 

( b - b ' + a ) [ s , r ] = 0 . 

Th i s s u g g e s t s - what t u r n s out to be c o r r e c t - tha t we m u s t have 

b - b ' + a = 0 . 

S i m i l a r l y , (2. 5) g ives r i s e to fu r the r cond i t i ons . 

At th i s point one might wonder w h e t h e r t h e r e a r e o p e r a t o r s , 
o the r than the z e r o o p e r a t o r , which sa t is fy (A) and (B); but 
t h e r e is a s imple e x a m p l e at hand, n a m e l y the o p e r a t o r T 
defined by 

(2. 6) T ( r . , r , r ) = r r . . . r 
1 2 n 1 2 n 

for e v e r y n > 1, e v e r y a s s o c i a t i v e r i ng R, and a l l 
r , r , . . . , r in R. 

1 2 n 

The condi t ion (A) on d i m e n s i o n - l i n k i n g o p e r a t o r s f t e l l s 
us that we may c o n s i d e r e a c h such o p e r a t o r f a s a s equence of 
po lynomia l s in a s s o c i a t i v e but n o n - c o m m u t a t i v e i n d e t e r m i n a t e s . 
Then we may define f a s an o p e r a t o r by subs t i tu t ion . F o r th i s 
r e a s o n we now spec i a l i z e the r ing R. 

i. The ;i lucbra of o p e r a t o r s . Let 

(3. 1) X, , X, X . . . . 
1 2 n 
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be a countably infinite s equence of a s s o c i a t i v e but n o n - c o m m u t a t i v e 
i n d e t e r m i n a t e s , and let C( be the f ree a s s o c i a t i v e a l g e b r a over 
the r i ng of i n t e g e r s g e n e r a t e d by the i n d e t e r m i n a t e s (3 .1 ) . In 
t e r m s of C? , a d i m e n s i o n - l i n k i n g o p e r a t o r f can be c h a r a c ­
t e r i z e d by the following two p r o p e r t i e s , t oge the r wi th the usua l 
r u l e of subs t i tu t ion : 

(A' ) F o r each n > 1, f(X , X„ , . . . , X ) i s e i t h e r z e r o 
= 1 2 n 

o r a homogeneous po lynomia l , conta ined in (^ , having d e g r e e 
1 in e a c h of X , . . . , X and to t a l d e g r e e n. 

1 n 

(B' ) F o r each n > 2, and for 1 < i< n - 1 , 

(3 .2 ) f ( . . . , X . , X . , . . . ) =f( . . . , X. , X . , . . . ) + £(... , [ X . , X . , ] , . . . ) • 

l i + l i+1 I l i + l 
Next we w i sh to define equa l i ty , addi t ion and mul t ip l i ca t ion 

of two d i m e n s i o n - l i n k i n g o p e r a t o r s f, g . The f i r s t two defini­
t i ons a r e obvious: 

(3 .3 ) f = g W ( X . . . . . . X ) = g ( X . , X ), 11 = 1 , 2 , 3 , . . . . 
1 n 1 n 

(3 .4 ) (f+g)(X . ... , X ) =f(X , ... , X ) + g(X X ), n = l , 2 , 3 , . . . . 
1 n 1 n I n 

To define mu l t i p l i c a t i on we need fu r the r c o n c e p t s . By a 
s i m p l e se t , J , (of pos i t ive i n t e g e r s ) we m e a n a finite non -empty 
sequence 

J = { j ( l ) , j ( 2 ) , . . • , j (m)} , m > 1 , 

of pos i t ive i n t e g e r s in ( s t r i c t ) a scend ing o r d e r . We denote by 
X the o r d e r e d m - t u p l e 

X = (X . , X ) . 
J j ( l ) j (m) 

Now we def ine, for e v e r y o r d e r e d pa i r of d i m e n s i o n - l i n k i n g 
o p e r a t o r s f, g and for a l l n > 1 , 

(3-5) (fg)(X X ) = S f ( X J g ( X ) 
I n J K 
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where the pair J,K ranges over all ordered pairs of disjoint 
simple subsets which partition the set 

{1 ,2 n} 

For example: 

(fgXX^ = 0 ; 

(fg)(X i ,X2) = f(X^ g(X2)+ f(X2) g(X t) ; 

(fg)(xi>x2>x3) = HXJ g(x2,x3) + f(x2) g(x l .x3) + f(x3) g(x l.x2) 

+ f(x1,x2) g(x3)+ f(x1.x3) g(x2.)+ f(x2,x3) g(x i). 

Now we a re ready for some theorems. 

THEOREM 3. 1. The set, j} , of dimension-linking 
operators constitutes an associative algebra, (Jj>, + , • ), 
over the ring of integers. 

Proof. Clearly it is enough to prove that if f, g are in J[S, 
then so is fg. Since fg certainly satisfies (A' ), we may 
res t r i c t attention to (B' ); that i s , to 

(3.6) (fg)( . . . ,X. ,X.+ l , . . . ) - (fg)( ••• .X.+ i , X . , . . . ) =(fg)(-- . [X. ,X. + i ] , . . . ) , 

where 1 < i < n - 1 . If the first t e rm on the left of (3. 6) is given 
by (3. 5), then the second t e rm on the left comes from (3. 5) by 
interchanging i and i+1. The t e rms of the sum on the right 
of (3. 5) may be classified according to J, K as follows: 

(a) J contains i and K contains i+i . 
(a' ) J contains i+1 and K contains i . 
(b) J contains both i and i+1 . 
(c) K contains both i and i+1 . 

We note that interchange of i, i+1 simply interchanges the 
t e rms of type (a) with the t e r m s of type (a' ). Hence, in com­
puting the left-hand side of (3. 6), we may ignore the t e r m s of 
(3. 5) of type (a) or (a1 ). When (b) (or (c)) occurs , i must lie 
directly to the left of i+1 in J (or K). Thus, in computing 
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the l e f t -hand side of (3. 6), a t e r m 

(3-7) f(X ) g(X ) 
J is. 

of (3. 5) of type (b) is r e p l a c e d by a t e r m 

f (X J # ) g(XK) , 

w h e r e X % i s obta ined f rom X by r e p l a c i n g the adjacent 
\J J 

p a i r X , X by the c o m m u t a t o r [ X . , X . 1. S i m i l a r l y , a 
^ l l + l ' l i + l J 

t e r m (3. 7) of type (c) i s r e p l a c e d by a t e r m 

f(Xj) g(XK>:;) . 

It should now be c l e a r tha t (3. 6) ho lds , and t h i s c o m p l e t e s the 
proof of T h e o r e m 3. 1. 

We r e p e a t the defini t ion of the o p e r a t o r T: 

(3. 8) T(X , . . . , X ) = X . . . X , n > 1 . 
1 n 1 n — 

In v iew of T h e o r e m 3. 1, the pos i t ive p o w e r s , T , of T a r e 
a l s o d i m e n s i o n - l i n k i n g o p e r a t o r s . We need the following: 

LEMMA 3 .2 . The po lynomia l 

T k ( X , . . . , X ) 
1 n 

is z e r o if 1 < n < k and is the e l e m e n t a r y s y m m e t r i c function 
in X , . . . , X if n = k . 
— 1 n — 

Proof. Since T' (X ) = T(X ) = X , the l e m m a is c o r r e c t 
1 1 1 

for k = 1. We a s s u m e induct ive ly that the l e m m a is c o r r e c t 
for s o m e k > 1, and we c o n s i d e r the o p e r a t o r 

k+1 k 
T = T T . 

For any n > 1, we have 

2 0 8 
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(3. 9) T k + 1 (X , . . . , X ) = S T k ( X J T(X ) 
1 n J K 

where the pair J, K range over all ordered pairs of simple sets 
which partition 

{1 .2 n} . 

If n < k, then, on the right-hand side of (3. 9), since J has 
length at most k-1 , 

T k ( X ) = 0 

for every choice of J. Hence the left-hand side of (3. 9) is zero 
in this case. If n = k+1, then, on the right-hand side of (3. 9), 
we may drop all t e r m s except those in which J has length k 
and K has length 1. But then we see easily that 

Tk+,(x, > w 
is the elementary symmetric function of X , . . . . X This 

1 k+1 

proves Lemma 3. 2. As some examples of Lemma 3. 2, 

T 2 ( X l ) = 0 ; T 2 ( X l ( X 2 ) = X i X 2 + X 2 X i ; 

T3(X ) = 0 ; T 3 (X 1 ,X 2 ) =0 ; 

T 3 (X I ,X 2 ,X 3 ) = X I X 2 X 3 + X i x 3 x 2 + x 2 x i V x2x3Xi 

+ x 3 x 1 x 2 + x 3 x 2 x 1 . 

THEOREM 3. 3 (David Walkup). The algebra, («£?, +, • ), 
of dimension-linking operators is isomorphic to the algebra of 
formal power-ser ies without constant t e rm in one indeterminate 
over the ring of integers . More explicitly, every element, f, 
of J9- has the form 

00 

(3.10) f = 2 c T 
k=l k 
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w h e r e the c art* i n t e g e r s uniquely d e t e r m i n e d by f. Con­
v e r s e l y , e v e r y o p e r a t o r of fo rm (3- 10), w h e r e the c a r e 

i n t e g e r s , is in 

R e m a r k . Note that if f has fo rm (3. 10), then , by L e m m a 
3 . 2 , 

k 
(3 . 11) f(X , . . . , X ) = S c T (X . . . , X ) , n > 1 

1 n k 1 n — 
k=l 

Proof. In view of the R e m a r k , we need only show tha t if 
f i s in J9 , then f has fo rm (3. 10). We do th is induc t ive ly , 
us ing (3. 11) a s a guide. By (A' ) 

£(X{) = a Xd 

for s o m e i n t e g e r a. Hence (3. 11) holds for n=l p rov ided we 
t a k e c = a. Now s u p p o s e , induc t ive ly , that (3. 11) ho lds for 

1 
s o m e n > 1 and for fixed i n t e g e r s c , . . . , c . We define 

= I n 

k 

(3 .12) g = f - S c T 

and note that g i s in Jj and sa t i s f i e s 

(3 .13) g(X X ) = 0 
1 n 

for the given va lue of n. In view of (3. 13) and the c o m m u t a t i o n 
r u l e s (B' ), the po lynomia l 

g(X . . . . , X , X ) 
1 n n+1 

r e m a i n s unchanged when any two ad jacent X' s a r e i n t e r c h a n g e d , 
and t h e r e f o r e when the X' s a r e p e r m u t e d a r b i t r a r i l y . By t h i s 
and L e m m a 3 . 2 , 

(3 . 14) g(X , X ) = c T n + 1 ( X , , X .) 
B 1 n+1 n+1 1 n+1 
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w h e r e the in t ege r c is the (uniquely defined) coeff icient 
n+ 1 

of the m o n o m i a l 

X X . . . X 
1 2 n+1 

in the lef t -hand s ide of (3. 14). Now, by combin ing (3 . 14), 
(3. 12), we get (3. 11) with n r e p l a c e d by n+1. Th i s c o m p l e t e s 
the induct ive proof of T h e o r e m 3. 3. 

Next we a s s i g n to e a c h f in $ a f o r m a l p o w e r - s e r i e s 

(3 .15) H(f;X) = S i & 2 L x
n , 

n=l n ! 

w h e r e s(f;n) deno te s the sum of the coef f ic ien ts of f(X , . . . , X ) 
1 n 

and w h e r e X is an i n d e t e r m i n a t e over the field of r a t i o n a l s . 

C l e a r l y 

(3 .16) s(f ;n)X n = f(X X) (n a r g u m e n t s X ) . 

Hence , by the def in i t ions of addi t ion and m u l t i p l i c a t i o n in j3~, 

(3. 17) H(f+g;X) = H(f;X) + H(g;X) , 

(3. 18) H(fg;X) = H(f;X) H(g;X) 

for a l l f, g in •£/ . S ince , in p a r t i c u l a r , H ( T ; n ) = l , n > l , 
we see tha t , by (3 . 18), 

(3 .19) H(T k ;X) = ( e X - l ) k = S (-1 ) k _ i (k) e i X , k > l . 

i=0 

LEMMA 3 .4 . 

(i) (Dwight Pa ine) The sum, s(T ;n), of the coef f ic ien t s 
of T (X , . . . , X ) i s equa l to the n u m b e r of o r d e r e d p a r t i t i o n s 
— 1 n — • 

of the f i r s t n n a t u r a l n u m b e r s into k n o n - e m p t y ( u n o r d e r e d ) 

s u b s e t s . Hence s(T ;n) i s d iv i s ib le by k! . 
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(ii) We have 

k 
(3.20) s(Tk;n) = Z (-1) A i" . 

1 = 0 

Proof . To p rove (ii) we take f = T in (3. 15) and c o m p a r e 
the r e s u l t with (3. 19). To p rove (i) we need only c o n s i d e r the 

f o r m of T (X , . . . , X ) when e x p r e s s e d in t e r m s of k f a c t o r s 
1 n 

T. ( H e r e we m u s t g e n e r a l i z e (3. 5) to a fo rmula for k f a c t o r s . ) 

F ina l ly we w i s h to r e l a t e d i m e n s i o n - l i n k i n g o p e r a t o r s to the 
e l e m e n t a r y s y m m e t r i c funct ions 

(3 .21) S (X . X ) . 
n 1 n 

The po lynomia l (3 . 21) i s the sum of the n! m o n o m i a l s 

1 2 n 

in which Y , Y . . . . , Y a r e X , X , . . . , X in some o r d e r . 
1 2 n 1 2 n 

In p a r t i c u l a r , S is not a d i m e n s i o n - l i n k i n g o p e r a t o r , a l though 

(by L e m m a 3 .2 ) , 

(3. 22) T n ( X , , . . • , X ) = S (X . . . , X ) , n > 1 . 
1 n n 1 n — 

It wi l l be convenien t to use the following induct ive definit ion of 
an e l e m e n t a r y r ing c o m m u t a t o r : 

(a) E a c h i n d e t e r m i n a t e X. is an e l e m e n t a r y r ing c o m ­
m u t a t o r . 

(b) If r , s a r e e l e m e n t a r y r i ng c o m m u t a t o r s , so is 
[ r , s ] = r s - s r . 

LEMMA 3 . 4 . If k, n a r e pos i t ive i n t e g e r s , with n > k, 
and if p(n, k) i s the p roduc t of the f a c t o r i a l s t! , k+1 < t < n , 
then 

(3 .23) p (n ,k ) Tk(X„ X ) 
1 n 
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i s an a l g e b r a i c sum of po lynomia l s 

(3 .24) S (r r , . . . , r ) , k < t < n , 
t 1 2 t — = 

w h e r e r , r , . . . , r a r e e l e m e n t a r y r ing c o m m u t a t o r s . 
1 2 t 

Proof. By (3. 22), the l e m m a is t r u e with n = k, p rov ided 
we m a k e the convent ion that 

p (k ,k) = 1 . 

A s a c o n s e q u e n c e , we m a y d e r i v e the proof by induct ion on n - k . 
If Y , . . . , Y is one of the n! a r r a n g e m e n t s of X X , 

I n 1 n • 
the c o m m u t a t i o n ru l e a l lows us to w r i t e 

(3. 25) T k ( Y i , Y ) = T (X, X ) + w(Y , Y ) 
I n 1 n 1 n 

w h e r e w(Y , . . . , Y ) i s a sum of t e r m s of f o r m 
1 R 

(3-26) T k ( r i p n _ 4 ) 

in which each of the n - 1 e l e m e n t s r . i s an e l e m e n t a r y r i n g -

c o m m u t a t o r . If we sum (3 .25) over the n! a r r a n g e m e n t s , and 

note tha t the c o r r e s p o n d i n g left hand side i s a s y m m e t r i c function 
of X . . . . . X , we get 

1 n 

k k 
(3 .27) s(T , n) S (X , . . . , X ) =n! T (X , . . . , X ) + w , 

n 1 n I n 

w h e r e s(T , n) is given by (3. 20) and w i s a sum of t e r m s 
( 3 . 2 6 ) . The r e s u l t now c o m e s by mul t ip ly ing (3. 27) by p(n-1 , k) 
and applying the l e m m a for the c a s e n - l , k . Th i s p r o v e s 
L e m m a 3. 4. 

If we note tha t , for t > k, the e l e m e n t a r y s y m m e t r i c 

function S can be e x p r e s s e d in t e r m s of the e l e m e n t a r y s y m ­

m e t r i c function S , we may r e p h r a s e L e m m a 3.4 as fol lows: 
R 
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THEOREM 3. 5. To each pair of positive integers k, n 
with n > k there corresponds a (least) positive integer b(n, k) 
such that 

(3.28) b(n,k) Tk(X . X ) 
1 n 

may be expressed in t e r m s of the elementary symmetric function 
S as an algebraic sum of t e r m s of form 

k 
( 3 2 9 ) MSk<Vr2 V 

where r , r , . . . , r a re elementary r ing-commutators and 
1 2 k -

where either M = 1 or M is a non-empty monomial. Moreover, 
the prime factors of b(n,k) a re divisors of n! . 

We could, indeed, give Theorem 3. 5 a sharper form in 
t e r m s of the concepts of basic r ing-commutator and basic 
product. But we shall ignore these concepts in the present note. 

4. Two connections with group theory. Let P be the 
algebra of all formal power se r i e s in the (associative but non-
commutative) indeterminates (3. 1) with integer coefficients. 
We wish P to have the integer 1 as identity element. Hence 
the elements of P a re formal power se r ies 

(4. 1) c(0) + E c(M)M 

where the components (or coefficients) c a re integers and where 
M ranges over all (non-empty) monomials 

(4.2) M = Y . Y _ . : . Y , n > 1 , 
1 2 n ~ 

with the Y' s chosen from the indeterminates (3. 1). Equality 
and addition a re componentwise. Multiplication is defined as 
for ordinary power se r ies - except that we must remember that 
multiplication of monomials is associat ive but non-commutative. 

It is easy to see that an element (4. 1) of P has a multi­
plicative inverse in P precisely when c(0) =1 or - 1 . In 
part icular , the elements 
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(4 .3 ) 1 + X. , i = 1 ,2 , 
I 

generate a multiplicative group F which turns out to be a free 
group with the generators (4. 2) as a free set of generators . 

There are many cases - though it would take too long to 
give a proper theory in this note - where a group-theoretic problem 
can be rephrased as a problem concerning the free group F or 
the algebra P relative to an ideal of P. We shall be content 
to sketch two cases where a study of ideals of P defined by 
dimension-linking operators is appropriate. What we shall omit 
to establish is the exact connection between the proper t ies of the 
ideals and the appropriate group-theoretical property. 

We will begin with the simpler case. (This is discussed 
in great detail in [2]. ) Let k be a fixed positive integer and let 

(4.4) J(k) 

be the smallest ideal of P containing all elements of P of form 

(4. 5) (x-1) , xe F . 

In the study of the k l n Engel condition in groups it is appropriate 
to ask whether there exist positive integers n and b such that 

(4. 6) bX X . . . X =0 mod J(k) . 
1 2 n 

When (4. 6) is true for some n, b, it remains true when the X 
i 

are replaced by a rb i t ra ry elements (4. 1) with c(0) = 0 . 
Consequently, (4. 6) is a type of nilpotency condition for the 
ring P. Moreover, if (4. 6) is true for some n, b there will 
exist a least positive integer n(k) and a least positive integer 
b(k) such that (4. 6) is true for all n > n(k) and for every integral 
multiple, b, of b(k). 

As a first step, we need to know more about J(k). F i r s t 
let n be an a rb i t r a ry positive integer and set 

(4.7) e = e(l) e(2) . . . e(n) 

where each e (i) is either 1 or - 1 . The element 
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(4.8) x = (1 + X ) € ( 1 ) ( l + X j e ( 2 ) . . . (i+X )£ { n ) 

\ I n 

is in F, and so is every element obtained by replacing one or 

more of the X. by 0. Consequently, if we compute (4.5) 

with x given by (4. 8), express the result as a formal power 

series, and delete all monomial terms except those in which 

each of X , - . . , X occurs at least once, the result must be 
1 n 

in J(k). This tells us (once we have thought our way through 

the necessary calculations) that J(k) contains all elements of 

form 

(4.9) a k ( X . . . . . X ) + cF, (X/,. . . . X ) 
1 n k, n 1 n 

where T is the dimension-linking operator discussed in 

section 3 and where 

(4. 10) F (X.,. . . . X ) = F, (« < ; X X ) 
k,n 1 n k, n 1 n l n 

is a definite formal power series (4. 1) in which the coefficient 

c(M) of a monomial M is zero unless M is a monomial of 

degree at least one in each of X . . . . , X and of total degree at 6 I n 6 

least n+1. By contrast, the first term, 

<Tk(X , X ) , 
i n 

is the leading homogeneous part of (4. 9), being a polynomial of 

degree i in each of X,, . . . , X and of total degree n. 6 I n 

It is, moreover, quite easy to see that J(k) is the smallest 

ideal of P containing all elements of form 

Tk(Y , . Y . , . •• ,Y )+ F (c « ; Y . . . . , Y ) 
1 2 n k . n l n l n 

where n is a positive integer and the Y' s are chosen from 

the indeterminates (3. 1). 

As a simplification, it is convenient to introduce an ideal 
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(4 .11) P 

defined a s fol lows: P * i s the set of a l l f o r m a l power s e r i e s 
(4. 1) in which c(0) = 0 and c(M) = 0 excep t poss ib ly when M 
con ta ins an i n d e t e r m i n a t e m o r e than once . Then the e n l a r g e d 
idea l 

(4. 12) J(k) + P * 

is the s m a l l e s t idea l conta in ing P * and a l l po lynomia l s 

T k ( Y 4 . . . . ,Y ) 
1 n 

w h e r e n is a pos i t ive i n t ege r and Y , . . . , Y a r e d i s t i nc t 
1 n 

i n d e t e r m i n a t e s chosen f rom (3. 1). 

It t u r n s out tha t the e a s i e r p r o b l e m in which (4. 6) i s 
r e p l a c e d by 

(4 .13) b X X v . . X ; 0 m o d J(k) + P * 
1 2 n 

not only h a s g r ea t g r o u p - t h e o r e t i c a l i m p o r t a n c e in i t s own r igh t 
but i s e x t r e m e l y difficult for k > 2. We sha l l say a l i t t le m o r e 
about th i s in the next sec t ion . 

F ina l l y , let us dea l b r i e f ly with the B u r n s i d e P r o b l e m . 
Th i s c o n c e r n s a pos i t ive i n t ege r N and a l l g roups G subjec t 
to the iden t i ca l r e l a t i o n 

N 
(4. 14) x = 1 . 

The o r i g i n a l B u r n s i d e P r o b l e m for exponent N a s k s w h e t h e r 
a l l f ini tely g e n e r a t e d g roups subjec t to (4. 14) a r e f ini te . The 
R e s t r i c t e d B u r n s i d e P r o b l e m for exponent N and r g e n e r a t o r s 
(r be ing a pos i t ive i n t ege r ) a s k s w h e t h e r among the finite g r o u p s 
on r g e n e r a t o r s sa t i s fy ing (4. 14) t h e r e i s one of m a x i m a l o r d e r . 

In the study of the B u r n s i d e p r o b l e m s for exponent N it 
i s a p p r o p r i a t e to c o n s i d e r the ideal 

(4 .15) B(N) 
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of P defined as follows: B(N) is the smallest ideal of P 
containing all elements of form 

N 
(4. 16) x - 1 , xe F . 

Just as before, we a re led to study the ideal P* +B(N). Here 

the role of T is taken over by the dimension-linking operator 

N 
(4.17) fN = 2 ( k ) T . 

k= 1 

The fact that £ is a dimension-linking operator can be 
used to explain the known connection between the Restricted 
Burnside Problem and the theory of Lie r ings. 

5. Permutation ideals. As in section 3, let Ot be the 
free associative algebra over the integers, generated by the 
countably infinite set of indeterminates (3. 1). Let k be a 
fixed positive integer. By the permutation ideal, 

(5.1) I(k) , 

of T we mean the smallest ideal of Ot containing all poly­
nomials of form 

Tk(Y ,Y , Y ) , n > 1 , 
1 « n 

where Y ,Y„, • • . , Y a re chosen from the indeterminates (3. 1). 
1 Z n 

In addition, we define 

(5.2) n(k) , a(k) 

as follows: If there exis ts a positive integer n such that 

(5.3) a X J X _ . . . X =0 mod I(k) 
1 Z n 

for at least one positive integer a, then n(k) is the least such 
positive integer n. Otherwise, n(k) = oo. If n(k) < oo, then 
a(k) is the least positive integer a such that (5. 3) holds with 
n=n(k) . If n(k)=oo, then a(k) = oo. 
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Relatively little is known at present about n(k), a(k), 
although these numbers a re precisely what we need to know in 
connection with the problem (4. 13). We would, indeed, be 
happy to have an upper bound for n(k) (proving that n(k) is 
finite) and as much information as possible about the prime 
factors of a(k). It is easy to prove the following: 

(5.4) If n(k) < oo, then k! divides a(k). 

Indeed, (5.4) is a direct consequence of Lemma 3.2 (i). We 
also know the following: 

(5.5) n(l) = 1 = a(l) , 

(5. 6) n(2) = 2 = a(2) , 

(5. 7) n(3) = 8 or 9 . 

(5. 8) The prime divisors of a(3) are 2, 3 and (possibly) 5. 

Here, (5. 5) is t r ivial , and (5. 6) can be deduced from 
(5. 4) and the identity 

(5.9) 2X i X 2 X 3 = T 2 ( X 1 ( X 2 , X 3 ) - X ^ ^ X ^ X ^ - T ^ X ^ X ^ X . , . 

• 
The proof of (5. 7), (5. 8) is very much deeper; in par t icular , 
there is very little hope of proving (5. 7) by explicit formulas 
comparable to (5. 9). Indeed, (5.7), (5. 8) were proved by 
David Walkup in his Ph. D. thesis (University of Wisconsin, 
August 1963) by a skillful combination of the c lass ical theory 
of representat ions of the symmetric group, the theory of Lie 
rings, and the theory of polynomial identical relat ions. 

I would conjecture that n(k) is finite for every k ^ 1 
and also that the prime divisors of a(k) a re the prime divisors 
of k! 

The connection between the problem of the finiteness of 
n(k) and the theory of representat ions of the symmetr ic group 
may be given as follows: Consider some fixed positive integer 
n and form the vector space V over the field of rat ionals with 
a bas is consisting of the n! monomials obtained from the 
monomial 
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X X X 
1 2 n 

by permuting the subscr ipts . Then V provides the regular 
representat ion (over the field of rationals) of the symmetr ic 
group on 1, 2, . . . , n. On the other hand, V has a subspace, 
V , spanned by all polynomials of form 

o 

M Sk (V r2 V 

which are homogeneous of degree 1 in each of X , . . . , X 
1 n 

and in which M is a monomial (possibly the empty monomial 1) 
and the r . are elementary r ing-commutators . The subspace 
V also provides a representat ion of the symmetr ic group on 

1,2, . . . , n. Hence we will have V - V precisely when V 
o o 

yields each irreducible representat ion of the symmetric group 
on l , 2 , . . . , n as often as the degree of the representation. 
On the other hand, as should be clear from Theorem 3. 5 and 
the definition of I(k), it is t rue that n(k) is the least integer 
n such that V = V (if such an n exists) . 

o 

By exploiting the connection between n(k) and the 
proper t ies of the elementary symmetr ic function, one may 
deduce from a result of Graham Higman [3] that 

2 - 2 
(5. 10) - n(k) > k e 

for all sufficiently large k. 

We shall conclude with a specific application to group 
theory. First we need some definitions. If IT is a set of 
p r imes , an element, x, of the group G is said to be a 
TT-element provided x has finite order n and each prime 
divisor of n is in TT. If y, x are group elements , we define 

(y,x) = y x yx . 

Fur the rmore , if i is a non-negative integer, we define 

( y , x ; 0 ) = y , (y,x;i+l) = ( (y ,x ; i ) , x ) . 
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THEOREM 5. 1. Let k be a positive integer such that 
n(k) is finite. Then there exists a finite set ir of pr imes with 
the following property: Let G be any group containing an 
Abelian normal subgroup A such that (i) A has no Tr-elements 
and (ii) the identity 

(5. 11) (a,x;k) = 1 

holds for all a in A and x in G. Then A is contained in 
the n(k)*" t e rm of the ascending central se r ies of G. Here 
the set TT must contain every prime divisor of a(k) but need 
not contain any additional pr imes greater than 

(5.12) (k-l)(k-[k/2]J . 

In (5. 12), [x] denotes the "greates t integer in x". The 
proof of Theorem 5. 1 is given in detail in [2]. For the case 
k = 2, since n(2) = a(2) = 2, we may take TT = { 2} . For k=3, 
we know that n(3) = 8 or 9 and that the prime divisors of a(3) 
are 2, 3 and (possibly) 5. Here we may take TT = { 2, 3, 5} . 
An ear l ie r result of Heineken [4] for k=3 used TT = { 2, 3, 5, 7} 
together with the est imate 

n(3) < 3 9 . 

In a sequel he improved this est imate to 

n(3)< 3 5 . 

In [2], several distinct but equivalent definitions of n(k) 
are given. One of these is the following: n(k) is the least 
positive integer (if one exists) such that a conclusion of the 
type in Theorem 5. 1 holds for all groups G. Other definitions 
concern groups imbedded in associative rings and nilpotency 
propert ies of Lie r ings. 
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