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Abstract

We study the affine formal algebra R of the Lubin–Tate deformation space as a module
over two different rings. One is the completed group ring of the automorphism group Γ
of the formal module of the deformation problem, the other one is the spherical Hecke
algebra of a general linear group. In the most basic case of height two and ground field
Qp, our structure results include a flatness assertion for R over the spherical Hecke
algebra and allow us to compute the continuous (co)homology of Γ with coefficients
in R.
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Introduction

Let K be a non-Archimedean local field with valuation ring o and residue class field k of
characteristic p and cardinality q. Let H denote a fixed one-dimensional formal o-module of height
h> 1 over a separable closure ksep of k, and let ŏ denote the valuation ring of the completion K̆
of the maximal unramified extension of K.

By a famous theorem of Lubin–Tate and Drinfeld, the problem of deforming H to formal
o-modules over complete noetherian local ŏ-algebras with residue class field ksep is represented
by a formal scheme Spf(R) in which R' ŏ[[u1, . . . , uh−1]] is a formal power series ring in h− 1
variables u1, . . . , uh−1 over ŏ.

The ring R carries a natural action of the automorphism group Γ of H. The latter can be
identified with the group of units o∗D of the valuation ring oD of the central K-division algebra D
of invariant 1/h. The action of Γ on R is continuous and extends to an action of the completed
group ring

Λ := Λ(Γ) = ŏ[[Γ]],

the so-called Iwasawa algebra of Γ over ŏ. This is explained at the beginning of § 3. By adding
level structures to the above deformation problem, one can also show that R is a module over
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the spherical Hecke algebra

H= ŏ[GLh(o)\GLh(K)/GLh(o)]' ŏ[T0, T
−1
0 ][T1, . . . , Th−1]

of GLh(K) over ŏ. The Hecke operators Ti commute with the action of Γ up to twists by outer
automorphisms. This is explained at the beginning of § 2.

The formal scheme Spf(R) and its coverings are of fundamental importance in number theory
and notably in understanding the arithmetic of the field K. Moreover, the action of Γ on R is
related to important problems in stable homotopy theory (cf. [DH95, §§ 5 and 6]). Nonetheless,
comparatively little work has been done in understanding the actions of Γ and H on R itself.
We point out that RK :=R⊗o K is topologically dual to a continuous representation of Γ on a
K̆-Banach space. Continuous and locally analytic representations stemming from equivariant
vector bundles on moduli spaces of p-divisible groups have recently found a lot of interest. Notably
the case of GLh(K) acting on Drinfeld’s p-adic upper half space was studied in detail and found
applications to the de Rham cohomology of p-adically uniformized varieties (cf. [KS12]).

With these motivating problems in mind, the present article deals with the equally prominent
example of the moduli space of Lubin–Tate. The appearance of the Hecke algebra H is a novel
feature here which is not relevant in Drinfeld’s setting (cf. Remark 3.5). Further, the analysis
of the Γ-action is significantly complicated by the much more intricate geometry of the period
morphism. In the most basic case of height two and ground field Qp, however, our structural
results are rather precise. They allow us to compute the continuous (co)homology of Γ with
coefficients in R and prove a flatness assertion for R over the Hecke algebra H.

In order to describe our results more precisely, let π be a uniformizer of o, let R :=R/πR,
and denote by m := (u1, . . . , uh−1)R the maximal ideal of the local ring R' ksep[[u1, . . . , uh−1]].
The leading term of the action of Γ on R with respect to the m-adic filtration was computed
by Chai in [Cha96]. We take a different approach here and carry some of Chai’s computations
further by making use of the rigid analytic period morphism Φ : Spf(R)rig→ Ph−1

K̆
of Gross and

Hopkins. There is an explicitly known linear action of Γ on the projective space Ph−1

K̆
for which Φ

is equivariant. The main technical problem we have to overcome is that Φ is not defined over ŏ.
In order to obtain information about the action of Γ on R, we need to carefully analyze the
growth behavior of the coordinate functions ϕi of Φ (cf. Lemma 1.7). This analysis is based
on a closed formula of Yu (cf. Proposition 1.5). Our algorithm to m-adically approximate the
action of Γ on R is recorded in Theorem 1.11. Although this is a new approach, the possibility
of computing the action of Γ to an arbitrary precision was known before.

Consider the open normal subgroup Γ1 := 1 + ΠoD of Γ, where Π denotes a uniformizer of D
satisfying Πh = π. For a limited number of elements γ ∈ Γ1 we compute the image of the power
series γ(ui) in R/mq+2 for any 1 6 i6 h− 1 (cf. Theorem 1.14). If h= 2 we go even further and
compute the image of γ(u1) in R/m2q+2 (cf. Theorem 1.16). We point out that in contrast to
Chai we do not treat elements which are arbitrarily close to 1. Thus, our computations only
partially generalize his work. If oh denotes the valuation ring of the unramified extension of
degree h of K, then we finally approximate the action of o∗h ⊆ Γ on R. This is in fact much easier
to treat (cf. Theorem 1.19).

Fix 0 6 i6 h− 1 and set u0 := π. The main technical result of § 2 is a description of the
action of the Hecke operator Ti on the quotient R/(u0, . . . , ui−1)R. This does not seem to have
been considered before (cf. Theorem 2.1). It requires an explicit knowledge of how GLh(K) acts
on the torsion points of the universal formal o-module H over R and relies on a subtle analysis
of the double cosets of GLh(o) modulo its parahoric subgroups (cf. Lemma 2.3).

794

https://doi.org/10.1112/S0010437X12000723 Published online by Cambridge University Press

https://doi.org/10.1112/S0010437X12000723


On the Iwasawa theory of the Lubin–Tate moduli space

Our results completely determine the action of T1 on R. If h= 2 this allows us to prove
our first main theorem, saying that R/ŏ is a flat module over H/(T0 − 1)H' ŏ[T1] without
any restriction on the field K (cf. Theorem 2.6 and Remark 2.7). As in the work [Gro11] of
Große-Klönne, this result is supposed to have strong representation theoretic consequences.

If h is arbitrary, we also obtain that the action of T1 on R/ŏ is topologically nilpotent (cf.
Proposition 2.8). Further, for any non-negative integer n, the endomorphism Tn1 of R is injective,
continuous with closed Λ-stable image, and has a torsion free cokernel over ŏ (cf. Corollary 2.5
and Lemma 3.2). Endowing the K̆-vector space RK :=R⊗o K with a suitable locally convex
topology, it follows that unless h= 1 the ΛK-module RK is not topologically of finite length (cf.
Proposition 3.3). We compare this with the parallel situation of GLh(K) acting on Drinfeld’s
p-adic symmetric space (cf. Remark 3.5).

The question of whether the Λ-module R (respectively the ΛK-module RK) is finitely
generated currently remains open. In the most basic case where h= 2 and K = Qp we are able to
show, however, that any of the Λ-modules Tn1 (R)/Tn+1

1 (R) is finitely generated (cf. Theorem 3.6
and Corollary 3.7). This is achieved by computing the coinvariants of Tn1 (m)/Tn+1

1 (m) for the
action of Γ1, using the approximations of § 1. One does obtain a module of finite type, however,
by viewing R/ŏ as a module over a twisted power series ring Λ[[T1; σ1]], taking into account both
the action of Λ and that of H (cf. Remark 3.8).

Let Z1 := 1 + πo⊆ Γ1, and let mΛ(Γ1/Z1) denote the maximal ideal of the local ring
Λ(Γ1/Z1) := Λ(Γ1/Z1)/πΛ(Γ1/Z1). If K = Qp with p > h+ 1 then fundamental results of Lazard
allow us to determine the structure of the graded ring

gr(Λ(Γ1/Z1)) :=
⊕
i>0

mi
Λ(Γ1/Z1)/m

i+1
Λ(Γ1/Z1)

associated with the mΛ(Γ1/Z1)-adic filtration on Λ(Γ1/Z1). It is isomorphic to the universal
enveloping algebra U(g/z) of an (h2 − 1)-dimensional nilpotent Lie algebra g/z over ksep (cf.
Corollary 3.14 and Remark 3.15).

Let mΛ1 be the maximal ideal of the local ring Λ1 := Λ(Γ1). The action of o∗ ⊆ Γ and hence
that of Z1 on R is trivial. Endowing m/T1(m) with the mΛ1-adic filtration, the associated graded
object

gr(m/T1(m)) :=
⊕
i>0

[mi
Λ1
· (m/T1(m))]/[mi+1

Λ1
· (m/T1(m))]

may therefore be viewed as a module over gr(Λ(Γ1/Z1))' U(g/z). If h= 2 and K = Qp with
p > 3 then we determine the structure of this module completely (cf. Corollary 3.11 and
Theorem 3.16). This in turn allows us to compute the Lie algebra (co)homology of gr(m/T1(m))
over g/z (cf. Corollary 3.17). By means of a finitely convergent spectral sequence, the latter is
related to the continuous (co)homology of m/T1(m) over Γ1/Z1. Analyzing the action of Γ on
Hi(g/z, gr(m/T1(m))) and Hi(g/z, gr(m/T1(m))) we obtain that

Hi(Γ, (R/ŏ)/T1(R/ŏ)) = Hi(Γ, (R/ŏ)/T1(R/ŏ)) = 0

for all i> 0, assuming h= 2, K = Qp and p > 3 (cf. Theorem 3.19). By dévissage and passage
to the limit we finally obtain our second main theorem, saying that the Γ-equivariant inclusion
ŏ→R induces isomorphisms

Hi(Γ, ŏ)'Hi(Γ, R) and Hi(Γ, ŏ)'Hi(Γ, R)

for all i> 0 under the same hypotheses (cf. Theorem 3.20).
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The preceding assertion is related to the behavior of the Adams spectral sequence in the
theory of ring spectra and is predicted by Hopkins’ chromatic splitting conjecture (cf. [Hov93,
Conjecture 4.2]). In fact, there are important results from algebraic topology exceeding those
in Theorem 3.20. More precisely, let Lie(H) denote the Lie algebra of the universal formal
o-module H. This is a free R-module of rank one carrying a continuous semilinear action of Γ.
Using methods from stable homotopy theory, the cohomology algebra H•(Γ,⊕n∈ZLie(H)⊗n) was
computed by Shimomura and Yabe (cf. [SY95]). Their work was later taken up and complemented
by Behrens in [Beh12]. However, these results are not easily accessible to the non-topologist, and
we hope that our representation-theoretic approach, although spelled out only for n= 0, is the
more direct one. We also note that the Tate–Farrell cohomology of ⊕n∈ZLie(H)⊗n was computed
by Symonds if K = Qp and h= p− 1 > 2 (cf. [Sym04] and our Remark 3.21).

If h > 2 or if K 6= Qp then the computations leading to the above results become significantly
more complicated. On the other hand, we develop most of the necessary machinery in complete
generality. Therefore, we are convinced that our methods will prove important in analyzing the
structure of R over Λ and H in other cases, as well.

Conventions and notation. Let K be a non-Archimedean local field. The normalized valuation
of K, as well as its extension to an algebraic closure of K, will be denoted by v. We denote by o

the valuation ring of K and fix a uniformizer π of o. Let k := o/πo denote the residue class field
of o, and let q and p denote the cardinality and the characteristic of k, respectively. If K = Qp

we will always choose π = p.
We denote by K̆ the completion of the maximal unramified extension of K, and by ŏ its

valuation ring. The residue class field ŏ/πŏ of ŏ will be identified with a fixed separable closure
ksep of the field k. We denote by σ the Frobenius automorphism (x 7→ xq) of ksep, as well as its
unique lift to a ring automorphism of ŏ.

We fix a positive integer h and denote by D =Dh the central K-division algebra of invariant
1/h. The valuation v ofK uniquely extends to a valuation vD ofD. We denote by oD the valuation
ring of D and fix a uniformizer Π of oD satisfying Πh = π. Let Kh denote the unramified extension
of K of degree h, let oh denote the valuation ring of Kh, and let kh := oh/πoh denote the residue
class field of oh. We fix an embedding Kh ↪→D of K-algebras. It restricts to an embedding
oh ↪→ oD and induces an isomorphism kh ' oD/ΠoD.

If S is a unital ring then we denote by S∗ its group of units. If ` is a positive integer and if
u= (u1, . . . , u`) is a family of indeterminates then we denote by S[[u]] := S[[u1, . . . , u`]] the ring
of formal power series in the variables u1, . . . , u` with coefficients in S. If n= (n1, . . . , n`) ∈ N`

we set un := un1
1 · · · u

n`
` and |n| := n1 + · · ·+ n`.

1. The action of the automorphism group

We fix a positive integer h and a one-dimensional formal o-module H of height h over ksep which
is defined over k. By a fundamental theorem of Lubin–Tate and Drinfeld, H admits a deformation
to a formal o-module H over the power series ring R := ŏ[[u1, . . . , uh−1]] which is universal in the
sense that any deformation of H to a formal o-module over a complete noetherian local ŏ-algebra
with residue class field ksep arises uniquely as a specialization of H (cf. [Dri74, Proposition 4.2],
or [GH94, Proposition 12.10]).

The formal parameters u1, . . . , uh−1 can be chosen in such a way that H(X, Y ) =
f−1(f(X) + f(Y )), where the logarithm f(X) ∈X ·R[1/π][[X]] satisfies Hazewinkel’s functional
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equation

f(X) =X +
h∑
i=1

ui
π
ϕi(f)(X) (1)

(cf. [GH94, Proposition 5.7]). Here we set uh := 1, and ϕ denotes the ŏ-linear ring endomorphism
of R[1/π][[X]] (and of its subrings R[1/π] and R) determined by ϕ(X) :=Xq and ϕ(ui) := uqi for
all 1 6 i6 h− 1.

It follows from (1) that f is of the form f(X) =
∑∞

n=0 anX
qn and that the coefficients

an ∈R[1/π] satisfy the recursion formula

a0 = 1 and πan =
min{h,n}∑
i=1

ui · ϕi(an−i) =
min{h,n}∑
i=1

uq
n−i

i · an−i (2)

(cf. [Haz78, I.3.3, Equations (3.3.6) and (3.3.9)]).
We let Γ := Auto(H) denote the group of automorphisms of the formal o-module H. According

to [Dri74, Proposition 1.7], the group Γ is isomorphic to the group of units o∗D of the valuation
ring oD of the central K-division algebra D of invariant 1/h. It acts on R from the left by
ŏ-linear local ring automorphisms. More precisely, given an o-linear automorphism γ of H, there
is a unique isomorphism γ :R→R of local ŏ-algebras and a unique isomorphism [γ] : γ∗H→H of
formal o-modules such that the reduction of [γ] modulo the maximal ideal m of R is γ (cf. [GH94,
Proposition 14.7]). Fixing an isomorphism Γ' o∗D we shall from now on identify the groups Γ
and o∗D.

We let R :=R/πR' ksep[[u1, . . . , uh−1]] and denote by m := (u1, . . . , uh−1)R the maximal
ideal of R. In this section we wish to study the action of Γ on R, induced by that on R. Using
the Cartier–Dieudonné module of H, the leading term of this action with respect to the m-adic
filtration of R was computed by Chai in [Cha96]. We choose a different method here and compute
higher terms of this action for a limited number of elements of Γ.

We denote by Kh the unramified extension of K of degree h, and by oh its valuation ring. We
fix an embedding Kh ↪→D and a uniformizer Π of D, satisfying Πh = π. Recall that any element
γ ∈D can be written uniquely as

γ =
h−1∑
i=0

Πi · αi with α0, . . . , αh−1 ∈Kh.

We have γ ∈ Γ if and only if α0 ∈ o∗h and α1, . . . , αh−1 ∈ oh. Further, Πα= ασΠ for all α ∈ oh.
The subgroup o∗h of Γ contains the group of roots of unity µqh−1 of order qh − 1. We first

re-prove [Cha96, Lemma 2], by using power series methods.

Lemma 1.1. If ξ ∈ µqh−1 ⊂ Γ then the corresponding ŏ-linear ring automorphism of R satisfies

ξ(ui) = ξq
i−1 · ui for 1 6 i6 h− 1. The unique isomorphism [ξ] : ξ∗H→H which reduces to ξ

modulo m is given by the power series [ξ](X) = ξ ·X.

Proof. Viewing ξ as an element of kh by reduction modulo πoh, the automorphism ξ of H is given
by the power series ξ ·X ∈ ksep[[X]]. This follows from [GH94, Proposition 13.6], by reduction.
Denoting by ξ the K̆-linear ring automorphism of R[1/π] determined by ξ(ui) := ξq

i−1 · ui,
1 6 i6 h− 1, it suffices to prove that ξ∗f = ξ−1f(ξX).

We define the R[1/π]-linear automorphism (g 7→ g̃) of R[1/π][[X]] by g̃(X) := ξ−1g(ξX). A
direct computation shows that if g ∈R[1/π][[X]] is of the form g =

∑
n>0 anX

qn with an ∈R[1/π],
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then ϕ̃i(g) = ξq
i−1 · ϕi(g̃) for any integer i> 0. Applying the transformation (g 7→ g̃) to (1), we

obtain that f̃ satisfies the functional equation

f̃(X) =X +
h∑
i=1

ξq
i−1 · ui
π

ϕi(f̃)(X).

Another direct computation shows that the endomorphisms ϕ and ξ∗ of R[1/π][[X]] commute
with each other. Applying ξ∗ to (1), we obtain that ξ∗f satisfies the same above functional
equation. As in (2), this leads to identical recursive definitions of the coefficients of ξ∗f and f̃ ,
whence ξ∗f = f̃ . 2

In order to study the action of the higher congruence subgroups

Γi := 1 + ΠioD, i> 1,

of Γ on R we shall make use of the period morphism Φ : Spf(R)rig→ Ph−1

K̆
, constructed in [GH94,

§ 23]. Here Ph−1

K̆
denotes the rigid analytic projective space of dimension h− 1 over K̆, and

Spf(R)rig denotes the rigidification of the formal ŏ-scheme Spf(R) in the sense of Berthelot
(cf. [deJ95, § 7]). The latter is isomorphic to the rigid analytic open unit polydisc of dimension
h− 1 over K̆.

In homogeneous projective coordinates, the morphism Φ is given by Φ(x) = [ϕ0(x) : . . . :
ϕh−1(x)], where ϕ0, . . . , ϕh−1 ∈ O(Spf(R)rig) are certain global rigid analytic functions on
Spf(R)rig without any common zero. They can be constructed from the coefficients an of the
logarithm f(X) =

∑
n>0 anX

qn of the universal formal o-module H of height h over R by
the formulae

ϕ0 := lim
n→∞

πnanh and ϕi := lim
n→∞

πn+1anh+i if 1 6 i6 h− 1. (3)

The convergence holds in the natural K̆-Fréchet topology of O(Spf(R)rig) (cf. [GH94, Proposition
21.2]).

We denote by D0 the affinoid subdomain of Spf(R)rig defined by

D0 := {x ∈ Spf(R)rig | v(ui(x)) > 1 for all 1 6 i6 h− 1}.

The subsequent results follow from [GH94, Lemma 23.14 and Proposition 23.15].

Theorem 1.2 (Gross–Hopkins). We have ϕ0 ∈ O(D0)∗, and O(D0) is isomorphic to the free
Tate algebra over K̆ in the variables (ϕi/πϕ0)16i6h−1. The morphism Φ restricts to an
isomorphism Φ :D0→ Φ(D0).

We set wh := 1 and wi := ϕi/ϕ0 ∈ O(D0) for 1 6 i6 h− 1, so that O(D0)' K̆〈π−1w1, . . . ,
π−1wh−1〉 by Theorem 1.2. It is a general fact that the morphism Φ is Γ-equivariant for a certain
action of Γ on Ph−1

K̆
. This leads to the following result of Devinatz–Hopkins.

Proposition 1.3 (Devinatz–Hopkins). Fix an integer i with 1 6 i6 h− 1. If α0 ∈ o∗h, if

α1, . . . , αh−1 ∈ oh, and if γ :=
∑h

i=0 αiΠ
i ∈ Γ, then

γ(wi) =

∑i
j=1 α

σj
i−jwj +

∑h
j=i+1 πα

σj

h+i−jwj

α0 +
∑h−1

j=1 α
σj
h−jwj

. (4)

In particular, the subdomain D0 of Spf(R)rig is Γ-stable.
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Proof. The formula (4) is a straightforward generalization of [DH95, Remark 2.21,
Proposition 3.3 and Lemma 4.9], which treats the case K = Qp. The Γ-stability of D0 is then an
immediate consequence of (4) and of the definition of D0. 2

Remark 1.4. Formula (4) can also be expressed by saying that the period morphism Φ is
Γ-equivariant if any element γ =

∑h−1
i=0 αiΠ

i of Γ acts on the homogeneous coordinates
[ϕ0 : . . . : ϕh−1] of Ph−1

K̆
through right multiplication with the matrix

C(γ) :=



α0 πα1 πα2 · · · · · · παh−1

ασh−1 ασ0 ασ1 · · · · · · ασh−2

ασ
2

h−2 πασ
2

h−1 ασ
2

0 · · · · · · ασ
2

h−3

...
...

. . . . . .
...

...
...

. . . . . .
...

ασ
h−1

1 πασ
h−1

2 · · · · · · πασ
h−1

h−1 ασ
h−1

0


.

If h > 2 then this formula for C(γ) does not coincide with formula (22.9) of [GH94, p. 72]. In
fact, the latter seems to lead to certain inconsistencies. For example, the fundamental domain

D := {x ∈ Spf(R)rig | v(ui(x)) > (h− i)h−1 for all 1 6 i6 h− 1}
= {x ∈ Spf(R)rig | v(wi(x)) > (h− i)h−1 for all 1 6 i6 h− 1}

of Gross–Hopkins is supposed to be stable under the action of Γ (cf. [FGL08, Remarque I.3.2]).
Viewing Π as an element of an algebraic closure of K̆, we have x0 := [1 : Πh−1 : Πh−2 : . . . : Π] ∈
Φ(D) because v(Π) = h−1. Using [GH94, formula (22.9)] for the element γ := 1 + Π ∈ Γ, we
obtain

x0 · γ = [1 + Πh−1 : Πh−1 + Πh−2 : . . . : Π2 + Π : π + Π],
which is not contained in Φ(D) unless h6 2. Using (4), we obtain

x0 · γ = [1 + Π : π + Πh−1 : Πh−1 + Πh−2 : . . . : Π2 + Π] ∈ Φ(D).

By Proposition 1.3, the action of Γ on O(Spf(R)rig) extends to a continuous K̆-linear
action on the K̆-Banach algebra O(D0). Since both (u1/π, . . . , uh−1/π) and (w1/π, . . . , wh−1/π)
are affinoid generators of O(D0), there are power series g1, . . . , gh−1 ∈ O(D0) such that ui =
gi(w1, . . . , wh−1) for any index i with 1 6 i6 h− 1. Using the K̆-linearity and the continuity of
the Γ-action, we obtain the tautological relation

γ(ui) = gi(γ(w1), . . . , γ(wh−1)) ∈R⊆O(D0) (5)

for any element γ ∈ Γ.
The power series expansions of the functions ϕi in the variables u1, . . . , uh−1 can be expressed

by a closed formula of Yu (cf. [Yu95, Proposition 8]). In the case h= 2 this formula already
appears in the work of Gross–Hopkins (cf. [GH94, § 25]). Recall that if n is a non-negative
integer, then an ordered partition of n is a decomposition of the set {i ∈ Z | 0 6 i < n} into a
union of pairwise disjoint non-empty segments, i.e. sets of the form {i ∈ Z |m6 i6m′} with
m, m′ ∈ Z and 0 6m6m′ < n. Given such a decomposition and an integer j > 1, we denote
by Sj the set of minimal elements of all segments of the decomposition with cardinality j. By
convention, Sj = ∅, if no such segment exists. Thus, an ordered partition of n gives rise to a
collection of sets S = (Sj)j>1, which in turn uniquely determines the ordered partition. If j > 1
we set q(Sj) :=

∑
x∈Sj q

x and denote by |Sj | the cardinality of Sj .
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Proposition 1.5 (Yu). Fix an index i with 0 6 i6 h− 1. If ` is a non-negative integer, let Pi,`
be the set of ordered partitions S = (Sj)j>1 of `h+ i such that (`− 1)h+ i 6∈ Sh and such that
Sj = ∅ whenever j > h. We have

ϕ0(u) =
∑
`>0

∑
S∈P0,`

π`
h∏
j=1

u
q(Sj)
j

π|Sj |

and

ϕi(u) =
∑
`>0

∑
S∈Pi,`

π`+1
h∏
j=1

u
q(Sj)
j

π|Sj |
if 1 6 i6 h− 1.

Proof. This follows from (3) and [Yu95, Proposition 8], together with our convention uh = 1 and
the observation that

1
h

(
i+

h∑
j=1

(h− j)|Sj |
)

=
1
h

(
i+ h

h∑
j=1

|Sj | −
h∑
j=1

j|Sj |︸ ︷︷ ︸
=i+h`

)
=

h∑
j=1

|Sj | − `

for any S ∈ Pi,`. 2

Remark 1.6. As is implicit in the proof of [Yu95, Proposition 8], if S = (Sj)j>1 and T = (Tj)j>1

are two distinct elements of
⋃h−1
i=0

⋃
`>0 Pi,`, then the two monomials

∏h
j=1 u

q(Sj)
j and

∏h
j=1 u

q(Tj)
j

are distinct. Indeed, if
∏h
j=1 u

q(Sj)
j =

∏h
j=1 u

q(Tj)
j then q(Sj) = q(Tj) for all 1 6 j 6 h− 1. Fix

an index j with 1 6 j 6 h− 1. We will show that Sj = Tj and may assume that both Sj and
Tj are non-empty. Let xj := min(Sj) and yj := min(Tj). Denoting by vp the p-adic valuation
on Z, the equation q(Sj) = q(Tj) implies that xjvp(q) = vp(q(Sj)) = vp(q(Tj)) = yjvp(q), whence
xj = yj and q(Sj r {xj}) = q(Tj r {yj}). Inductively, we obtain Sj = Tj , as desired. Now set
xS := max(

⋃h
j=1 Sj) and yT := max(

⋃h
j=1 Tj). Since S ∈ Pi,` and T ∈ Pi′,`′ for certain indices

i, i′, `, `′, we have xS 6∈ Sh and yT 6∈ Th. By what we proved above, we obtain xS = xT , so that
S and T are ordered partitions of the same integer xS + j0 + 1 (where j0 is chosen so
that xS = yT ∈ Sj0 = Tj0). But then the fact that Sj = Tj for all j 6= h also implies Sh = Th, and
we are done. As a consequence, the formulae in Proposition 1.5 give the power series expansions
of the functions ϕi in the variables u1, . . . , uh−1.

Lemma 1.7. Let F be any of the functions ϕi with 0 6 i6 h− 1. Writing F (u) =
∑

n∈Nh−1 bnu
n

with bn ∈ K̆, we have

|n|>−q · v(bn) (6)

for any n ∈ Nh−1, unless F = ϕ0 and n= 0, where equality holds.

Proof. First assume i 6= 0 and note that the required inequality is trivial if bn = 0. If `> 0,
and if S ∈ Pi,` is an ordered partition as in Proposition 1.5, then |Sh|6 `. If 0 ∈ Sj then
q(Sj) > q|Sj | − q + 1 because x> 1 for all x ∈ Sj r {0}. If 0 6∈ Sj then q(Sj) > q|Sj | by the same
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argument. Hence,
h−1∑
j=1

q(Sj) > 1− q + q

h−1∑
j=1

|Sj |>−q + q

h−1∑
j=1

|Sj |

= q

(( h∑
j=1

|Sj |
)
− |Sh| − 1

)
> q

(( h∑
j=1

|Sj |
)
− `− 1

)
.

By Proposition 1.5 and Remark 1.6 this proves the claim for F = ϕi with i 6= 0.
If F = ϕ0 then b0 = 1 by Remark 1.6 and because the unique element of P0,0 is the ordered

partition S for which Sj = ∅ for all j > 1. If `> 1, and if S ∈ P0,`, then the condition h(`− 1) 6∈ Sh
ensures that |Sh|6 `− 1. As above, one obtains

h−1∑
j=1

q(Sj)> q

(( h∑
j=1

|Sj |
)
− `
)
,

proving the claim by Proposition 1.5. 2

Corollary 1.8. Let 1 6 i6 h− 1, let γ ∈ Γ, and let F be any of the functions wi, gi or γ(wi)
in O(D0). Writing F (u) =

∑
n∈Nh−1 bnu

n with bn ∈ K̆, the inequality (6) holds for any n ∈ Nh−1.

Proof. It is clear that if F1 and F2 are two power series satisfying the required condition, then
so are F1 + F2, F1 · F2 and α · F1 for any α ∈ ŏ. Therefore, the claim for

F = wi =
ϕi
ϕ0

= ϕi +
∑
`>1

ϕi(1− ϕ0)`

follows from Lemma 1.7. Writing C(γ) = (cij)06i,j6h−1 ∈GLh(oh) as in Remark 1.4,
Proposition 1.3 implies

γ(wi) =

∑h−1
j=0 cjiϕj∑h−1
j=0 cj0ϕj

.

Since c0i ∈ πo, any of the summands in the numerator satisfies (6) (cf. Lemma 1.7). Hence, so
does the numerator itself. Writing

h−1∑
j=0

cj0ϕj = c00 + (c00ϕ0 − c00) +
h−1∑
j=1

cj0ϕj

with c00 ∈ o∗h ⊆ ŏ∗, we can argue as above and obtain the required property for F = γ(wi).
As for the power series gi, we need to recall the recursive construction of the coefficients of

gi (cf. the formal inverse function theorem in [Haz78, A.4.6]). Let (u) be the ideal of O(D0)
(as well as that of K̆[[u]]) generated by the elements u1, . . . , uh−1. Since wi(u)≡ ui mod (u)2

(cf. Propositions 1.5 or 1.13 below), we have gi(u)≡ ui mod (u)2, as well. Put g(1)
i (u) := ui.

Suppose m> 1 and that we have found a power series g(m)
i satisfying g(m)

i (w1(u), . . . , wh−1(u))−
ui ∈ (u)m+1. There is then a homogeneous polynomial h(m)

i in u of degree m+ 1 such that
g

(m)
i (w1(u), . . . , wh−1(u))− ui − h(m)

i (u) ∈ (u)m+2. Setting g
(m+1)
i := g

(m)
i − h(m)

i , the sequence
(g(m)
i )m>1 converges to gi both (u)-adically and in the topology of O(D0). By induction on m we

claim that g(m)
i satisfies the required property on the valuation of its coefficients. This will prove

the claim for gi and follows by applying the subsequent lemma to g(m)
i (w1(u), . . . , wh−1(u)). 2
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Lemma 1.9. If the power series F (u), F1(u), . . . , Fh−1(u) ∈ (u)⊆O(D0) satisfy (6), then so does
F (F1(u), . . . , Fh−1(u)).

Proof. Write F (u) =
∑

n bnu
n and Fi(u) =

∑
n c

(i)
n un, so that

F (F1(u), . . . , Fh−1(u)) =
∑
n

bnF1(u)n1 · · · Fh−1(u)nh−1 =
∑
m

cmu
m,

where cm ∈ K̆ is a finite sum of terms of the form c= bn
∏h−1
i=1

∏ni
j=1 c

(i)
n(i,j) with n, n(i, j) ∈

Nh−1 r {0} and
∑h−1

i=1

∑ni
j=1 |n(i, j)|= |m|. By assumption,

v(cm) > min
c

{
v(bn) +

∑
i,j

v(c(i)
n(i,j))

}
>−|n|

q
+
∑
i,j

−|n(i, j)|+ 1
q

= −|n|
q

+
−|m|+ |n|

q
=−|m|

q
,

as required. 2

Let γ = 1 + Πjα ∈ Γ with α ∈ oh and 1 6 j 6 h− 1, so that

(1 + αwh−j) · γ(wi) =


wi + πασ

i
wh−j+i if 1 6 i6 j − 1

wj + πασ
j

if i= j

wi + ασ
i
wi−j if j + 1 6 i6 h− 1,

(7)

by Proposition 1.3 and since γ = 1 + ασ
j
Πj .

Lemma 1.10. Let α ∈ oh, 1 6 j 6 h− 1, and set γ := 1 + Πjα ∈ Γ. Fix an index i with 1 6 i6
h− 1 and write gi(u) =

∑
n∈Nh−1 bnu

n with bn ∈ K̆. If n, m ∈ Nh−1, and if cm ∈ K̆ denotes the
coefficient of um in the power series expansion of bnγ(w1)n1 · . . . · γ(wh−1)nh−1 , then

v(cm)>
(
v(α) + 1− 1

q

)
|n| − (v(α) + 1)|m|.

Proof. Writing γ(ws) =
∑

r c
(s)
r ur, 1 6 s6 h− 1, the coefficient cm is a sum of terms of the form

c= bn
∏h−1
s=1

∏ns
`=1 c

(s)
r(`,s) with n, r(`, s) ∈ Nh−1 and

∑
s,` |r(`, s)|= |m|. Note that for s 6= h− j,

γ(ws) satisfies (6) (cf. Lemma 1.7) and has trivial constant coefficient. Further, γ(wh−j) =
πασ

j
+ g where g satisfies (6) and g(0) = 0, as well. By omitting all factors c(s)

r(`,s) from c for
which s= h− j and r(`, h− j) = 0, we obtain

v(c)− (v(α) + 1)|{` | r(`, h− j) = 0} |>−|m|+ |{` | r(`, h− j) = 0}|
q

,

as in the proof of Lemma 1.9. Since

|m|=
h−1∑
s=1

ns∑
`=1

|r(`, s)|> |n| − |{` | r(`, h− j) = 0}|,

this yields

v(cm) > min
c
{v(c)} > −|m|

q
+
(
v(α) + 1− 1

q

)
(|n| − |m|)

=
(
v(α) + 1− 1

q

)
|n| − (v(α) + 1)|m|. 2
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Theorem 1.11. Let α ∈ oh, fix an integer j with 1 6 j 6 h− 1, and set γ := 1 + Πjα ∈ Γ. For
any integer ` with 1 6 `6 h− 1 and any fixed integer i with 1 6 i6 h− 1, let γ(w`)(u) =∑

n c
(`)
n un and gi(u) =

∑
n bnu

n be the power series expansions of the functions γ(w`) and gi
in the variables u= (u1, . . . , uh−1). Fix a multi-index m ∈ Nh−1 and set

g′i(u) :=
∑

|n|<(v(α)+1)/(v(α)+1−1/q)·|m|

bnu
n and γ(w`)′(u) :=

∑
|n|6|m|

c(`)
n un.

If m′ ∈ Nh−1 with |m′|6 |m| then the coefficient of um
′

in the power series expansion of
g′i(γ(w1)′, . . . , γ(wh−1)′) ∈ K̆[[u]] is contained in ŏ and has the same reduction modulo πŏ as
the corresponding coefficient of γ(ui). Equivalently, g′i(γ(w)′) is congruent to γ(ui) in O(D0)
modulo the additive subgroup πR+ (u1, . . . , uh−1)m+1.

Proof. Obviously, the m′th coefficient of g′i(γ(w1)′, . . . , γ(wh−1)′) coincides with that of
g′i(γ(w1), . . . , γ(wh−1)). Therefore, the claim follows directly from Lemma 1.10 and the fact
that by (5) we have gi(γ(w1), . . . , γ(wh−1)) = γ(ui) ∈R= ŏ[[u]]. 2

In other words, if γ = 1 + Πjα ∈ Γ with α ∈ oh and 1 6 j 6 h− 1, then in order to compute
the image γ(ui) of γ(ui) in R up to degree d, it suffices to compute γ(w1), . . . , γ(wh−1) up to
degree d and to compute gi up to degree strictly smaller than d · (v(α) + 1)/(v(α) + 1− 1/q).

Example 1.12. Let 1 6 j 6 h− 1, let ξ ∈ µqh−1 ⊂ o∗h, and let γ := 1 + Πjξ ∈ Γ. In order to
compute γ(ui) up to degree q + 1, we need to compute the power series w1, . . . , wh−1 up
to degree q + 1, use (7), and compute the power series gi up to degree strictly smaller than
q(q + 1)/(q − 1) = q + 2 + 2/(q − 1) 6 q + 4.

Proposition 1.13. Let (u) denote the ideal of O(D0) generated by u1, . . . , uh−1, and set
u0 := 0. We have

w1(u) =
ϕ1(u)
ϕ0(u)

≡ u1 −
u2

1u
q
h−1

π
+ u2u

q2

h−1 mod (u)q+4

and

wi(u) =
ϕi(u)
ϕ0(u)

≡ ui +
u1u

q
i−1

π
−
u1uiu

q
h−1

π
+
u2u

q2

i−2

π
mod (u)q+4,

for all 2 6 i6 h− 1. Further,

g1(u)≡ u1 +
u2

1u
q
h−1

π
− u2u

q2

h−1 mod (u)q+4

and

gi(u)≡ ui −
u1u

q
i−1

π
+
u1uiu

q
h−1

π
−
u2u

q2

i−2

π
mod (u)q+4,

for all 2 6 i6 h− 1. Unless q = 2, all monomials of degree q2 + 1 vanish modulo (u)q+4.

Proof. We first use Proposition 1.5 and Remark 1.6 to compute the first terms of the power
series expansions of the functions ϕi, starting with i= 0. For later applications we will give
better approximations as would be necessary for Example 1.12. We may of course assume h> 2.
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We have P0,0 = {{∅}j>1}, giving the term 1.

Because of the condition 0 6∈ Sh, any ordered partition S = {Sj}j>1 ∈ P0,1 satisfies |S| :=∑h
j=1 |Sj |> 2. The partitions S ∈ P0,1 with |S|= 2 give rise to the terms π−1uiu

qi

h−i, 1 6 i6

h− 1. If h> 3 then there is a unique element S ∈ P0,1 with |S|= 3 and q(S) :=
∑h−1

j=1 q(Sj) =
1 + q + q2. It is given by S1 = {0, 1}, Sh−2 = {2} (respectively the union of these if h= 3) and
Sj = ∅, else. It gives rise to the term π−2u1+q

1 uq
2

h−2. All other elements T ∈ P0,1 with |T |> 3
satisfy q(T ) > 1 + q + q3.

There is a unique element S ∈
⋃
`>2 P0,` which minimizes q(S). It is given by S1 = {0},

Sh−1 = {h+ 1} (respectively the union of these if h= 2), Sh = {1} and Sj = ∅, else. In particular,
S ∈ P0,2. The partition S gives rise to the term π−1u1u

qh+1

h−1 . All other partitions T ∈
⋃
`>2 P0,`

satisfy q(T ) > 1 + q + qh+1 > 1 + q + q3. Altogether, we obtain

ϕ0(u)≡ 1 +
u1u

q
h−1

π
+
u2u

q2

h−2

π
+
u3u

q3

h−3

π
+
u1+q

1 uq
2

h−2

π2
+
u1u

qh+1

h−1

π
mod (u)1+q+q3

, (8)

with the convention that ui = 0 for i > h or i < 1.

Next assume i= 1. The unique element of P1,0 gives rise to the term u1. The elements S of P1,1

with |S|= 2 and q(S)< 1 + q + q3 give rise to the terms u2u
q2

h−1 and u3u
q3

h−2. The unique element
S ∈ P1,1 with |S|> 3 and q(S)< 1 + q + q3 is given by S1 = {0, 1}, Sh−1 = {2} (respectively the
union of these if h= 2) and Sj = ∅, else. It gives rise to the term π−1u1+q

1 uq
2

h−1. If S ∈
⋃
`>2 P1,`

then (`− 1)h+ 1 6∈ Sh implies q(S) > q(`−1)h+2 > qh+2 > q1+q+q3
, so that

ϕ1(u)≡ u1 + u2u
q2

h−1 + u3u
q3

h−2 +
u1+q

1 uq
2

h−1

π
mod (u)1+q+q3

. (9)

Assuming h > 2, a similar reasoning for i> 2 yields

ϕi(u)≡ ui +
u1u

q
i−1

π
+
u2u

q2

i−2

π
+
u3u

q3

i−3

π
+
u1+q

1 uq
2

i−2

π
+ ui+1u

qi+1

h−1 mod (u)1+q+q3
. (10)

As a consequence,

w1(u) =
ϕ1(u)
ϕ0(u)

≡ u1 −
u2

1u
q
h−1

π
+ u2u

q2

h−1 mod (u)q+4

and

wi(u) =
ϕi(u)
ϕ0(u)

≡ ui +
u1u

q
i−1

π
−
u1uiu

q
h−1

π
+
u2u

q2

i−2

π
mod (u)q+4,

if 2 6 i6 h− 1. We note that the monomials of degree q2 + 1 vanish modulo (u)q+4 if q 6= 2.
Even for q = 2 they vanish modulo (u)q+3. We thus obtain the uniform approximation

wi(u)≡ ui +
u1u

q
i−1

π
−
u1uiu

q
h−1

π
mod (u)q+3

for all 1 6 i6 h− 1.

If the polynomials g′i(u) ∈ K̆[u] are defined by

g′1(u) := u1 +
u2

1u
q
h−1

π
− u2u

q2

h−1
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and

g′i(u) := ui −
u1u

q
i−1

π
+
u1uiu

q
h−1

π
−
u2u

q2

i−2

π
for 2 6 i6 h− 1,

then a direct calculation using the above approximations of w1 and wi shows that
g′i(w1, . . . , wh−1)≡ ui mod (u)q+4 for all 1 6 i6 h− 1. This proves g′i ≡ gi mod (u)q+4. 2

We will now approximate the action of Γ1 on R in the m-adic topology, restricting ourselves
to representatives of Γ1/Γh. If γ ∈ Γ, and if 1 6 i6 h− 1, then we denote by γ(ui) the image of
γ(ui) in R. For simplicity, we will also assume q 6= 2, allowing p= 2, however.

Theorem 1.14. Assume q 6= 2. Let ξ ∈ µqh−1 ⊂ o∗h, fix an integer j with 1 6 j 6 h− 1, and let
γj := 1 + Πjξ ∈ Γ. If j = 1 we have

γ1(u1) · (1 + ξuh−1)≡ u1 + ξ1+qu1u
q
h−2 + 2ξqu1u

q
h−1 mod mq+2

and

γ1(ui) · (1 + ξuh−1) ≡ ui + ξq
i
ui−1 − ξq(uqi−1 + ξq

i
uqi−2) + ξq(ui + ξq

i
ui−1)(uqh−1 + ξuqh−2)

−
q−1∑
`=1

1
π

(
q

`

)
u1u

q−`
i−1ξ

`qi−1
u`i−2 mod mq+2,

for 2 6 i6 h− 1. If 1< j < i6 h− 1 we have

γj(ui) · (1 + ξuh−j) ≡ ui + ξq
i
ui−j − ξquh−j+1(uqi−1 + ξq

i
uqi−1−j)

−
q−1∑
`=1

1
π

(
q

`

)
u1u

q−`
i−1ξ

`qi−1
u`i−1−j mod mq+2.

If 1 6 i < j 6 h− 1 or 1< i= j 6 h− 1 we have

γj(ui) · (1 + ξuh−j)≡ ui − ξquh−j+1u
q
i−1 + ξq

i
u1u

q
h−j+i−1 mod mq+2.

Proof. According to Theorem 1.11 and Example 1.12, the assertions follow from the following
computations. As before, we denote by (u) the ideal of O(D0) generated by u1, . . . , uh−1. If
1 6 i, j 6 h− 1 then

(
1 + ξuh−j + ξ

u1u
q
h−j−1

π

)
γj(wi)≡



ui +
u1u

q
i−1

π
+ πξq

i

(
uh−j+i +

u1u
q
h−j+i−1

π

)
, i < j,

πξq
i

+ ui +
u1u

q
i−1

π
, i= j,

ui +
u1u

q
i−1

π
+ ξq

i

(
ui−j +

u1u
q
i−j−1

π

)
, j < i,

modulo (u)q+2 by (7) and Proposition 1.13. Further,

g1(u)≡ u1 +
u2

1u
q
h−1

π
mod (u)q+4

by Proposition 1.13 and since q 6= 2. Let us first assume h > 2. Then

γ1(w1)≡
(

1 + ξuh−1 + ξ
u1u

q
h−2

π

)−1

(πξq + u1)

805

https://doi.org/10.1112/S0010437X12000723 Published online by Cambridge University Press

https://doi.org/10.1112/S0010437X12000723


J. Kohlhaase

and

γ1(wh−1)≡
(

1 + ξuh−1 + ξ
u1u

q
h−2

π

)−1(
uh−1 + ξq

h−1
uh−2 +

u1u
q
h−2

π
+ ξq

h−1 u1u
q
h−3

π

)
modulo (u)q+2. We plug these approximations into the above approximation of g1(u). Modulo the
additive subgroup πR+ (u)q+2 of O(D0), the resulting power series then coincides with γ1(u1)
(cf. Theorem 1.11). Write γ1(u1) =

∑
n>0 cn where cn ∈ ksep[[u]] is homogeneous of degree n.

Note that γ1(wh−1) ∈ (u), so that γ1(u1)≡ γ1(w1) mod πR+ (u)q. Using the above
approximation of γ1(w1), one computes

γ1(u1)≡
q−1∑
`=1

(−ξ)`−1u1u
`−1
h−1 mod mq.

The qth homogeneous component of γ1(w1) is πξq(−ξuh−1)q + u1(−ξuh−1)q−1, whereas that of
π−1γ1(w1)2γ1(wh−1)q is π−1(πξq)2(uh−1 + ξq

h−1
uh−2)q. It follows that cq = u1(−ξuh−1)q−1.

The (q + 1)th homogeneous component of γ1(w1) is

πξq
(
−ξ ·

u1u
q
h−2

π
+ (−ξuh−1)q+1

)
+ u1(−ξuh−1)q,

whereas that of π−1γ1(w1)2γ1(wh−1)q is

1
π

(uh−1 + ξq
h−1

uh−2)q((πξq)2(−q − 2)ξuh−1 + 2πξqu1).

Thus,

cq+1 ≡ −ξq+1u1u
q
h−2 − ξ

qu1u
q
h−1 + 2ξqu1(uqh−1 + ξuqh−2)

≡ ξq+1u1u
q
h−2 + ξqu1u

q
h−1.

This proves the theorem for j = i= 1 in the case h > 2. The case h= 2 is similar and will be
treated more generally below (cf. Theorem 1.16).

For the rest of the proof assume h > 2. If i= 2 then

gi(u) = g2(u)≡ u2 −
u1+q

1

π
+
u1u2u

q
h−1

π
mod (u)q+4.

Using the above approximations for γ1(w1) and γ1(wh−1), as well as

γ1(w2)≡
(
u2 + ξq

2
u1 +

u1+q
1

π

)(
1 + ξuh−1 + ξ

u1u
q
h−2

π

)−1

mod (u)q+2,

we proceed as before. The first q − 1 homogeneous components of π−1γ1(w1)q+1 are contained in
πR. Further, γ1(w2) and γ1(wh−1) are contained in (u). Therefore, the first q − 1 homogeneous
components of γ1(u2) are the reductions of those of γ1(w2), i.e.

c0 = 0 and cn = (u2 + ξq
2
u1)(−ξuh−1)n−1 for 1 6 n6 q − 1.

The homogeneous component of degree q of γ1(w2) is (u2 + ξq
2
u1)(−ξuh−1)q−1. The qth

homogeneous component of π−1γ1(w1)q+1 is contained in R, as well, and is congruent to
π−1(q + 1)πξquq1 modulo πR. Hence,

cq = (u2 + ξq
2
u1)(−ξuh−1)q−1 − ξquq1.
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The homogeneous component of degree q + 1 of γ1(w2) is given by

(u2 + ξq
2
u1)(−ξuh−1)q + π−1u1+q

1 .

Up to additive terms in πR, that of π−1γ1(w1)1+q is π−1u1+q
1 − (q + 1)ξq+1uq1uh−1, whereas that

of π−1γ1(w1)γ1(w2)γ1(wh−1)q is ξq(u2 + ξq
2
u1)(uh−1 + ξq

h−1
uh−2)q. Thus,

cq+1 ≡ (u2 + ξq
2
u1)(−ξuh−1)q + ξq(u2 + ξq

2
u1)(uqh−1 + ξuqh−2) + ξq+1uq1uh−1.

This proves the claim for j = 1 and i= 2.

If finally j = 1 and 2< i6 h− 1 then

gi(u)≡ ui −
u1u

q
i−1

π
+
u1uiu

q
h−1

π
mod (u)q+4

and

γ1(wi−1)≡
(
ui−1 + ξq

i−1
ui−2 +

u1u
q
i−2

π
+ ξq

i−1 u1u
q
i−3

π

)(
1 + ξuh−1 + ξ

u1u
q
h−2

π

)−1

,

γ1(wi)≡
(
ui + ξq

i
ui−1 +

u1u
q
i−1

π
+ ξq

i u1u
q
i−2

π

)(
1 + ξuh−1 + ξ

u1u
q
h−2

π

)−1

,

modulo (u)q+2 because 1< i− 1. Together with the above approximations of γ1(w1) and
γ1(wh−1), we plug these approximations of γ1(wi−1) and γ1(wi) into the given approximation of
gi(u). Computing modulo the additive subgroup πR+ (u)q+2 and referring to Theorem 1.11, we
find c0 = 0, cn = (ui + ξq

i
ui−1)(−ξuh−1)n−1 for 1 6 n6 q − 1,

cq ≡ (ui + ξq
i
ui−1)(−ξuh−1)q−1 − 1

π
πξq(ui−1 + ξq

i−1
ui−2)q

≡ (ui + ξq
i
ui−1)(−ξuh−1)q−1 − ξq(uqi−1 + ξq

i
uqi−2),

and

cq+1 ≡ (ui + ξq
i
ui−1)(−ξuh−1)q +

u1u
q
i−1

π
+ ξq

i u1u
q
i−2

π

− 1
π

(ui−1 + ξq
i−1
ui−2)q(πξq(q + 1)(−ξuh−1) + u1)

+
1
π
πξq(ui + ξq

i
ui−1)(uh−1 + ξq

h−1
uh−2)q

≡ (ui + ξq
i
ui−1)(−ξuh−1)q + ξq+1uh−1(uqi−1 + ξq

i
uqi−2)

+ ξq(ui + ξq
i
ui−1)(uqh−1 + ξuqh−2)−

q−1∑
`=1

1
π

(
q

`

)
u1u

q−`
i−1ξ

`qi−1
u`i−2.

This proves the claim for j = 1 and 2< i6 h− 1.

For j > 1, the proof proceeds by distinguishing a long list of cases. First, one treats the case
h= 3 and then assumes h > 3. If i= 1, one has to distinguish the two cases j = h− 1 and 1< j <
h− 1. If i= 2 one has to distinguish the three cases j ∈ {2, h− 1} and 2< j < h− 1. If i= h− 1
one has to distinguish the three cases j ∈ {h− 2, h− 1} and 1< j < h− 2. If 2< i < h− 1 one
has to distinguish the five cases j ∈ {i− 1, i, h− 1}, 1< j < i− 1 and i < j < h− 1. We will only
present the last two cases. The formulae that we obtain specialize to the correct formulae in all
other cases. We leave the verification of this assertion to the reader.
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Assume h > 3, 2< i < h− 1 and i < j < h− 1. We have the same approximation of gi(u) as
before. Further,

γj(w1) ≡ u1 + πξquh−j+1 mod (u)2,

γj(wi−1) ≡ ui−1 + πξq
i−1
uh−j+i−1 mod (u)2,

γj(wh−1) ≡ uh−1 + ξq
h−1

uh−1−j mod (u)2,

as well as

γj(wi)≡
(
ui + πξq

i
uh−j+i +

u1u
q
i−1

π
+ ξq

i
u1u

q
h−j+i−1

)(
1 + ξuh−j + ξ

u1u
q
h−j−1

π

)−1

modulo (u)q+2. Thus, γj(w1)γj(wi−1)q ∈ (u)q+1 and γj(w1)γj(wi)γj(wh−1)q ∈ (u)q+2. As above,
we obtain c0 = 0, cn = ui(−ξuh−j)n−1, for 1 6 n6 q, and

cq+1 ≡ ui(−ξuh−j)q +
u1u

q
i−1

π
+ ξq

i
u1u

q
h−j+i−1

−
(u1 + πξquh−j+1)(ui−1 + πξq

i−1
uh−j+i−1)q

π

≡ ui(−ξuh−j)q + ξq
i
u1u

q
h−j+i−1 − ξ

quh−j+1u
q
i−1.

If 2< i < h− 1 and 1< j < i− 1, the approximations for γj(wi−1) and γj(wi) have to be replaced
by γj(wi−1)≡ ui−1 + ξq

i−1
ui−1−j mod (u)2 and

γj(wi)≡
(
ui + ξq

i
ui−j +

u1u
q
i−1

π
+ ξq

i u1u
q
i−j−1

π

)(
1 + ξuh−j + ξ

u1u
q
h−j−1

π

)−1

modulo (u)q+2. Following the same procedure as above, we obtain c0 = 0, cn = (ui +
ξq
i
ui−j)(−ξuh−j)n−1, for 1 6 n6 q, and

cq+1 ≡ (ui + ξq
i
ui−j)(−ξuh−j)q +

u1u
q
i−1

π
+ ξq

i u1u
q
i−j−1

π

−
(u1 + πξquh−j+1)(ui−1 + ξq

i−1
ui−1−j)q

π

≡ (ui + ξq
i
ui−j)(−ξuh−j)q − ξquh−j+1(uqi−1 + ξq

i
uqi−1−j)

−
q−1∑
`=1

1
π

(
q

`

)
u1u

q−`
i−1ξ

`qi−1
u`i−1−j .

This completes the proof. 2

Example 1.15. Let ξ ∈ µqh−1 ⊂ o∗h, and let γ := 1 + Πh−1ξ ∈ Γ. If h= 2, we will improve the
approximations of Theorem 1.14 by computing the action of γ on R modulo m2q+2. By
Theorem 1.11, this requires us to compute the power series w1(u1) modulo u2q+2

1 O(D0). Further,
the power series g1(u1) has to be computed modulo (u1)d+1 with d < q(2q + 1)/(q − 1) =
2q + 3 + 3/(q − 1).

Theorem 1.16. Assume h= 2. Let ξ ∈ µqh−1 ⊂ o∗h, and let γ := 1 + Πξ ∈ Γ. For −1 6 n6 q
let an :=

∑n
i=1 qi

−1(n− i+ 1) ∈ ŏ, so that a−1 = a0 = 0 and an ∈ pŏ⊆ πŏ, if n < q. Writing the
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image of γ(u1) in R' ksep[[u1]] as
∑∞

n=0 cnu
n
1 with cn ∈ ksep for all n> 0, we have

c0 = 0,

cn ≡ (−ξ)n−1 for 1 6 n6 q,

cn ≡−n(−ξ)n−1 +
an−q−2

π
(−ξ)n−q−2 for q + 1 6 n6 2q

and

c2q+1 ≡
aq−1

π
(−ξ)q−1.

Proof. Set u := u1, w := w1 and g := g1. According to (8) and (9) we have

ϕ0(u)≡ 1 +
u1+q

π
+
u1+q3

π
mod (u)1+q+q3

and

ϕ1(u)≡ u+ uq
2

+
u1+q+q2

π
mod (u)1+q+q3

.

Let us first assume that q > 3, so that we need to compute g(u) up to degree 2q + 3 (cf.
Example 1.15). If q > 3 we have q2 > 2q + 3 and obtain

w(u)≡ u− u2+q

π
+
u2q+3

π2
mod (u)2q+4

and

g(u)≡ u+
u2+q

π
+ (q + 1)

u2q+3

π2
mod (u)2q+4.

We need to compute γ(w(u)) modulo (u)2q+2, plug the corresponding truncation into the above
approximation of g(u) and compute the image of the resulting power series modulo the additive
subgroup πR+ (u)2q+2 of O(D0). According to Theorem 1.11 this image coincides with that of
γ(u).

By (7) we have γ(w) = (πξq + w)(1 + ξw)−1, where

πξq + w ≡ πξq + u− u2+q

π
mod (u)2q+2

and

(1 + ξw)−1 ≡
(

1 + ξu− ξ u
2+q

π

)−1

≡
2q+1∑
n=0

(−ξu)n −
q∑

n=0

n(−ξ)nu
1+n+q

π
mod (u)2q+2.

Therefore, modulo πR, the first 2q + 1 homogeneous components of γ(w(u)) are given by πξqu0,
(πξq(−ξ)n + (−ξ)n−1)un for 1 6 n6 q + 1, and

un · πξq
[
(−ξ)n − (n− q − 1)

(−ξ)n−q−1

π

]
+ u

[
(−ξ)n−1 − (n− q − 2)

(−ξ)n−q−2

π

]
un−1 − 1

π
(−ξ)n−q−2un

≡
[
(n− q)(−ξ)n−1 − (n− q − 1)

(−ξ)n−q−2

π

]
un,

for q + 2 6 n6 2q + 1.

809

https://doi.org/10.1112/S0010437X12000723 Published online by Cambridge University Press

https://doi.org/10.1112/S0010437X12000723


J. Kohlhaase

Next, we will compute π−1γ(w)q+2 in O(D0) modulo the additive subgroup πR+ (u)q+2.
Note first that(

1 + ξu− ξu2+q

π

)−(2+q)

≡ (1 + ξu)−(2+q)

(
1 + (2 + q)ξ

u2+q

π
(1 + ξu)−1

)
mod (u)2q+2

with (1 + ξu)−(2+q) ∈R, and that

1
π

(
πξq + u− u2+q

π

)2+q(
1 + (2 + q)ξ

u2+q

π
(1 + ξu)−1

)
≡ 1
π

(πξq + u)2+q − (2 + q)(πξq + u)1+q u
2+q

π2

+ (q + 2)ξ
u2+q

π2
(1 + ξu)−1(πξq + u)2+q mod πR+ (u)2q+2

≡ u2+q

π
+ (2 + q)ξqu1+q mod πR+ (u)2q+2.

Since this power series has u-order q + 1 and since the valuations of its coefficients are all at
least −1, it now suffices to compute (1 + ξu)−(2+q) modulo π2R+ (u)1+q. Note that (1 + ξu)−2 =∑∞

n=0(n+ 1)(−ξu)n, so that we obtain

(1 + ξu)−(2+q) ≡
(

1−
q∑
i=1

(
q

i

)
ξiui

)
·

q∑
n=0

(n+ 1)(−ξu)n mod π2R+ (u)1+q.

If 0 6 n6 q then the nth coefficient of this power series is

(n+ 1)(−ξ)n −
n∑
i=1

(
q

i

)
ξi(n− i+ 1)(−ξ)n−i ≡ (n+ 1 + an)(−ξ)n mod π2ŏ,

because
(
q
i

)
≡ (q/i)(−1)i−1 mod π2ŏ if 1 6 i6 q. As a consequence, modulo πR, the first 2q + 1

homogeneous components of π−1γ(w)2+q are given by 0 · un for 0 6 n6 q, 2ξqun for n= 1 + q,
and [

(n− q − 1 + an−q−2)
(−ξ)n−q−2

π
− 2(n− q + an−q−1)(−ξ)n−1

]
un

for 2 + q 6 n6 2q + 1.

As for the term (q + 1)π−2γ(w)2q+3, note that(
1 + ξu− ξ u

2+q

π

)−(2q+3)

≡ (1 + ξu)−(2q+3)

(
1 + (2q + 3)

ξu2+q

π
(1 + ξu)−1

)
mod (u)2q+2

≡ 1− (2q + 3)ξu mod (u)2.

The first congruence shows that in order to determine (q + 1)π−2γ(w)2q+3 mod πR+ (u)2q+2,
it suffices to determine π−2(q + 1)(πξq + u− π−1u2+q)2q+3 mod π2R+ (u)2q+2. We have

q + 1
π2

(
πξq + u− ξu2+q

π

)2q+3

≡ 1 + q

π2
(πξq + u)2q+3 − (q + 1)(2q + 3)

π3
(πξq + u)2q+2ξu2+q mod (u)2q+2

≡ (q + 1)
(

2q + 3
2

)
ξ2qu2q+1 + πξ3q(q + 1)

(
2q + 3

3

)
u2q mod π2R+ (u)2q+2.
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As a consequence,

(q + 1)
γ(w)2q+3

π2
≡ (q + 1)ξ2q

(
2q + 3

2

)
u2q+1

≡ 3ξ2qu2q+1 mod πR+ (u)2q+2.

Combining our results, we obtain c0 = 0, cn ≡ (−ξ)n−1 for 1 6 n6 q, cq+1 ≡ (−ξ)q + 2ξq = ξq,
and

cn ≡ (n− q)(−ξ)n−1 − (n− q − 1)
(−ξ)n−q−2

π

+ (n− q − 1 + an−q−2)
(−ξ)n−q−2

π
− 2(n− q + an−q−1)(−ξ)n−1

≡ −n(−ξ)n−1 +
an−q−2

π
(−ξ)n−q−2, for q + 2 6 n6 2q,

because an ∈ πŏ for n < q. Finally,

c2q+1 ≡ (q + 1)(−ξ)2q − q (−ξ)q−1

π
+ (q + aq−1)

(−ξ)q−1

π
− 2(q + 1 + aq)(−ξ)2q + 3ξ2q

≡ aq−1

π
(−ξ)q−1,

because aq ≡ 1 mod πŏ. Note that the above formula for cn, q + 2 6 n6 2q, specializes to ξq if
n is formally put equal to q + 1. This finishes the proof if q > 3.

For q = 3 we need to approximate g(u) up to degree 10 (cf. Example 1.15). Using the
approximation of w given at the beginning of the proof, we find

w(u)≡ u− u5

π
+
(

1 +
1
π2

)
u9 mod (u)13

and

g(u)≡ u+
u5

π
−
(

1− 4
π2

)
u9 mod (u)11,

if q = 3. If q = 2 we need to approximate g(u) up to degree 9 and find

w(u)≡ u+
(

1− 1
π

)
u4 +

(
1
π2

+
1
π

)
u7 mod (u)10

and

g(u)≡ u−
(

1− 1
π

)
u4 +

(
4− 7

π
+

3
π2

)
u7 mod (u)10.

A straightforward computation shows that the asserted formulae for the first 2q + 1 coefficients
of γ(u) are also valid in these exceptional cases. 2

Remark 1.17. If char(K) = p > 0 then q = 0 in ŏ and an = 0 for all n < q. If char(K) = 0, and if
K|Qp is ramified, then p ∈ π2ŏ and we have an/π ∈ πŏ for all n < q. For K = Qp and π = p we
have q = p and hence a1 = p. Further, the coefficient ap−1 can be computed to

ap−1 =
p−1∑
i=1

p

i
(p− i)≡−p(p− 1)≡ p mod p2ŏ.

This implies c2q+1 = 1 if K = Qp.
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Remark 1.18. If h= 2 and K = Q2 then the computations leading to the result in Theorem 1.16
are simple enough to be carried even further. If γ = 1 + Πξ is as before and u := u1, we find

γ(u)≡ u+ ξu2 + ξ2u3 + ξu5 + u7 + ξ2u9 mod m10.

To give another concrete example, if K = Q5 then the approximation of γ(u) in Theorem 1.16
reads

γ(u) ≡ u− ξu2 + ξ2u3 − ξ3u4 + ξ4u5 + ξ5u6

− 2ξ6u7 + (3ξ7 − ξ)u8 − 4ξ8u9 − ξ3u10 + ξ4u11 mod m12.

We end this section by considering the action of the subgroup o∗h ⊆ Γ on R, which can be
approximated in the (u)-adic topology. Here (u) denotes the ideal of R generated by u1, . . . , uh−1.

Theorem 1.19. Assume q 6= 2, let α ∈ o∗h ⊆ Γ, and consider α also as an element of K̆. For

0 6 j 6 h− 1 set αj := ασ
j−1. If 1 6 i6 h− 1 we have

α(ui)≡ αiui +
αi − α1α

q
i−1

π
u1u

q
i−1 +

αi(α1α
q
h−1 − 1)
π

u1uiu
q
h−1 mod (u)q+3.

In particular, if α= 1 + ξπ for some element ξ ∈ µqh−1 ⊂ o∗h, then

α(u)≡ ui + (ξq
i − ξq)u1u

q
i−1 + (ξq − ξ)u1uiu

q
h−1 mod mq+3.

If h= 2 and q > 3 we have

α(u1) ≡ α1u1 +
αq+2

1 − α1

π
uq+2

1

+
α1 − (q + 2)αq+2

1 + (q + 1)α2q+3
1

π2
u2q+3

1 mod (u)2q+4.

In particular, if α= 1 + ξπ for some element ξ ∈ µq2−1 ⊂ o∗2, then

α(u1)≡ u1 + (ξq − ξ)uq+2
1 +

(
q

π
(ξq − ξ) + (ξq − ξ)2

)
u2q+3

1 mod m2q+4.

Proof. The reason that the action is so much simpler to compute in this situation is that
α(wj) = αjwj has trivial constant coefficient for all j (cf. Propositions 1.3 and 1.13). By (5)
and Proposition 1.13 this implies

α(ui) = gi(α(w1), . . . , α(wh−1))

≡ αiwi −
α1α

q
i−1

π
w1w

q
i−1 +

α1αiα
q
h−1

π
w1wiw

q
h−1 mod (u)q+3

≡ αi
(
ui +

u1u
q
i−1

π
−
u1uiu

q
h−1

π

)
−
α1α

q
i−1

π
u1u

q
i−1

+
α1αiα

q
h−1

π
u1uiu

q
h−1 mod (u)q+3,

proving the first claim.

If h= 2 then we use the better approximation of g(u) appearing in the proof of Theorem 1.16
and proceed as above.
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If h is arbitrary, and if α= 1 + ξπ, then

αj =
1 + ξq

j
π

1 + ξπ
≡ 1 + (ξq

j − ξ)π + (ξ2 − ξqj+1)π2 mod π3ŏ.

This leads to the required formulae for α(u). 2

2. The action of the spherical Hecke algebra

Recall that we fixed a one-dimensional formal o-module H over ksep which is defined over k. The
deformation problem of § 1 can be generalized as follows (cf. [Dri74, § 4], and [Str08]). If (S,mS) is
a complete noetherian commutative unital ŏ-algebra with residue class field S/mS ' ksep, and if
m is a non-negative integer, then one considers isomorphism classes [(H, ι, ϕ)] of triples (H, ι, ϕ)
where H is a one-dimensional formal o-module of height h over S, ι :H mod mS →H is a
quasi-isogeny of arbitrary height and ϕ is a so-called level-m structure. The latter means that
ϕ : π−moh/oh→ (mS ,+H) is a homomorphism of abstract o-modules such that the power series∏
α∈π−mo h/o h(X − ϕ(α)) divides the power series [πm]H in S[[X]]. Here (α 7→ [α]H) denotes the

map o→ End(H) defining the o-linear structure of H.
The generalized deformation problem just described is represented by a formal scheme Xm

which decomposes as a disjoint union

X =
∐
n∈Z

Xm,n

of open affine formal subschemes Xm,n = Spf(Rm,n) (cf. [Dri74, Proposition 4.3] and [RZ96,
Proposition 3.79]). There are non-canonical isomorphisms Rm,n 'Rm,n′ for any two integers
n, n′, and X0,0 ' Spf(R) with R as in § 1. If m and m′ are two non-negative integers with
m′ >m then there is a finite flat morphism Xm′ → Xm which is compatible with the above
decompositions. The collection of these morphisms gives the family (Xm)m>0 the structure of a
projective system of formal o-schemes.

The local ring Rm :=Rm,0 is regular, and if (e1, . . . , eh) is an o/πmo-basis of π−moh/oh,
then its image (ϕm(e1), . . . , ϕm(eh)) under the universal level-m-structure ϕm : π−moh/oh→
(mRm ,+H) is a system of regular coordinates of Rm (cf. [Dri74, Proposition 4.3]).

The group of quasi-isogenies of H is isomorphic to D∗ and functorially acts on each of
the spaces Xm over Spf(ŏ). In fact, if δ ∈D∗, then the morphism δ : Xm→ Xm restricts to
an isomorphism Xm,n→ Xm,n−hvD(δ) for any n ∈ Z. Note that we assume vD to extend v so
that vD(Π) = 1/h. The induced action of o∗D on R'O(X0,0) coincides with the one considered
in § 1. The morphisms Xm′ → Xm are D∗-equivariant. Further, there is a functorial action of
G := GLh(K) on the projective system (Xm)m>0 which induces an ŏ-linear action on lim−→m

O(Xm)
(cf. [Str08, § 2.2.2]). For any integer n, the ring R∞,n := lim−→m

Rm,n is stable under the subgroup
G0 := {g ∈GLh(K) | det(g) ∈ o∗}, and if Gm := ker(GLh(o)→GLh(o/πmo)) then RGm∞,n =Rm,n
for any m> 0. In fact, the ring extension R∞,n[1/π]|R0,n[1/π] is étale and Galois with Galois
group G0 = GLh(o) (cf. [Str08, Theorem 2.1.2]). The actions of G and D∗ on lim−→m

O(Xm)
commute with each other.

We let c-IndGG0
(ŏ) be the ŏ-module of all functions f :G→ ŏ with compact support, satisfying

f(gg0) = f(g) for all g ∈G and g0 ∈G0. It is an ŏ-linear representation of G via g(f)(g′) :=
f(g−1g′) for f ∈ c-IndGG0

(ŏ) and g, g′ ∈G. We let H := EndG(c-IndGG0
(ŏ)) be the ring of G-

equivariant and ŏ-linear endomorphisms of c-IndGG0
(ŏ). The ŏ-algebra H is called the spherical
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Hecke algebra of G over ŏ and is ŏ-linearly isomorphic to the module of all compactly supported
G0-biinvariant functions from G to ŏ. Its structure can be made explicit as follows. For any
integer i with 0 6 i6 h− 1 let ti := diag(1, . . . , 1, π, . . . , π) ∈G be the diagonal matrix whose
first i diagonal entries (counted from top to bottom) are equal to 1 and the remaining ones equal
to π. Because of the Cartan decomposition

G=
∐

n0∈Z,n1,...,nh−1∈Z>0

G0t
n0
0 tn1

1 · · · t
nh−1

h−1 G0,

H is a free ŏ-module, a basis of which is given by the characteristic functions of the double cosets
G0t

n0
0 tn1

1 · · · t
nh−1

h−1 G0 with n0, . . . , nh−1 as above. In fact, if Ti denotes the characteristic function
of G0tiG0, 0 6 i6 h− 1, then

H' ŏ[T0, T
−1
0 , T1, . . . , Th−1], (11)

i.e. H is commutative and, as an ŏ-algebra, is generated by T0, T
−1
0 , T1, . . . , Th−1 subject to the

only relation T0T
−1
0 = 1. This is an integral version of the classical Satake isomorphism which

is due to Herzig, Henniart, Schneider, Teitelbaum and Vignéras (cf. [Gro11], Proposition 2.1).
Note that by Frobenius reciprocity

O(X0) =
(
lim−→
m

O(Xm)
)G0 'HomG

(
c-IndGG0

(ŏ), lim−→
m

O(Xm)
)

is naturally a module over H. Explicitly, if f ∈ O(X0) then

Ti(f) =
∑

g∈G0tiG0/G0

g(f) =
∑

g∈G0/(G0∩tiG0t
−1
i )

(gti)(f). (12)

Since the actions ofH andD∗ onO(X0) commute with each other, we obtain an induced structure
of H-module on O(X0)ΠZ 'O(X0,0)'R. We note that this action of H on R depends on the
choice of a uniformizer Π of D. Therefore, it is non-canonical and does not quite commute
with that of Γ. In fact, the above isomorphisms are given by mapping f ∈R to the family
(Πn(f))n∈Z. If 0 6 i6 h− 1 then the endomorphism Ti of the direct product O(X0) is of degree
i− h, as follows from (12) and the definition of the GLh(K)-action. Therefore, the family Ti(f)
has entry Ti(Πh−i(f)) in degree zero. If we denote by σi the outer automorphism of Γ defined
by conjugation with the element Πh−i of D∗, then this implies

Ti(γ(f)) = σi(γ)(Ti(f)) for all γ ∈ Γ, f ∈R. (13)

The reduction of the action of H on R modulo certain prime ideals of R can be described as
follows.

Theorem 2.1. If i is an integer with 0 6 i6 h− 1, and if f ∈R= ŏ[[u1, . . . , uh−1]], then

Ti(f)(u)≡ f(uq
i

1 , . . . , u
qi

h−1) mod (u0, u1, . . . , ui−1)R,

where we change our previous convention and set u0 := π.

In order to prove this theorem, we need some preparation. Let mi be the ideal of R
generated by u0, . . . , ui−1. For any positive integer m let mi,m be the ideal of Rm generated
by ϕm(e1

m), . . . , ϕm(eim), where ϕm : π−moh/oh→ (mRm ,+H) denotes the universal level-m
structure and (e1

m, . . . , e
h
m) denotes the standard basis of the free (o/πmo)-module π−moh/oh.

According to [Koh11, Proposition 1.2], which builds on a result of Strauch, we have mi,m′ ∩Rm =
mi,m for any two integers m′ >m> 0. Further, mi,∞ := lim−→m

mi,m is a prime ideal of R∞ :=
lim−→m

Rm, lying above mi.
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Let Bi :=G0 ∩ tiG0t
−1
i , which is the parahoric subgroup of GLh(K) consisting of all matrices

g ∈G0 = GLh(o) of the form

g =
(
A B
πC D

)
with A ∈GLi(o), D ∈GLh−i(o), B ∈ oi×(h−i) and C ∈ o(h−i)×i. Further, let W be the subgroup
of permutation matrices in G0, identified with the Weyl group of GLh(K) with respect to the
diagonal torus. Let ` denote the length function on W corresponding to the generating set
of simple transpositions (j j + 1), 1 6 j 6 h− 1. Let Wi ⊆W be the Weyl group of the Levi
subgroup of GLh(K) consisting of all matrices of the form

g =
(
A 0
0 D

)
with A ∈GLi(K), D ∈GLh−i(K). Finally, let N0 ⊆G0 be the subgroup of all upper triangular
unipotent matrices in G0, and let B :=

⋂h−1
i=1 Bi.

Lemma 2.2. The group G0 is the disjoint union of the double cosets BwBi with w ∈W/Wi.
If w ∈W/Wi then BwBi =N0wBi =N0w̃Bi, where w̃ denotes the unique element of minimal
length in wWi. We have |BwBi/Bi|= q`(w̃).

Proof. The group B (respectively Bi) is the inverse image under the reduction map G0 =
GLh(o)→GLh(k), of the group of upper triangular matrices (respectively of upper triangular
i× (h− i)-block matrices) with coefficients in k. Therefore, the first two assertions follow from
the generalized Bruhat decomposition of GLh(k) (cf. [Bor91, 21.16]). The remaining assertions
follow from [Bor91, 21.21 and Proposition 21.29]. 2

We need to give a more precise version of the standard result in Lemma 2.2. If 1 6 r < s6 h
we let Nrs ⊆N0 denote the root subgroup of G0 consisting of all unipotent matrices possessing
non-zero off-diagonal entries at most in place (r, s). The set Φ := {(r, s) | 1 6 r, s6 h, r 6= s} can
be identified with the root system of GLn, and Φ+ := {(r, s) ∈ Φ | r < s} corresponds to the set of
positive roots for the basis determined by the Borel subgroup of upper triangular matrices. We let
Φ− := Φ r Φ+, and note that the symmetric group W acts on Φ in such a way that wNrsw

−1 =
Nw(r)w(s) for all (r, s) ∈ Φ and all w ∈W . Letting w ∈W and Ψw := {α ∈ Φ+ | w−1(α) ∈ Φ−},
the references given in the above proof show that the map

∏
α∈Ψw̃

Nα→BwBi/Bi, defined by
(nα)α∈Ψw̃ 7→ (

∏
α∈Ψw̃

nα)wBi, is surjective for any fixed but arbitrary ordering of the factors. It
induces a bijection ∏

α∈Ψw̃

Nα(k)−→BwBi/Bi. (14)

Here we abuse notation and also write Nα for the group scheme over o whose group of o-rational
points is Nα.

Lemma 2.3. If w ∈W rWi, and if w̃ denotes the unique element of minimal length in wWi,
then Ψw̃ contains a root (r, s) with r 6 i.

Proof. The assertion is trivial if i= 0 so that we may assume 1 6 i6 h− 1.
Our proof relies on the fact that the minimal coset representatives of W/Wi are explicitly

known. Given integers j and `j with 0 6 `j 6 j < h, we let wj(`j) be the (`j + 1)-cycle
(j + 1− `j , . . . , j + 1) in W , sending j + 1 to j + 1− `j . According to [Stu00, Theorem 2], there
is a unique sequence of integers (`i, `i+1, . . . , `h−1), satisfying 0 6 `h−1 6 · · ·6 `i 6 i, such that
w̃ = wh−1(`h−1) · · · wi(`i).
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Since w 6∈Wi, we have `i 6= 0 and consider the root (i+ 1, i+ 1− `i) ∈ Φ−. If j > i
then j + 1− `j > i+ 1− `j > i+ 1− `i, so that the cycle wj(`j) fixes i+ 1− `i. Since wi(`i)
(i+ 1) = i+ 1− `i, we obtain w̃(i+ 1) = i+ 1− `i. Letting i0 := max{j | j > i, `j = `i}, a similar
reasoning shows that w̃(i+ 1− `i) = i0 + 2− `i > i+ 1− `i. Thus,

(i+ 1− `i, i0 + 2− `i) = w̃(i+ 1, i+ 1− `i) ∈ Φ+.

When writing (i+ 1, i+ 1− `i) as an integral linear combination of the basis ∆ := {(r, r + 1) |
1 6 r < h} of Φ, it has a negative contribution from the positive simple root (i, i+ 1). In the
terminology of [Bor91, 21.23], it is contained in Ψ(∆ r {(i, i+ 1)})−. Thus,

(i+ 1− `i, i0 + 2− `i) ∈ Φ+ ∩ w̃(Ψ(∆ r {(i, i+ 1)})−) = Ψw̃,

the last equality being [Bor91, 21.23 (4)], where Ψw̃ is denoted by Φ′w̃. 2

Proof of Theorem 2.1. We first recall some of the constructions which are used in the proofs
of [Koh11, Proposition 1.2 and Theorem 1.4]. Fix an element g ∈G and an integer r > 0 such
that the matrix πrg−1 has coefficients in o. Fixing an integer m> 1 with π−rgoh ⊆ π−m+1oh, we
may view π−rgoh/oh as an o-submodule of π−moh/oh. Consider the power series

prg(X) :=
∏

α∈π−rgoh/oh
H(X, ϕm(α)) ∈Rm[[X]].

Letting 1 6 j 6 h, and choosing an element βj ∈ π−moh/oh whose image in π−moh/π−rgoh is the
image of ej1 under the injection π−rg : π−1oh/oh ↪→ π−moh/π−rgoh, we have

g(ϕ1(ej1)) = prg(ϕm(βj)) =
∏

α∈π−rgoh/oh
H(ϕm(βj), ϕm(α)). (15)

If g = t0 then we may take r = 1, m= 2 and obtain π−rg = 1, as well as prt0(X) = H(X, 0) =X.
Since the diagram

π−2oh/oh
ϕ2 // (mR2 ,+H)

π−1oh/oh
?�

OO

ϕ1 // (mR1 ,+H)

OO

is commutative, we obtain t0(ϕ1(ej1)) = ϕ1(ej1) for all j. Since (ϕ1(ej1))16j6h is a family of regular
parameters for R1, this implies that t0 stabilizes R1 and acts as the identity. By (12) this implies
T0(f) = t0(f) = f for all f ∈R, proving the theorem for i= 0.

Now assume 1 6 i6 h− 1. For g = ti we may again take r = 1, m= 2, and obtain

prti(X) =
∏

α1,...,αi∈o/πo

H(X, ϕ2(α1πe
1
2 + · · ·+ αiπe

i
2)).

Now

ϕ2(α1πe
1
2 + · · ·+ αiπe

i
2) = [α1]H([π]H(ϕ2(e1

2))) +H · · ·+H [αi]H([π]H(ϕ2(ei2)))

is contained in mi,2, because [αj ]H(X), [π]H(X) ∈XR[[X]] and since H(X, Y ) has trivial constant
coefficient. Thus,

prti(X)≡Xqi mod mi,2R2[[X]],

which, as above, implies ti(ϕ1(ej1))≡ ϕ1(ej1)q
i

mod mi,2 for all 1 6 j 6 h.
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Before we consider the action of more general elements of the form gti with g ∈G0, let us show
that ti(f)(u)≡ f(uq

i

1 , . . . , u
qi

h−1) mod mi for all f ∈R. As in the proof of [Koh11, Proposition
1.2], one can use the above form of prti to see that ti stabilizes mi,∞. In particular, it defines a
ring automorphism of R∞/mi,∞. However, R1/mi,1 is a regular local ksep-algebra with residue
class field ksep. Therefore, R1/mi,1 ' ksep[[ϕ1(ei+1

1 ), . . . , ϕ1(eh1)]] (cf. [Bou06, VIII.5.2 Corollaire
3]). It follows from the above that the subring R1/mi,1 of R∞/mi,∞ is stabilized by ti, and
that ti acts by raising the variables ϕ1(ej1) to the power of qi. Thus, it suffices to see that the
elements uj are contained in k[[ϕ1(e1

1), . . . , ϕ1(eh1)]]. This can be deduced from the explicit
construction of R1 from R0, as presented in the proof of [Dri74, Proposition 4.3]. Namely,
extend the automorphism σ of ŏ to a ring automorphism of R by letting it fix the variables u.
Since the logarithm f of H has coefficients in o[[u]][1/π], the power series [π]H(X) = f−1(πf(X))
has coefficients in o[[u]] =Rσ=1. Hence, so does f0(X) := [π]H(X)/X. As a consequence, σ can
be extended to a ring automorphism of L1 :=R[[X]]/(f0(X)) such that the image ϑ1 of X
in L1 is invariant under σ. Since [α]H(X) ∈ o[[u]][[X]], any element of the form [α]H(ϑ1) with
α ∈ o/πo is σ-invariant, as well. Considering f1(X) := [π]H(X)/

∏
α∈o/πo(X − [α]H(ϑ1)), we see

similarly that σ extends to L2 := L1[[X]]/(f1(X)) in such a way that the image ϑ2 of X in L2 is
σ-invariant. Proceeding inductively, σ extends to a ring automorphism of R1 = Lh in such a way
that the zeros ϕ1(e1

1), . . . , ϕ1(eh1) of [π]H(X) are all σ-invariant. Its reduction modulo mi,1 acts as
the q-power map on the coefficients of any power series in R1/mi,1 ' ksep[[ϕ1(ei+1

1 ), . . . , ϕ1(eh1)]].
Since the variables uj are all σ-invariant, the claim is proved.

As above, let Bi :=G0 ∩ tiG0t
−1
i , fix w ∈W rWi, and let w̃ be the unique element of

minimal length in the coset wWi. Let n ∈N0 and consider the element g := nwti ∈GLh(K).
For the computation of prg(X) we may again take r = 1 and m= 2. Let χi : π−moh/oh→
⊕hj=i+1(o/πmo)ejm be the natural projection. If α ∈ π−1goh/oh ⊆ π−moh/oh then α= χi(α) +
(α− χi(α)) with α− χi(α) ∈ ⊕ij=1(o/πmo)ejm. As in the computation of prti(X) we see
that ϕ2(α− χi(α)) ∈mi,2 and that ϕ2(α)≡ ϕ2(χi(α)) mod mi,2. This in turn implies that
H(X, ϕ2(α))≡H(X, ϕ2(χi(α))) mod mi,2R2[[X]]. Thus,

prg(X)≡
∏

α∈π−1goh/oh

H(X, ϕ2(χi(α))) mod mi,2R2[[X]].

Now if n′ is contained in a root subgroup Nrs ⊆N0 with r 6 i, and if α ∈ π−1goh/oh, then
χi(n′α) = χi(α). Therefore,

prn′g(X) ≡
∏

α∈π−1n′goh/oh

H(X, ϕ2(χi(α))) =
∏

α∈π−1goh/oh

H(X, ϕ2(χi(n′α)))

=
∏

α∈π−1goh/oh

H(X, ϕ2(χi(α)))≡ prg(X) mod mi,2R2[[X]].

As a consequence of (15), g(ϕ1(ej1))≡ (n′g)(ϕ1(ej1)) mod mi,∞ for all 1 6 j 6 h. Since the
elements ϕ1(ei+1

1 ), . . . , ϕ1(eh1) topologically generated R1/mi,1 over ksep, we obtain g(f)≡
(n′g)(f) mod mi,∞ for all f ∈R1. If f ∈R then (n′g)(f) depends only on the image of n′
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in Nrs(k) (cf. (14)). Since w ∈W rWi, we may choose (r, s) as in Lemma 2.3 and obtain∑
g∈BwBi/Bi

(gti)(f) =
∑

n∈
∏
α∈Ψw̃

Nα(k)

(nw̃ti)(f)

=
∑

n′∈Nrs(k)

( ∑
n∈

∏
α∈Ψw̃r{(r,s)} Nα(k)

(n′nw̃ti)(f)
)

≡
∑

n′∈Nrs(k)

( ∑
n∈

∏
α∈Ψw̃r{(r,s)} Nα(k)

(nw̃ti)(f)
)

mod mi,∞

≡ 0 mod mi,∞,

because |Nrs(k)|= q and since R∞/mi,∞ is of characteristic p. According to Lemma 2.2 and (12)
we obtain

Ti(f)≡ ti(f)≡ f(uq
i

1 , . . . , u
qi

h−1) mod mi,

where the second congruence was proved above. 2

As a direct consequence of Theorem 2.1 we obtain the following result.

Corollary 2.4. If 1 6 i6 h then the prime ideal mi := (π, u1, . . . , ui−1)R of R is stable under
the action of the ŏ-subalgebra of H generated by T0, . . . , Ti.

In the following, we shall always view R as a topological ring with respect to its m-adic
topology. Note that the m-adic topology gives R the structure of a pseudo-compact ŏ-module in
the sense that R is a complete Hausdorff topological ŏ-module which is the projective limit of
discrete ŏ-modules of finite length.

Corollary 2.5. For any integer i with 0 6 i6 h− 1, and for any non-negative integer n, the
ŏ-linear endomorphism Tni of R is continuous with closed image. The ŏ-linear endomorphism Tn1
of R is injective. If m> n then the ŏ-module Tn1 (R)/Tm1 (R) is torsion free. It is non-zero unless
h= 1.

Proof. The ring homomorphism ti :R→R
tiG0t

−1
i∞ ↪→R

G0∩tiG0t
−1
i∞ is local, hence is continuous

for the topologies defined by the maximal ideals. Moreover, the trace map R
G0∩tiG0t

−1
i∞ →R is

R-linear, hence is continuous for the m-adic topologies. By Krull’s intersection theorem, the

m-adic topology on R
G0∩tiG0t

−1
i∞ coincides with the topology defined by the maximal ideal of

R
G0∩tiG0t

−1
i∞ . Therefore, it follows from (12) that Ti is continuous. It is a general fact that

continuous ŏ-linear maps between pseudo-compact ŏ-modules have closed image (cf. [Sch11,
Theorem 22.3]).

If Tn1 (f) = 0 then the injectivity of Tn1 modulo πR (cf. Theorem 2.1) implies that f ∈ πR,
i.e. f = πf ′ for some element f ′ ∈R. Since Tn1 is ŏ-linear and since R is torsion free over ŏ, we
obtain Tn1 (f ′) = 0, as well. Proceeding inductively, we find f ∈ ∩m>0π

mR= {0}.
Finally, let g, f ∈R be such that πTn1 (g) = Tm1 (f). According to Theorem 2.1 we have

f(uq
m

1 , . . . , uq
m

h−1)≡ Tm1 (f)≡ πTn1 (g)≡ 0 mod πR.

Obviously, this implies f ∈ πR. Writing f = πf ′ for some element f ′ ∈R, we obtain πTn1 (g) =
πTm1 (f ′), whence Tn1 (g) = Tm1 (f ′) becauseR is torsion free over ŏ. This proves that Tn1 (R)/Tm1 (R)
is torsion free over ŏ. That it is non-zero, provided h 6= 1, follows from Theorem 2.1. 2
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Note that the image of ŏ in lim−→m
O(Xm) is pointwise fixed by GLh(K), so that ŏ is naturally

an H-submodule of R with Ti acting by multiplication with the index (G0 :G0 ∩ tiG0t
−1
i ). In the

case of height two, we can now prove the following result.

Theorem 2.6. If h= 2 then R/ŏ is a flat module over H/(T0 − 1)H' ŏ[T1].

Proof. It follows from Theorem 2.1 that the action of H on R (and hence that on R/ŏ) factors
through H/(T0 − 1)H. The identification of this quotient with ŏ[T1] follows from the integral
Satake isomorphism (11). Letting RK :=R⊗o K 'R⊗ŏ K̆, it suffices to see that RK/K̆ and
R/ksep are flat over K̆[T1] and ksep[T1], respectively (cf. [Bos08, 2.6 Lemma 1]).

Since ksep[T1] is a principal ideal domain, it suffices to see that R/ksep is torsion free over
ksep[T1]. Note that the ksep-subspace m of R is in fact a ksep[T1]-submodule which is isomorphic
to R/ksep. If F ∈ ksep[T1] and f ∈m = u1k

sep[[u1]] then

ordu1(F (f)) = ordu1(f) · qordT1
(F ),

by Theorem 2.1, whence m is torsion free over ksep[T1].

To complete the proof, we will show that RK/K̆ is torsion free over K̆[T1]. Let f ∈RK and
F ∈ K̆[T1] r {0} be such that F (f) ∈ K̆. We need to see that f ∈ K̆. If f − f(0) 6= 0 choose
integers r and s such that πrF ∈ ŏ[T1] and πs(f − f(0)) ∈R with non-trivial images in ksep[T1]
and R, respectively. Since πrF (πs(f − f(0))) ∈R ∩ K̆ = ŏ, the case we treated above shows that
πs(f − f(0)) ∈ πR. This contradicts the choice of s and shows that indeed f = f(0) ∈ K̆. 2

Remark 2.7. Without any restriction on h, the above proof can be adjusted to show that R/ŏ is
flat over the subalgebra ŏ[T1] of H/(T0 − 1)H.

Let h be arbitrary again. The proof of Theorem 2.6 could have been slightly simplified by
referring to the following result.

Proposition 2.8. The endomorphism T1 of R/ŏ is topologically nilpotent in the sense that
∩n>0T

n
1 (R/ŏ) = {0}. Equivalently, ∩n>0T

n
1 (R) = ŏ. The action of the ring ŏ[T1] on R/ŏ extends

to an action of ŏ[[T1]].

Proof. Note first that the action of T1 on ŏ is bijective after reduction modulo π (cf. Theorem 2.1),
hence is bijective itself. This shows that ŏ is contained in any submodule Tn1 (R), i.e. ŏ⊆
∩n>0T

n
1 (R).

Conversely, assume f ∈ ∩n>0T
n
1 (R). The image of f in R is contained in ∩n>0T

n
1 (R) =

ksep, the last equality following from Theorem 2.1. Therefore, we can write f = α+ πf ′ with
α ∈ ŏ and f ′ ∈R. By what we already know, we must have πf ′ = f − α ∈ ∩n>0T

n
1 (R), as

well. As a consequence of Corollary 2.5, this implies f ′ ∈ ∩n>0T
n
1 (R). Inductively, this yields

f ∈ ∩n>0(ŏ + πnR) = ŏ, the last equality coming from the fact that ŏ is closed in R (cf. [Sch11,
Lemma 22.2]). This proves the first assertion of the proposition. Together with Corollary 2.5
and [Sch11, Lemma 22.1], it implies that the natural ŏ[T1]-linear homomorphism of pseudo-
compact ŏ-modules

R/ŏ−→ lim←−
n>0

(R/ŏ)/Tn1 (R/ŏ)

is bijective. Obviously, the action of ŏ[T1] on the right-hand side extends to lim←−n>0
ŏ[T1]/Tn1 ŏ[T1]'

ŏ[[T1]]. 2
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3. Iwasawa theoretic structure theorems

The group Γ is a profinite topological group with a basis of open neighborhoods of the identity
given by the subgroups Γi = 1 + ΠioD for i> 1. The following assertion is a direct consequence
of a result of Gross and Hopkins (cf. [GH94, Lemma 19.3]).

Proposition 3.1. Endowing the ring R with its m-adic topology and the direct product Γ×R
with the product topology, the action of Γ on R is continuous in the sense that the map
((γ, f) 7→ γ(f)) : Γ×R→R is a continuous map of topological spaces.

Proof. The group Γ acts on R by local ring automorphisms which are continuous for the m-
adic topology. For the same reason we have Γ(mn) = mn for any integer n> 0, so that the map
Γ×R→R is continuous at (1, 0). Therefore, it suffices to show that if f ∈R is an arbitrary
element, then the map (γ 7→ γ(f)) : Γ→R is continuous.

Fix an integer n> 1. It suffices to prove that γ(f)− f ∈mn for any element γ ∈ Γh(n−1). Since
mn is an ideal of R, one can further reduce to the case f = ui for some index i with 1 6 i6 h− 1.
Consider the affinoid subdomain D0 ⊂ Spf(R)rig of § 1. The spectral norm of O(D0) is given by

|g|D0 := sup
x∈D0

|g(x)|= sup
α∈Nh−1

|dα|q−|α|,

if g =
∑

α∈Nh−1 dαu
α ∈ O(D0). In particular, an element g ∈R⊆O(D0) is contained in mn if and

only if |g|D0 6 q−n. Applying [GH94, Lemma 19.3] with e= 1, we have

|γ(ui)− ui|D0 = sup
x∈D0

|ui(x · γ)− ui(x)|6 q−n

for any γ ∈ Γh(n−1). By our previous remark this implies γ(ui)− ui ∈mn, as required. 2

For any profinite group H we define the completed group ring Λ(H) = ŏ[[H]] of H over ŏ by

Λ(H) = ŏ[[H]] := lim←−
N�oH

ŏ[H/N ],

where the projective limit runs over all open normal subgroups N of H. If N and N ′ are
two open normal subgroups of H with N ′ ⊆N , then the transition map ŏ[H/N ′]→ ŏ[H/N ]
of this projective limit is the natural homomorphism of group rings induced by the surjective
homomorphism H/N ′→H/N . We note that if N is an open normal subgroup of H, then
the group ring ŏ[H/N ] is the projective limit of the Artinian rings (ŏ/πm)[H/N ] with m> 0.
Therefore, Λ(H) is a pseudo-compact topological ring in the sense of [Bru66, p. 442].

We shall abbreviate Λ := Λ(Γ) and Λ1 := Λ(Γ1). It follows from Proposition 3.1 that if n is
any positive integer then there is an open normal subgroup N of Γ such that N acts trivially on
R/mn. In fact, the proof of Proposition 3.1 shows that we may take N := Γh(n−1). This allows us
to view R/mn as a module over Λ via the natural ring homomorphism Λ→ ŏ[Γ/N ]. The natural
maps R/mn+1→R/mn are Λ-equivariant and provide R' lim←−n R/m

n itself with the structure
of a Λ-module. In fact, this construction makes R a pseudo-compact module over Λ, i.e. R is a
complete Hausdorff topological Λ-module possessing a basis of open neighborhoods of zero (the
ideals mn) consisting of Λ-submodules such that the corresponding quotient modules are of finite
length.

Lemma 3.2. If n is a non-negative integer and if 0 6 i6 h− 1 then the ŏ-submodule Tni (R) of
R is Λ-stable.
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Proof. According to Corollary 2.5 the ŏ-submodule Tni (R) of R is closed, hence is complete for
the induced topology. As a consequence, the natural map

Tni (R)−→ lim←−
m>0

Tni (R)/(Tni (R) ∩mm)

is bijective (cf. [Sch11, Theorem 22.3 and Lemma 22.1]). By the construction of the Λ-module
structure on R it therefore suffices to see that Tni (R) is Γ-stable. This follows from (13). 2

Following [ST02b, § 1], we endow the K̆-vector space RK :=R⊗o K 'R⊗ŏ K̆ with the finest
locally convex topology over K̆ for which the inclusion R⊂RK is continuous when R is endowed
with its m-adic topology. An ŏ-lattice L of RK is open for this topology if and only if R ∩ aL is
open in R for any element a ∈ ŏ r {0}.

For any element F ∈H we also denote by F its natural image inH⊗o K, viewed as a K̆-linear
endomorphism of RK . We also set ΛK := Λ⊗o K ' Λ⊗ŏ K̆.

Proposition 3.3. The locally convex K̆-vector space RK is Hausdorff, complete and induces
the m-adic topology on R. For any integer n> 0 the K̆-linear endomorphism Tn1 of RK is
continuous and injective. Its image is a closed, ΛK-stable K̆-subspace of RK . If h 6= 1 we have
Tn+1

1 (RK) $ Tn1 (RK). In this case, the ΛK-module RK is not topologically of finite length.

Proof. Let (u) be the ideal of RK generated by u1, . . . , uh−1. For any integer m> 0 consider
the ŏ-lattice Lm := πmR+ (u)m of RK . If a ∈ ŏ r {0} then aLm ∩R⊇m2m+v(a), so that Lm is
open in RK . Further, ∩m>0Lm = {0}, so that RK is Hausdorff. Since the m-adic topology of R is
obviously finer than the one induced by RK , it suffices to see that any power mm of the maximal
ideal m of R contains a subset of the form R ∩ L for some open lattice L of R. This is clear from
R ∩ Lm ⊆mm.

Since R is complete and since multiplication with π is a homeomorphism from RK to itself,
it follows that any subset of RK of the form πmR, m ∈ Z, is complete, as well. As in the proof
of [ST02b, Lemma 1.4], one can deduce that the locally convex K̆-vector space RK is complete.
In fact, any Cauchy net admits a subnet contained in a set of the form π−mR for some integer m.

The injectivity of Tn1 follows from Corollary 2.5 and the flatness of R over ŏ. By definition
of the topology of RK , the K̆-linear endomorphism Tn1 of RK is continuous if and only if its
restriction Tn1 :R→RK to R is. The latter, however, is the composition of the maps Tn1 :R→R
and R ↪→RK , so that the claim follows from Corollary 2.5.

We now show that the K̆-subspace Tn1 (RK) of RK is closed. Denote by N the ŏ-submodule
of R consisting of all power series f(u) =

∑
α∈Nh−1 dαu

α for which dα = 0 whenever all of
α1, . . . , αh−1 are divisible by qn in N. We claim that N is a closed ŏ-module complement
of Tn1 (R) in R. It is clear that N is a closed ŏ-submodule of R. Both N and R/Tn1 (R) are
π-adically separated, complete and torsion-free ŏ-modules (cf. Corollary 2.5). To prove the claim,
it therefore suffices to see that the natural map N →R/Tn1 (R) is bijective after reduction modulo
πŏ. This follows immediately from Theorem 2.1.

It follows from [Sch11, Theorem 22.3], that the continuous bijection N ⊕ Tn1 (R)→R of
pseudo-compact ŏ-modules is a homeomorphism. In particular, the projection prN :R→R onto
N is continuous. This can also be proven directly by showing that mm = (mm ∩N)⊕ (mm ∩
Tn1 (R)) for any non-negative integer m. Now the K̆-linear extension (prN )K of prN has kernel
Tn1 (RK). In order to see that Tn1 (RK) is closed in RK it therefore suffices to see that (prN )K is
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a continuous endomorphism of RK . As above, this follows from the fact that its restriction to R
is the composition of the continuous maps prN :R→R and R ↪→RK .

The two final assertions of the proposition follow directly from Corollary 2.5. 2

Remark 3.4. One can show that the actions of Γ and H on R are in fact the ŏ-linear extensions
of oh-linear actions on oh[[u1, . . . , uh−1]]. Our rather ad hoc proof of parts of Proposition 3.3 can
then be simplified, using the methods of [ST02b] for the locally compact field Kh. In particular,
one can deduce that RK is the continuous K̆-linear dual of a continuous unitary representation
of Γ on a K̆-Banach space V . Further, V admits an ascending sequence of closed Γ-stable
K̆-subspaces Vn, n> 0, whose continuous K̆-linear duals are isomorphic to RK/Tn1 (RK).

Remark 3.5. Assume the characteristic of K to be zero. If H denotes the set of all K-rational hy-
perplanes in the (h− 1)-dimensional projective space Ph−1

K over K, then Ωh
K := Ph−1

K r
⋃
H∈H H

is a rigid analytic K-variety known as Drinfeld’s symmetric space of dimension h− 1 over K. Its
ring of global sections O(Ωh

K) is a K-Fréchet space with a natural action of the group GLh(K)
which is dual to a locally analytic representation in the sense of [ST02a, § 3]. By work of Orlik
and Strauch, the GLh(K)-representation O(Ωh

K) is topologically of finite length (cf. [OS10,
Corollary 7.6]). The exact analog of this representation is the Γ-representation O(Spf(R)rig)
which is dual to a locally analytic representation, as well, provided K = Qp (cf. [Koh12, Theorem
3.3]). Although the precise relation to its continuous Γ-subrepresentation RK is currently unclear,
the latter is not topologically of finite length unless h= 1 (cf. Proposition 3.3). This is due to
the appearance of the Hecke algebra H which is not relevant in Drinfeld’s setting. In fact, in the
latter situation the spherical Hecke algebra is K[D∗/o∗D]'K[T0, T

−1
0 ] with T0 acting trivially.

In the most basic case where K = Qp and h= 2 the results of § 1 allow us to prove at least
that the Λ-modules Tn1 (R)/Tn+1

1 (R) are finitely generated for any integer n> 0.

Theorem 3.6. If h= 2 and if K = Qp then the Λ-module Tn1 (R)/Tn+1
1 (R) is finitely generated

for any integer n> 0.

Proof. It suffices to see that Tn1 (R)/Tn+1
1 (R) is finitely generated over Λ1 := ŏ[[Γ1]]. Note that

Tn1 (R)/Tn+1
1 (R) is a pseudo-compact Λ-module (cf. Corollary 2.5, Lemma 3.2 and [Sch11,

Theorem 22.3]). Further, as we shall recall below, Γ1 = 1 + ΠoD is a pro-p group. Therefore,
the ring Λ1 is a local ŏ-algebra whose maximal ideal is generated by p and finitely many
elements of the form γ − 1, γ ∈ Γ1 (cf. [Sch11, Propositions 19.5 and 19.7]). According to [Bru66,
Corollary 1.5], it suffices to see that the ksep-vector space (Tn1 (R)/Tn+1

1 (R))Γ1 of Γ1-coinvariants
of Tn1 (R)/Tn+1

1 (R) is finite-dimensional.
Note that Tn1 induces a ksep-linear bijection R/T1(R)→ Tn1 (R)/Tn+1

1 (R) which is Γ1-
equivariant if the action on the right is changed by an automorphism of Γ1 (cf. (13)). We may
therefore restrict to the case n= 0. Considering the short exact sequence

0−→ ksep −→R−→m−→ 0

of Γ-equivariant homomorphisms of pseudo-compact Λ-modules, we may further replace R by
m. Note that T1(m)⊆m and even T1(m)⊆mp by Theorem 2.1.

We will prove that (m/T1(m))Γ1 is one-dimensional over ksep and is generated by the class of
u := u1. For this it suffices to show that the map m/T1(m)→m/m2 induces an isomorphism in
Γ1-coinvariants. Namely, the action of Γ1 on m/m2 is trivial, as follows from Theorem 1.16 and
the proof of Proposition 3.1.
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We claim that it suffices to prove that for any integer n> 2 the natural map

[(mn + T1(m))/(mn+1 + T1(m))]Γ1 −→ [m/(mn+1 + T1(m))]Γ1 (16)

is the zero map. Indeed, by the right exactness of the functor (·)Γ1 this would imply that for any
integer n> 2 the natural map

m/(mn+1 + T1(m))→m/(mn + T1(m))

induces an isomorphism of Γ1-coinvariants. This in turn would imply

(m/T1(m))Γ1 ' [lim←−
n>2

m/(mn + T1(m))]Γ1

' lim←−
n>2

[m/(mn + T1(m))]Γ1 ' [m/(m2 + T1(m))]Γ1

' (m/m2)Γ1 'm/m2.

Here the second isomorphism follows from [Bru66, Lemma 4.2(ii) and Corollary 4.3(ii)], and the
fourth isomorphism comes from the fact that T1(m)⊆m2.

We will now show that the map (16) is indeed the zero map for any integer n> 2. Note
that (mn + T1(m))/(mn+1 + T1(m)) is of ksep-dimension 1 if n is not divisible by p (and then is
generated by the class of un) and is of dimension 0 if n≡ 0 mod p. We therefore need to show
that un ∈m(Γ1) + T1(m) + mn+1 if n 6≡ 0 mod p. Here m(Γ1) denotes the kernel of the natural
surjection m→mΓ1 . For the rest of the proof assume that n> 2 is not divisible by p.

If n 6≡ 1 mod p then we let γ := 1 + Π ∈ Γ1. To simplify the notation we write γ(u) instead
of γ(u), as we did in § 1. According to Theorem 1.16 we have (γ − 1)(un−1)≡−(n− 1)un

mod mn+1. Since n− 1 6= 0 in ksep, we have un ∈mn−1(Γ1) + mn+1, as desired.

If n≡ 1 mod p write n= jp+ 1 with j > 1. Let us first assume j = 1. Let ξ be an arbitrary el-
ement of µp2−1. Set γ := 1 + Πξ ∈ Γ1. Note that according to Theorem 1.16 we have (γ − 1)(u)≡∑p−1

i=1 (−ξ)iui+1 + ξpup+1 mod mp+2. Choosing p pairwise distinct elements ξ1, . . . , ξp ∈ µp2−1,
viewed also as elements of k2 by reduction modulo p, the vectors vi := (ξi, (ξi)2, . . . , (ξi)p),
1 6 i6 p, are a basis of the k2-vector space kp2, as follows from the well-known formula of the
Vandermonde determinant. In particular, there are coefficients λ1, . . . , λp ∈ k2 ⊂ ksep such that∑p

i=1 λivi is the pth standard unit vector of kp2. Setting γi := 1 + Πξi ∈ Γ1, our above calculation
shows that

p∑
i=1

λi(γi − 1)(u)≡ up+1 mod mp+2.

This implies up+1 ∈m(Γ1) + mp+2, as desired.

Now assume n= jp+ 1 with j > 2. Let us first treat the case p 6= 2. There is an integer r > 0
such that n− p− 2 = rp+ p− 1. If γ = 1 + Πξ ∈ Γ1 is as before, it follows from Theorem 1.16
that

γ(u)(1 + ξu)≡ u+ 2ξpup+1 − ξp+1up+2 + (ξp+2 − ξ)up+3 mod mp+4

(cf. Remark 1.17 to see that we use the assumption K = Qp here). As a consequence, a direct
computation shows that

γ(up−1) = γ(u)p−1 ≡ up−1 + ξup − 3ξpu2p−1 − 2ξp+1u2p + ξu2p+1 mod m2p+2.
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Using p > 2, we obtain

γ(urp+p−1) = γ(up)rγ(u)p−1

≡ (urp − rξpu(r+1)p)γ(up−1)
≡ u(r+1)p−1 + ξu(r+1)p − (r + 3)ξpu(r+2)p−1

− (r + 2)ξp+1u(r+2)p + ξu(r+2)p+1 mod m(r+2)p+2. (17)

A Vandermonde argument similar to the one above shows that

un−p−1 + un ∈mn−p−2(Γ1) + mn+1.

Since n− p− 1 = (r + 1)p is divisible by p, Theorem 2.1 implies that un−p−1 ∈ T1(m), completing
the proof if p 6= 2.

If p= 2, let us first assume n= 2j + 1 with j odd. It follows from Theorem 1.16 that

γ(un−2) = γ(u2)j−1γ(u)≡ (u2 + ξ2u4)j−1(u+ ξu2 + ξ2u3)
≡ u2(j−1)+1 + ξu2j + jξ2u2j+1 mod mn+1.

Since the image of j in ksep is non-zero, we obtain un ∈mn−2(Γ1) + T1(m), as before.
If p= 2 and n> 2 with n≡ 1 mod 4, we write n= i+ j8 with j > 0 and i ∈ {5, 9}. For i= 5

we compute

γ(u)1+j8 ≡ uj8γ(u) mod mn+1 ≡ uj8(u+ ξu2 + ξ2u3 + ξu5) mod mn+1,

using that (j + `)8> n for any integer `> 1. As in the case p > 2 this implies un = u5+j8 ∈
mn−2p(Γ1) + T1(m) + mn+1 because u2+j8 ∈ T1(m).

If i= 9 we have n− 6 = 3 + j8 and compute

γ(u)3+j8 ≡ γ(u)3(uj8 + jξ2u(j+1)8) mod mn+1 ≡ uj8γ(u)3 mod mn+1,

because γ(u)3 ∈m3 and 3 + (j + 1)8 = n+ 2. A direct computation, using the enhanced
approximation of γ(u) in Remark 1.18, shows that

γ(u)3 = γ(u)γ(u)2 ≡ (u+ ξu2 + ξ2u3 + ξu5 + u7)(u2 + ξ2u4 + ξu6) mod m10

≡ u3 + ξu4 + u6 + ξu7 + ξ2u8 + u9 mod m10.

As above, this implies un = u9+j8 ∈mn−3p(Γ1) + T1(m) + mn+1 because u6+j8 ∈ T1(m). 2

Corollary 3.7. Assume h= 2 and K = Qp. If n is a non-negative integer then the Λ-module

Tn1 (R/ŏ)/Tn+1
1 (R/ŏ) is generated by the class of up

n

1 .

Proof. Note that the reduction of R/ŏ modulo πŏ is Λ- and H-equivariantly isomorphic
to m. According to [Bru66, Corollary 1.5], it suffices to show that the ksep-vector space
(Tn1 (m)/Tn+1

1 (m))Γ1 is generated by the class of up
n

1 . This was shown in the proof of
Theorem 3.6. 2

Remark 3.8. As seen in (13), there is an outer automorphism σ1 of Γ, extending to an ŏ-linear
ring automorphism σ1 of Λ, such that T1 · λ= σ1(λ) · T1 as endomorphisms of R for all λ ∈ Λ.
By Proposition 2.8, R/ŏ therefore is a module over the twisted power series ring Λ[[T1; σ1]]. The
latter consists of all formal power series

∑∞
n=0 λnT

n
1 with λn ∈ Λ and multiplication defined by( ∞∑

n=0

λ′nT
n
1

)
·
( ∞∑
m=0

λmT
m
1

)
:=

∞∑
i=0

( ∑
n+m=i

λ′nσ
n
1 (λm)

)
T i1.
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It follows from Corollary 3.7 and a topological version of the Nakayama lemma applied to the
local pseudo-compact subring Λ1[[T1; σ1]] of Λ[[T1; σ1]] (cf. [Bru66, Corollary 1.5]), that R/ŏ is
finitely generated over Λ1[[T1; σ1]] and Λ[[T1; σ1]], provided h= 2 and K = Qp. A generator is
given by the class of u1.

The computations of Theorem 3.6 can be generalized so as to compute the graded pieces of
the mΛ1-adic filtration of m/T1(m). This is the content of the subsequent proposition and of its
corollary. For simplicity, we restrict to the case p 6= 2.

Proposition 3.9. Assume h= 2 and K = Qp with p> 3. Let r be a non-negative integer. If
1 6 j 6 p− 1 then

m
r(p−1)+j
Λ1

·m + T1(m) = m2rp+p+j +
p−1∑
`=j+1

ksepu2rp+`
1 + T1(m).

In particular,

m
r(p−1)+1
Λ1

·m + T1(m) = m2rp+2 + T1(m)

and

m
(r+1)(p−1)
Λ1

·m + T1(m) = m2(r+1)p−1 + T1(m)

for any non-negative integer r.

Proof. Set u := u1. Assume the assertion to be true for r(p− 1) + j with 1 6 j 6 p− 1 (which it
is if r = 0 and j = 1, as follows from Corollary 3.7). We will then prove it for r(p− 1) + j + 1.

Let us first assume j = p− 1, so that r(p− 1) + j + 1 = (r + 1)(p− 1) + 1. It follows
from [Sch11, Proposition 26.5] and from Lemma 3.12 below, that Γ1 is topologically generated
by elements of the form γ = 1 + Πξ and γ = 1 + ξp with ξ ∈ µp2−1. By [Sch11, Proposition 19.5],
the ideal mΛ1 is generated by p and the corresponding elements γ − 1. By our computation of
(γ − 1)(up−1) in the proof of Theorem 3.6, as well as by Theorem 1.19, we have mΛ1 ·m2(r+1)p−1 ⊆
m2(r+1)p+2 + T1(m). Further, as in Theorem 3.6, one can prove that equality holds, and hence
that m

(r+1)(p−1)+1
Λ1

·m + T1(m) = m2(r+1)p+2 + T1(m), as required.

Now assume j < p− 1. We have m2(r+1)p−1 ⊆m
r(p−1)+j
Λ1

·m + T1(m). As above, this yields

m2(r+1)p+2 ⊆m
r(p−1)+j+1
Λ1

·m + T1(m). Further, u2pr+p−1 ∈m
r(p−1)+j
Λ1

·m + T1(m). If γ = 1 +
Πξ ∈ Γ1 for some element ξ ∈ µp2−1, then

γ(u2rp+p−1) ≡ u2rp+p−1 + ξu(2r+1)p − (2r + 3)ξpu2(r+1)p−1

− (2r + 2)ξp+1u2(r+1)p + ξu2(r+1)p+1 mod m2(r+1)p+2

by (17). By the Vandermonde argument used before, we obtain that u2(r+1)p+1, and hence
m2(r+1)p+1, is contained in m

r(p−1)+j+1
Λ1

·m + T1(m).

Further, u2rp+p+p−2 ∈m
r(p−1)+j
Λ1

·m + T1(m), by assumption. Applying a suitable element

γ − 1 ∈mΛ1 , we obtain u2rp+p+p−1 ∈m
r(p−1)+j+1
Λ1

·m + T1(m). Going down step by step, we

obtain m2rp+p+j+1 ⊆m
r(p−1)+j+1
Λ1

·m + T1(m). It now remains to see that

mΛ1 ·
p−1∑
`=j+1

ksepu2rp+` ≡
p−1∑
`=j+2

ksepu2rp+` mod m2rp+p+j+1 + T1(m).
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Let ξ ∈ µp2−1. If γ = 1 + ξp and n> 2pr + j + 1 then Theorem 1.19 implies (γ − 1)(un) ∈
mn+p+1 ⊆m2pr+p+j+1. If γ = 1 + Πξ and j + 1 6 `6 p− 1 then write `= p− i with 1 6 i6
p− j − 1. According to Theorem 1.16 we have

γ(u2pr+`) ≡ u2prγ(u)` ≡ u2pr (1 + ξu)i

1 + ξpup
u`

≡ (1 + ξu)iu2pr+` mod m2pr+p+j+1.

This shows

mΛ1 ·
p−1∑
`=j+1

ksepu2rp+` ⊆
p−1∑
`=j+2

ksepu2rp+` + m2rp+p+j+1 + T1(m).

Since (γ − 1)(u2rp+`)≡−`ξu2rp+`+1 mod m2pr+`+2 with ` 6≡ 0 mod p, a downward induction
as above shows that conversely

p−1∑
`=j+2

ksepu2rp+` ⊆mΛ1 ·
p−1∑
`=j+1

ksepu2rp+` + m2rp+p+j+1 + T1(m).

This completes the proof. 2

Remark 3.10. Assume K = Qp, h= 2, and let n be a positive integer. Modulo pΛ1, the ideal m
pn

Λ1

is generated by the maximal ideal of the local ring Λ(Γ2n+1) = Λ(Γp
n

1 ). Proposition 3.9 shows
that if γ ∈ Γ2n+1, then the power series (γ − 1)(u1) must generically have u1-order

∑n
i=0 2pi.

This is in accordance with the result [Cha96, Theorem 2] of Chai.

As an immediate consequence of Proposition 3.9 we obtain the following result.

Corollary 3.11. Assume h= 2 and K = Qp with p> 3. For any integer i> 0 let

gri(m/T1(m)) := [mi
Λ1
· (m/T1(m))]/[mi+1

Λ1
· (m/T1(m))].

(i) If i= 0 then the ksep-vector space gri(m/T1(m)) is one-dimensional. A ksep-basis is given
by the class of u1.

(ii) If i > 0 then the ksep-vector space gri(m/T1(m)) is two-dimensional. Write i= r(p− 1) + j
with r > 0 and 1 6 j 6 p− 1. If j 6= p− 1 then a ksep-basis of gri(m/T1(m)) is given by the classes

of u2rp+j+1
1 and u2rp+p+j

1 . If j = p− 1 then a ksep-basis is given by the classes of u
2(r+1)p−1
1 and

u
2(r+1)p+1
1 .

Let h and K be arbitrary again and define

gr(m/T1(m)) :=
∞⊕
i=0

[mi
Λ1
· (m/T1(m))]/[mi+1

Λ1
· (m/T1(m))]

as above. The action of the center Z := o∗ of Γ is trivial on R (cf. [GH94, Proposition 14.13]).
Therefore, gr(m/T1(m)) naturally is a module over the graded ksep-algebra

gr(Λ(Γ1/Z1)) :=
∞⊕
i=0

mi
Λ(Γ1/Z1)/m

i+1
Λ(Γ1/Z1).

Here Z1 := Γ1 ∩ Z, Λ(Γ1/Z1) := Λ(Γ1/Z1)/πΛ(Γ1/Z1) and mΛ(Γ1/Z1) denotes the maximal ideal
of the local ring Λ(Γ1/Z1).
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In a special case, fundamental results of Lazard allow us to explicitly describe the structure
of the ring gr(Λ(Γ1/Z1)). A recent exposition of the necessary techniques was given in [Sch11,
Part B].

For the rest of this article assume K = Qp with p > h+ 1. Recall that vD denotes the
valuation on the Qp-division algebra D, extending the p-adic valuation v on Qp. In particular,
vD(δ) > vD(Π) = 1/h > 1/(p− 1) for any element δ ∈ΠoD. Consider the map ω : Γ1 r {1}→
(1/(p− 1),∞)⊂ R, defined by ω(γ) := vD(γ − 1). As in [Sch11, Example 23.2], one shows that
ω is a p-valuation on Γ1 in the sense of [Sch11, p. 169].

If i> 1, and if Γi := 1 + ΠioD is as before, then Γi = {γ ∈ Γ1 | ω(γ) > i/h} and Γi+1 = {γ ∈
Γ1 | ω(γ)> i/h}. In the notation of [Sch11, p. 170], this means Γi = (Γ1)i/h and Γi+1 = (Γ1)i/h+.
It is a general property of p-valued groups which can be checked directly here, that [Γi, Γj ]⊆ Γi+j
and Γpi ⊆ Γi+h ⊆ Γi+1. Therefore, gri(Γ1) := Γi/Γi+1 is an abelian group of exponent p, i.e. a k-
vector space (note that k = Fp since K = Qp). In fact, in our situation the structure of gri(Γ1)
can be made more explicit. Namely, the map (1 + Πiδ 7→ δ + ΠoD) : Γi→ oD/ΠoD ' kh induces
an isomorphism of k-vector spaces gri(Γ1)' kh for all integers i> 1 (cf. [PR94, 1.4.4 Proposition
1.8]).

According to [Sch11, Lemmas 23.4, 23.5 and Proposition 25.3], the graded k-vector space

g :=
∞⊕
i=1

gri(Γ1) =
∞⊕
i=1

Γi/Γi+1

becomes a Lie algebra over the polynomial ring k[t] in the variable t by setting

[γΓi+1, γ
′Γj+1] := γγ′γ−1(γ′)−1Γi+j+1 for γ ∈ Γi, γ′ ∈ Γj ,

and
t · γΓi+1 := γpΓi+h+1 for γ ∈ Γi.

Lemma 3.12. The natural map k[t]⊗k (
⊕h

i=1 gri(Γ1))→ g is an isomorphism of k[t]-modules.

Proof. The assertion is equivalent to the claim that for any integer i> 1 the map (γΓi+1 7→
γpΓi+h+1) : gri(Γ1)→ gri+h(Γ1) is bijective. That it is injective, follows from one of the axioms
of a p-valuation, namely ω(γp) = ω(γ) + 1.

If γ = 1 + Πi+hδ = 1 + Πipδ ∈ Γi+h with δ ∈ o∗D, then γ̃ := 1 + Πiδ ∈ Γi satisfies

γ̃p = 1 + pΠiδ +
p−1∑
j=2

(
p

j

)
(Πiδ)j + (Πiδ)p in D.

If 2 6 j 6 p− 1 then vD(
(
p
j

)
(Πiδ)j) = 1 + ij/h > 1 + i/h= vD(Πip). Further, vD((Πiδ)p) =

pi/h= ((p− 1)/h)i+ i/h > 1 + i/h by our assumption on p. The above explicit form of the
isomorphism Γi+h/Γi+h+1 ' oD/ΠoD then implies that γ̃p ≡ γ mod Γi+h+1. 2

For any 1 6 i6 h let (γij)16j6h be a family of elements of Γi whose images in Γi/Γi+1 form
a k-basis. It follows from Lemma 3.12 and [Sch11, Proposition 26.5], that for any fixed ordering,
the family (γij)16i,j6h is an ordered basis of the p-valued group (Γ1, ω) in the sense of [Sch11,
p. 182]. Setting bij := γij − 1 ∈mΛ1 and bα :=

∏
i,j b

αij
ij , it is explained in [Sch11, § 28], that any

element λ ∈ Λ1 = Λ(Γ1) admits a unique expansion of the form λ=
∑

α∈Nh×h cαb
α with cα ∈ ŏ.

For any non-negative real number ν, we let Jν denote the closure of the ŏ-submodule of
Λ1 generated by all elements of the form p`(h1 − 1) · · · · · (hs − 1) with `, s> 0, h1, . . . , hs ∈ Γ1

and `+ ω(h1) + · · ·+ ω(hs) > ν. According to [Sch11, p. 197], each Jν is an open, two-sided
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ideal of Λ1. Note that if i is the unique non-negative integer satisfying (i− 1)/h < ν 6 i/h then
Jν = Ji/h. As a consequence, Jν+ :=

⋃
ν′>ν Jν′ = J(i+1)/h.

Recall that mΛ(Γ1/Z1) denotes the maximal ideal of the local ring Λ(Γ1/Z1) =
Λ(Γ1/Z1)/pΛ(Γ1/Z1).

Lemma 3.13. For any integer i> 0 the image J i/h of the ideal Ji/h of Λ1 under the natural ring

homomorphism Λ1→ Λ(Γ1/Z1) is equal to mi
Λ(Γ1/Z1).

Proof. Since J0 = Λ1 (cf. [Sch11, p. 197]), the case i= 0 is clear.
The maximal ideal mΛ1 of Λ1 is a closed ŏ-submodule containing the elements p`(h1 − 1) · · · · ·

(hs − 1) for all `, s> 0, h1, . . . , hs ∈ Γ1. This implies J1/h ⊆mΛ1 . Conversely, mΛ1 is generated
by p and bij , 1 6 i, j 6 h (cf. [Sch11, Proposition 19.5]). Since ω(γij) = i/h> 1/h for all i, j, all
of these are contained in J1/h. Thus, J1/h = mΛ1 . Since the image of mΛ1 under Λ1→ Λ(Γ1/Z1)
is precisely mΛ(Γ1/Z1), this proves the lemma in the case i= 1.

If i> 1 then mi
Λ1

= J i1/h ⊆ Ji/h, whence mi
Λ(Γ1/Z1) ⊆ J i/h. It remains to prove the reverse

inclusion.
Consider the descending central series (C(m))m>0 of Γ1 defined by C(0) := Γ1 and C(m+1) :=

[Γ1, C
(m)] for m> 0. We claim that γ − 1 ∈mm+1

Λ1
for any γ ∈ C(m). This is clear for m= 0.

Assume the assertion to be correct for m> 0 and let γ ∈ C(m+1). There are elements γ1, . . . , γn ∈
Γ1 and δ1, . . . , δn ∈ C(m) such that γ = [γ1, δ1] · · · · · [γn, δn] is the product of the commutators
[γj , δj ] := γjδjγ

−1
j δ−1

j . Since

γ − 1 = [γ1, δ1]([γ2, δ2] · · · · · [γn, δn]− 1 + 1− [δ1, γ1]),

an inductive argument allows us to assume n= 1. In this case the assertion follows from

[γ1, δ1]− 1 = γ1δ1((γ−1
1 − 1)(δ−1

1 − 1)− (δ−1
1 − 1)(γ−1

1 − 1))

and the induction hypothesis.
Note that C(m) ⊆ Γm+1. According to [PR94, 1.4.4 Proposition 1.8] and the remark

following [PR94, Theorem 1.9], the composition of the maps C(m) ↪→ Γm+1→ Γm+1/Γm+2 ' kh
is surjective for 0 6m< h− 1. For m= h− 1 its image is ker(trkh|k), where trkh|k : kh→ k
denotes the trace map. Note that kh = k ⊕ ker(trkh|k) because trkh|k is surjective and because
trkh|k(α) = h · α 6= 0 for all α ∈ k∗ by our assumption h < p− 1. Note also that k ⊆ kh coincides
with the image of Z1 = 1 + po⊆ Γh under Γh→ Γh/Γh+1 ' kh. It follows that the p-valued
group (Γ1, ω) admits an ordered basis (γrs)16r,s6h such that γrs ∈ C(r−1) for all 1 6 r, s6 h
with (r, s) 6= (h, h) and such that γhh = 1 + p ∈ Z1.

As before, we set brs := γrs − 1 for all r, s. It follows from [Sch11, Theorem 28.3(ii)],
that any element λ ∈ Ji/h has the property that its expansion λ=

∑
α cαb

α satisfies v(cα) +∑
r,s αrsω(γrs) > i/h for any α ∈ Nh×h. If cα ∈ pŏ or if αhh > 0 then cαb

α maps to zero in
Λ(Γ1/Z1). Otherwise,

∑
(r,s)6=(h,h) αrsr/h> i/h, i.e.

∑
(r,s)6=(h,h) rαrs > i. In this case cαbα ∈mi

Λ1

because brs ∈mr
Λ1

, as was shown above. As a consequence, λ maps to mi
Λ(Γ1/Z1), as required. 2

It follows from the proof of Lemma 3.13 that

g := g/(t · g)

is an h2-dimensional nilpotent Lie algebra over k with k-basis (γijΓi+1)i,j . Denote by z the one-
dimensional central Lie subalgebra of g generated by the element z := γhhΓh+1. By abuse of
notation we shall also write g/z for the Lie algebra g/z⊗k ksep over ksep.
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Corollary 3.14. Denoting by U(g/z) := Uksep(g/z) the universal enveloping algebra of g/z,
there is an isomorphism

U(g/z)' gr(Λ(Γ1/Z1))

of graded ksep-algebras.

Proof. According to [Sch11, Theorem 28.3], the maps γΓi+1 7→ (γ − 1) + J(i+1)/h induce an
isomorphism

ksep[t]⊗k[t] Uk[t](g) ∼−→
⊕
i>0

Ji/h/J(i+1)/h

of graded ksep-algebras, sending t to p+ J(h+1)/h. It gives rise to an isomorphism

U(g) ∼−→
⊕
i>0

J i/h/J (i+1)/h

by reduction modulo t. As a consequence of Lemma 3.13, there is a surjective homomorphism⊕
i>0 J i/h/J (i+1)/h→ gr(Λ(Γ1/Z1)), whose kernel contains the image of z · U(g). We thus obtain

a surjective homomorphism

U(g/z)' U(g)/zU(g)−→ gr(Λ(Γ1/Z1))

of graded ksep-algebras that we claim to be bijective. By the Poincaré–Birkhoff–Witt theorem, it
suffices to see that for any integer i> 0 the elements bα with αhh = 0 and τ(α) :=

∑
r,s rαrs = i

are ksep-linearly independent in mi
Λ(Γ1/Z1)/m

i+1
Λ(Γ1/Z1).

Assume λ=
∑

αhh=0,τ(α)=i cαb
α ∈mi+1

Λ(Γ1/Z1) with coefficients cα ∈ ksep, not all of which are

zero. Viewing λ ∈ Λ1, this is equivalent to the existence of an element λ′ ∈ ker(Λ1→ Λ(Γ1/Z1))
such that λ+ λ′ ∈ J (i+1)/h (cf. Lemma 3.13). Note that Z1 is a p-valued group in its own right
with ordered basis γhh. In particular, mΛ(Z1) = bhhΛ(Z1). It follows from [Wil98, Proposition
7.1.2(c)], that the kernel of the natural map Λ1→ Λ(Γ1/Z1) is the closed ideal bhhΛ1. Writing
λ′ =

∑
β dβb

β, [Sch11, Theorem 28.3(ii)], implies

i+ 1
h

6 min
{
i

h
, inf
β

{
τ(β)
h

∣∣∣∣ dβ 6= 0
}}

,

which is impossible. 2

Remark 3.15. For uniform pro-p groups, results as in Corollary 3.14 are true in much greater
generality (cf. [Wil98, Theorem 8.7.10]). We point out, however, that the p-valued group Γ1 is
not uniform for any h> 2, and that the filtrations (J i/h)i>0 and (mi

Λ1
)i>0 of Λ1 do not coincide.

According to Corollary 3.14, we may view gr(m/T1(m)) as a module over U(g/z). If h= 2,
the precise structure of this module is given by Theorem 3.16 below. Let us first introduce some
notation.

Assume h= 2, choose ξ ∈ µp2−1 r µp−1 and set γ11 := 1 + Π, γ12 := 1 + Πξ, γ21 :=
γ11γ12γ

−1
11 γ

−1
12 and γ22 := 1 + p. We claim that these elements form an ordered basis of (Γ1, ω).

Computing

γ11γ12γ
−1
11 γ

−1
12 ≡ (1 + Π)(1 + Πξ)(1−Π + p)(1−Πξ + ξ1+pp)
≡ (1 + Π(1 + ξ) + ξp)(1−Π(1 + ξ) + (1 + ξ + ξ1+p)p)
≡ 1 + (ξ − ξp)p mod Γ3,
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we have ω(γ11) = ω(γ12) = 1
2 and ω(γ21) = ω(γ22) = 1. Since the images of 1 and ξ in k2 form a

basis over k, as do the images of 1 and ξ − ξp, the claim follows from Lemma 3.12 and [Sch11,
Proposition 26.5]. We denote by x, y, h and z the images of γ11, γ12, γ21 and γ22 in gr1(Γ1),
gr1(Γ1), gr2(Γ1) and gr2(Γ1), respectively. It follows from Lemma 3.12 that these four elements
form a ksep-basis of g⊗k ksep. They satisfy

[x, y] = h and [x, h] = [x, z] = [y, h] = [y, z] = [h, z] = [h, h] = [z, z] = 0.

Theorem 3.16. Assume h= 2 and K = Qp with p > 3. The left ideal I of U(g/z) generated by
h and ξx− y is a two-sided ideal. There is a non-split exact sequence of U(g/z)-modules

0−→ U(g/z)/I −→ gr(m/T1(m))−→ U(g/z)/I −→ 0.

Proof. Since h is contained in the center of g, the left ideal of U(g/z), generated by h, is a two-
sided ideal. Further, the ring U(g/z)/(h)' U(g/(kseph + ksepz)) is commutative because the Lie
algebra g/(kseph + ksepz) is. This implies the first assertion.

We continue by explicitly computing the action of h on gr(m/T1(m)). Note that h

corresponds to (1 + (ξ − ξp)p)− 1 ∈m2
Λ(Γ1/Z1)/m

3
Λ(Γ1/Z1). Choosing ζ ∈ µp2−1 ⊂ o∗2 ⊂ o2 whose

reduction modulo po2 is equal to ξ − ξp, h is equal to the class of γ − 1, where γ := 1 + ζp.
Note that ζ 6∈ µp−1, so that the image of η := ζp − ζ in ksep is non-zero.

The element h defines a graded endomorphism of degree 2 of gr(m/T1(m)). Setting gri :=
gri(m/T1(m)), we need to compute h : gri→ gri+2 for any non-negative integer i. First assume
i > 0 and write i= r(p− 1) + j with integers r > 0 and 1 6 j 6 p− 1. According to the form of
gri, as given in Corollary 3.11, we have to distinguish several cases. Set u := u1 and note first
that we have

(γ − 1)(un)≡ nηun+p+1 +
(
nη +

n(n+ 1)
2

η2

)
un+2p+2 mod mn+2p+3

for any integer n> 1 (cf. Theorem 1.19).
If 1 6 j < p− 3 then i+ 2 = r(p− 1) + j + 2 with j + 2< p− 1. Thus,

gri = ksepu2rp+j+1 + ksepu2rp+p+j

and

gri+2 = ksepu2rp+j+3 + ksepu2rp+p+j+2

by Corollary 3.11. Using the above approximation of (γ − 1)(un), we find

h · u2rp+j+1 = (j + 1)ηu2rp+p+j+2 and h · u2rp+p+j = 0 in gri+2.

If j = p− 3 then i+ 2 = r(p− 1) + p− 1, so that

gri = ksepu2rp+p−2 + ksepu2(r+1)p−3

and

gri+2 = ksepu2(r+1)p−1 + ksepu2(r+1)p+1

by Corollary 3.11. In this case we obtain

h · u2rp+p−2 =−2ηu2(r+1)p−1 and h · u2(r+1)p−3 = 0 in gri+1 .

If j = p− 2 then i+ 2 = (r + 1)(p− 1) + 1, so that

gri = ksepu2rp+p−1 + ksepu2(r+1)p−2
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and
gri+2 = ksepu2(r+1)p+2 + ksepu2(r+1)p+p+1.

By the above approximation of (γ − 1)(un) we have

h · u2rp+p−1 =−ηu2(r+1)p − ηu2(r+1)p+p+1 =−ηu2(r+1)p+p+1

and
h · u2(r+1)p−2 =−2ηu2(r+1)p+p−1 = 0 in gri+2 .

If j = p− 1 then i+ 2 = (r + 1)(p− 1) + 2, so that

gri = ksepu2(r+1)p−1 + ksepu2(r+1)p+1 and gri+2 = ksepu2(r+1)p+3 + ksepu2(r+1)p+p+2.

In this case, we find

h · u2(r+1)p−1 =−ηu2(r+1)p+p = 0 and h · u2(r+1)p+1 = ηu2(r+1)p+p+2 in gri+2.

Finally, we consider the case i= 0, in which

gr0 = ksepu and gr2 = ksepu3 + ksepup+2.

We have h · u= ηup+2 in gr2.
Altogether, we obtain ker(h) =

⊕
i>1(gri ∩ ker(h)) where gri ∩ ker(h) is the one-dimensional

ksep-vector space generated by u2rp+p+j if i= r(p− 1) + j is written as before. In particular,
up+1 ∈ ker(h). Further, ker(h) is a U(g/z)-submodule of gr(m/T1(m)) because h is central in g/z.
We claim that the map

ψ := (δ 7→ δ · up+1) : U(g/z)→ ker(h)
is surjective with kernel I. By construction, h ∈ ker(ψ) so that ψ factors through U(g/z)/(h)'
ksep[x, y].

Let θ be an arbitrary (p2 − 1)th root of unity, set γ := 1 + Πθ ∈ Γ1, fix a positive integer i,
and consider the ksep-linear map (γ − 1) : gri ∩ ker(h)→ gri+1 ∩ ker(h). Write i= r(p− 1) + j as
above. If j < p− 1 then

gri ∩ ker(h) = ksepu2rp+p+j and gri+1 ∩ ker(h) = ksepu2rp+j+1.

Note that (γ − 1)(u2rp+p+j) =−jθu2rp+p+j+1 by Theorem 1.16. If j = p− 1 then

gri ∩ ker(h) = ksepu2(r+1)p−1 and gri+1 ∩ ker(h) = ksepu2(r+1)p+p+1.

By (17) we have

γ(u2(r+1)p−1) ≡ u2(r+1)p−1 + θu2(r+1)p − (2r + 4)θpu2(r+1)p+p−1

− (2r + 3)θp+1u2(r+1)p+p + θu2(r+1)p+p+1

modulo m2(r+1)p+p+2. This implies (γ − 1)(u2(r+1)p−1) = θu2(r+1)p+p+1 in gri+1 ∩ ker(h), and
thus ξx− y ∈ ker(ψ). In particular, the restriction of ψ to ksep[x] is still surjective. Since
ψ : ksep[x]→ ker(h) is a graded homomorphism and since the graded pieces are all of dimension
1 on both sides, the restriction of ψ to ksep[x] is bijective. Since the inclusion ksep[x]→ ksep[x, y]
induces a bijection ksep[x]' ksep[x, y]/(ξx− y), this proves the claim.

Now consider the quotient gr := gr(m/T1(m))/ ker(h). By our above computations, gr =⊕
i>0 gri, where gri := gri /(gri ∩ ker(h)) is the one-dimensional ksep-vector space generated by

the class of u if i= 0, by the class of u2rp+j+1 if i= r(p− 1) + j with 1 6 j < p− 1, and by the
class of u2(r+1)p+1 if i= (r + 1)(p− 1). Our computations also show that h acts trivially on gr.
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Let γ := 1 + Πθ ∈ Γ1 be as above. We will explicitly compute that action of the ksep-
linear endomorphism (γ − 1) : gri→ gri+1 for any i> 0. For i= 0 we have (γ − 1)(u) =−θu2 by
Theorem 1.16. If i= r(p− 1) + j with 1 6 j < p− 2 then (γ − 1)(u2rp+j+1) =−(j + 1)θu2rp+j+2

by the same reference. If j = p− 2 then

gri = ksepu2rp+p−1 and gri+1 = ksepu2(r+1)p+1.

As in the proof of Proposition 3.9, we obtain (γ − 1)(u2rp+p−1) = θu2(r+1)p+1. Finally, if j = p− 1,
then

gri = ksepu2(r+1)p+1 and gri+1 = ksepu2(r+1)p+2.

As in the case j < p− 2 we conclude that (γ − 1)(u2(r+1)p+1) =−θu2(r+1)p+2.

As above, this shows that the U(g/z)-linear map (δ 7→ δ · u) : U(g/z)→ gr induces an
isomorphism U(g/z)/I ' gr. Thus, we obtain an exact sequence

0−→ U(g/z)/I −→ gr(m/T1(m))−→ U(g/z)/I −→ 0,

as required. That it is non-split follows from the fact that h does not act trivially on gr(m/T1(m)).
In fact, the kernel of h is the left copy of U(g/z)/I in the above presentation. 2

If M is a ksep-linear representation of the Lie algebra g/z then we denote by
H•(g/z, M) := TorU(g/z)

• (ksep, M) and H•(g/z, M) := Ext•U(g/z)(k
sep, M) the Lie algebra homology

and cohomology groups of M , respectively. The former can be computed using the standard
complex (

∧•(g/z)⊗ksep M, ∂•), whereas the latter can be computed using the standard complex
(Homksep(

∧•(g/z), M), δ•). In particular, Hi(g/z, M) = Hi(g/z, M) = 0 for all i > dim(g/z).

Corollary 3.17. Assume h= 2 and K = Qp with p > 3.

(i) The ksep-vector space H0(g/z, gr(m/T1(m))) is one-dimensional, generated by the class
of u1.

(ii) The ksep-vector space H1(g/z, gr(m/T1(m))) is two-dimensional, generated by the classes
of h⊗ u1 and (ξx− y)⊗ up+1

1 .

(iii) The ksep-vector space H2(g/z, gr(m/T1(m))) is one-dimensional, generated by the class of
(ξx− y) ∧ h⊗ up+1

1 .

(iv) If i> 3 then Hi(g/z, gr(m/T1(m))) = 0.

Proof. We first compute the homology of the g/z-representation M := U(g/z)/I appearing
in Theorem 3.16. Using the relations h ·M = 0 and (ξx− y) ·M = 0, one finds that ∂3 :∧3(g/z)⊗ksep M →

∧2(g/z)⊗ksep M is given by

∂3(x ∧ y ∧ h⊗m) = y ∧ h⊗ xm− x ∧ h⊗ ym+ x ∧ y⊗ hm

= (y− ξx) ∧ h⊗ xm.

Using [x, y] = h in g/z, one finds that ∂2 :
∧2(g/z)⊗ksep M →

∧1(g/z)⊗ksep M is given by

∂2(x ∧ y⊗m1 + x ∧ h⊗m2 + y ∧ h⊗m3)
=−h⊗m1 − x⊗ ym1 + y⊗ xm1 − x⊗ hm2 + h⊗ xm2 − y⊗ hm3 + h⊗ ym3

= (y− ξx)⊗ xm1 − h⊗ (m1 − xm2 − ξxm3).

Finally, ∂1 :
∧1(g/z)⊗M →M is given by ∂1(w⊗m) = wm for all w ∈ g/z, m ∈M .
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Note that the natural map ksep[x]→M = U(g/z)/I is bijective. In particular, x defines an
injective endomorphism of M . It follows that H3(g/z, M) = ker(∂3) = 0. Similarly, one sees that

x ∧ y⊗m1 + x ∧ h⊗m2 + y ∧ h⊗m3 ∈ ker(∂2)

if and only if m1 = 0 and m2 + ξm3 = 0. By our above computation,

im(∂3) = {x ∧ h⊗m2 + y ∧ h⊗m3 |m2, m3 ∈ xM and m2 + ξm3 = 0}.

Since M/xM is one-dimensional, generated by the image m0 of 1 ∈ U(g/z), we obtain
H2(g/z, M) = ksep((y− ξx) ∧ h⊗m0). Further, we have

ker(∂1) = (I ∩ (g/z))⊗M = ksep(y− ξx)⊗M + kseph⊗M.

From our above computation of ∂2 we obtain that

H1(g/z, M) = ksep((y− ξx)⊗m0) + ksep(h⊗m0)

is two-dimensional. Finally, H0(g/z, M) =M/xM = ksepm0.
Consider the long exact homology sequence associated with the short exact sequence of g/z-

representations in Theorem 3.16. We denote by δi : Hi(g/z, M)→Hi−1(g/z, M) the associated
connecting homomorphisms. They are defined by choosing ksep-linear sections t• :

∧•(g/z)⊗
gr(m/T1(m))→

∧•(g/z)⊗M (respectively s• :
∧•(g/z)⊗M →∧•(g/z)⊗ gr(m/T1(m))) of the

homomorphism of complexes
∧•(g/z)⊗M →∧•(g/z)⊗ gr(m/T1(m)) (respectively

∧•(g/z)⊗
gr(m/T1(m))→

∧•(g/z)⊗M), and by letting δi be the map induced by ti−1 ◦ ∂i ◦ si.
Under the natural map H0(g/z, M)→H0(g/z, gr(m/T1(m))), the class of m0 maps to the

class of up+1
1 , which is trivial (cf. Corollary 3.11). Thus, there is an exact sequence

H1(g/z, gr(m/T1(m)))−→H1(g/z, M) δ1

−→H0(g/z, M)−→ 0.

Here δ1(h⊗m0) is the class of hu1 in H0(g/z, M), which is trivial because h corresponds to
γ21 − 1 ∈mΛ(Γ1/Z1), where γ21 = 1 + ζp satisfies (γ21 − 1)(u1) ∈mp+2 by Theorem 1.19. Further,
δ1((y− ξx)⊗m0) is the class of (y− ξx)u1 = (ξp − ξ)up+1

1 , which is non-zero in H0(g/z, M) =
ksepm0 = ksepup+1

1 . Thus, ker(δ1) = ksep(h⊗m0).
Similarly, δ2((y− ξx) ∧ h⊗m0) is the class of

h⊗ (y− ξx)u1 − (y− ξx)⊗ hu1 = (ξp − ξ)h⊗ up+1
1 = (ξp − ξ)h⊗m0

in H1(g/z, M), which is non-zero. A straightforward analysis of the long exact homology sequence
completes the proof. 2

Let H be a compact p-adic analytic group (i.e. a compact Lie group over Qp). The theory of
continuous (co)homology of H with coefficients in compact continuous H-modules was developed
in [SW00], relying in large parts on the foundational work [Laz65] of Lazard. We need to
consider the parallel situation of pseudo-compact Λ(H)-modules, i.e. that of complete Hausdorff
topological Λ(H)-modules M which possess a basis of open neighborhoods of zero consisting of
Λ(H)-submodules (Mj)j such that the quotients M/Mj are of finite length over Λ(H). Instead
of developing the general formalism of continuous (co)homology of such modules, we will give
an ad hoc definition and rely on the fundamental finiteness properties of the ring Λ(H) to prove
the necessary properties of our (co)homology functors.

Thus, for any pseudo-compact Λ(H)-module M we simply set

H•(H,M) := TorΛ(H)
• (ŏ, M) and H•(H,M) := Ext•Λ(H)(ŏ, M),
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the torsion and extension groups being computed in the category of all (abstract) Λ(H)-modules.
Here ŏ denotes the pseudo-compact Λ(H)-module carrying the trivial action of H.

The ring Λ(H) being noetherian (cf. [Sch11, Theorems 27.1 and 33.4]), ŏ admits a resolution
by finitely generated free Λ(H)-modules. By [Bru66, Lemma 2.1(ii)], it follows that the above
torsion groups coincide with those in [Bru66, § 4], computed with respect to the complete tensor
product ⊗̂Λ(H). Thus, [Bru66, Corollary 4.3(ii)], implies that the functors H•(H, · ) commute
with projective limits of pseudo-compact Λ(H)-modules.

As in [SW00, Theorem 3.7.2], one can prove an analogous statement for the cohomology
functors H•(H, · ). Since this will be of importance later, we will sketch a proof. As a consequence
of our arguments, the above cohomology groups coincide with those computed by means of
continuous cochains (cf. also [Laz65, Chapitre V, Théorème 3.2.7], and [NSW00, Proposition
5.2.14]). For the homology groups, the analogous statement is proved in [Bru66, Lemma 4.2(ii)].

Lemma 3.18. Let H be a compact p-adic analytic group. If the pseudo-compact Λ(H)-module
M is the projective limit of a projective system (Mj)j∈J of pseudo-compact Λ(H)-modules Mj ,
then the natural map

Hi(H,M)→ lim←−
j∈J

Hi(H,Mj)

is bijective for all i> 0.

Proof. According to [Sch11, Proposition 22.5], the Jacobson radical of Λ(H) is open. By
construction of the pseudo-compact topology of Λ(H), any Λ(H)-module of finite length is
therefore of finite length over ŏ. As a consequence, any pseudo-compact Λ(H)-module is a pseudo-
compact ŏ-module via restriction of scalars.

Let N be an arbitrary pseudo-compact Λ(H)-module. If m is a positive integer then
HomΛ(H)(Λ(H)m, N) is ŏ-equivariantly isomorphic to Nm, hence is a pseudo-compact ŏ-module.
This construction is functorial in the sense that if f :N →N ′ is a continuous homomorphism
of pseudo-compact Λ(H)-modules, then the induced ŏ-linear map HomΛ(H)(Λ(H)m, N)→
HomΛ(H)(Λ(H)m, N ′) is continuous. In fact, the induced map Nm→ (N ′)m is just the m-fold
direct sum of f . Further, if m′ is another positive integer, and if g : Λ(H)m→ Λ(H)m

′
is a

Λ(H)-linear map, then the induced ŏ-linear map HomΛ(H)(Λ(H)m
′
, N)→HomΛ(H)(Λ(H)m, N)

is continuous. In fact, the induced map Nm′ →Nm is just given by left multiplication with an
(m×m′)-matrix with coefficients in Λ(H), so that the assertion follows from the fact that N is
a topological module over Λ(H).

Now choose a resolution P •→ ŏ→ 0 of ŏ by finitely generated free Λ(H)-modules. By [Sch11,
Theorem 22.3], the continuous ŏ-linear maps in the complex HomΛ(H)(P •, N) of pseudo-compact
ŏ-modules have closed images. Thus, the cohomology groups H•(H, N) are also pseudo-compact
over ŏ.

Coming back to our original situation, it follows from the universal property of the projective
limit and the constructions above that the natural ŏ-linear map

HomΛ(H)(P
i, M)−→ lim←−

j∈J
HomΛ(H)(P

i, Mj)

is a topological isomorphism for any i> 0.
For varying j ∈ J , the complexes HomΛ(H)(P •, Mj) form a projective system of complexes

of continuous ŏ-linear maps between pseudo-compact ŏ-modules. Since the category of
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pseudo-compact ŏ-modules has exact projective limits (cf. [Sch11, Theorem 22.3(iv)]), we have

Hi(H,M) ' Hi

(
HomΛ(H)(P

•, lim←−
j∈J

Mj)
)
'Hi

(
lim←−
j∈J

HomΛ(H)(P
•, Mj)

)
' lim←−

j∈J
(Hi Hom(P •, Mj))' lim←−

j∈J
Hi(H,Mj)

for any i> 0. 2

The following result constitutes the main step in the proof of Theorem 3.20 below.

Theorem 3.19. Assume h= 2 and K = Qp with p > 3. For any integer i> 0 we have
Hi(Γ, (R/ŏ)/T1(R/ŏ)) = Hi(Γ, (R/ŏ)/T1(R/ŏ)) = 0.

Proof. Set M := (R/ŏ)/T1(R/ŏ) and M :=M/pM 'm/T1(m). We claim that it suffices to prove
Hi(Γ, M) = Hi(Γ, M) = 0 for all i> 0. To see this, consider the long exact (co)homology sequence
associated with the short exact sequence

0−→M
p−→M −→M −→ 0

(cf. Corollary 2.5, noting that T1(ŏ) = ŏ). Under the above vanishing assumption, we have
pHi(Γ, M) = Hi(Γ, M) and pHi(Γ, M) = Hi(Γ, M) for all i> 0. As seen above, the ŏ-modules
Hi(Γ, M) and Hi(Γ, M) are pseudo-compact. Therefore, [Bru66, Lemma 1.4], implies that
Hi(Γ, M) = Hi(Γ, M) = 0, as required.

Note that there are natural isomorphisms

H•(Γ, M)' TorΛ
• (ksep, M) and H•(Γ, M)' Ext•

Λ
(ksep, M),

stemming from the fact that ŏ admits a free resolution P •→ ŏ→ 0 over Λ which is ŏ-linearly
split, hence remains exact after reduction modulo pŏ (cf. [Laz65, Chapitre V, (2.2)], for the case
of a p-valued group, as well as [Laz65, Chapitre V, (3.2.6)] and the splitting assertion (3.1.6) in
the general case).

If Z := o∗ denotes the center of Γ, then there are Hochschild–Serre spectral sequences

Hr(Γ/Z,Hs(Z, M)) =⇒Hr+s(Γ, M) and Hr(Γ/Z,Hs(Z, M)) =⇒Hr+s(Γ, M).

Using that our (co)homology groups commute with projective limits, the existence of these
spectral sequences can be established by using the Hochschild–Serre spectral sequences for
discrete modules over finite groups, as well as [Bru66, Corollary 4.3]. Alternatively, one can
use the fact that Λ is topologically projective over Λ(Z) (cf. [Bru66, Lemma 4.5]) and imitate
the proof of [Koh11, Theorem 6.8].

Since the action of Z on M is trivial, we have H•(Z, M)'H•(Z, ksep)⊗ksep M and
H•(Z, M)'H•(Z, ksep)⊗ksep M . For the homology groups, this is immediate. For the coho-
mology groups, the assertion follows from Lemma 3.18 together with the facts that M is the
projective limit of finite-dimensional ksep-vector spaces and that H•(Z, ksep) is finite- dimensional,
as well. As a consequence, H•(Z, M) and H•(Z, M) are Λ(Γ/Z)-isomorphic to finite direct sums
of copies of M . Therefore, it suffices to prove Hi(Γ/Z, M) = Hi(Γ/Z, M) = 0 for all i> 0.

Set Z1 := Γ1 ∩ Z. Since the finite group (Γ/Z)/(Γ1/Z1)' µp2−1/µp−1 has order p+ 1, which
is prime to p, another application of the Hochschild–Serre spectral sequences shows that

H•(Γ/Z, M)'H•(Γ1/Z1, M)(Γ/Z)/(Γ1/Z1)
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and

H•(Γ/Z, M)'H•(Γ1/Z1, M)(Γ/Z)/(Γ1/Z1).

Let us now treat the homology groups first. Note that with respect to its maximal adic filtration,
the ring S := Λ(Γ1/Z1) is complete with noetherian graded ring (cf. Corollary 3.14). As in the
proof of [HvO96, I.7.2 Corollary 2], the finitely generated, maximal adically filtered S-module
M admits a strict resolution L•→M → 0 by finitely generated filtered free S-modules Li, i> 0,
such that the associated complex gr(L•)→ gr(M)→ 0 is an exact resolution of gr(M) by finitely
generated free gr(S)-modules gr(Li).

We endow the complex ksep ⊗S L• with the tensor product filtration. Its morphisms are of
degree zero. According to [HvO96, ch. III, § 1], this filtered complex gives rise to a spectral
sequence with E1

i+1-term Torgr(S)
i (ksep, gr(M)) (cf. [HvO96, III.1.1 Observation 1 and Lemma

I.6.14]). Note that this ksep-vector space is isomorphic to Hi(g/z, gr(M)) by Corollary 3.14.

According to [HvO96, III.1.1 Remark 3], the E∞i+1-term of this spectral sequence is the graded
ksep-vector space associated with a certain filtration on

Hi(ksep ⊗S L•)' TorSi (ksep, M)'Hi(Γ1/Z1, M).

In fact, together with the filtration of ksep, also that of ksep ⊗S L• and hence that of Hi(Γ1/Z1, M)
is discrete in the sense of [HvO96, Definition I.2.4], with exactly one jump. It follows from its
very definition that the spectral sequence degenerates in E1. As a consequence, Hi(Γ1/Z1, M)'
Hi(g/z, gr(M)) over ksep for all i> 0. This is also proved in [Gru79, Theorem 3.3’].

The group Γ/Z acts on the complex ksep ⊗S L• through its conjugation action on the free
modules Li and the trivial action on ksep. Note that this changes the chain maps but stabilizes
the homology groups. The induced action on Hi(g/z, gr(M)) is the one coming from the adjoint
action of Γ on g =

⊕
i>1 Γi/Γi+1 and the natural action on gr(M). If ζ ∈ µp2−1 ⊂ Γ then

Ad(ζ)(x)≡ ζ(1 + Π)ζ−1Γ2 ≡ (1 + Πζp−1)Γ2 = ζp−1x,

Ad(ζ)(y)≡ ζ(1 + Πξ)ζ−1Γ2 ≡ (1 + Πζp−1ξ)Γ2 = ζp−1y

and

Ad(ζ)(h)≡ ζ(1 + (ξ − ξp)p)ζ−1Γ3 = (1 + (ξ − ξp)p)Γ3 = h.

Since we are free in our choice of ξ ∈ µp2−1 r µp−1, we may assume ξp =−ξ in k2 by lifting θp − θ
to µp2−1 with θ ∈ k2 r k. Under the identification gr1(Γ1)' k2 we then have

ζp−1x = ζp−1 =
1
2

(ζp−1 + ζp(p−1)) +
1
2
ζp−1 − ζp(p−1)

ξ
ξ

=
1
2

(ζp−1 + ζp(p−1))x +
1
2
ζp−1 − ζp(p−1)

ξ
y

with 1
2(ζp−1 + ζp(p−1)), 1

2(ζp−1 − ζp(p−1))ξ−1 ∈ k. Similarly,

ζp−1y = ζp−1ξ = 1
2(ζp−1 − ζp(p−1))ξx + 1

2(ζp−1 + ζp(p−1))y

with 1
2(ζp−1 − ζp(p−1))ξ, 1

2(ζp−1 + ζp(p−1)) ∈ k. Using that ζp(p−1) = ζ1−p, a direct computation
shows that Ad(ζ)(ξx− y) = ζ1−p · (ξx− y) in

∧1(g/z). Note that ζp−1x ∈ k2 ' gr1(Γ1) is different
from ζp−1 · x ∈ g⊗k ksep, the tensor product being taken over k.
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By Lemma 1.1 we have ζ(u) = ζp−1u and ζ(up+1) = up+1. Together with the above computa-
tions, our results in Corollary 3.17 show that all (Γ/Z)/(Γ1/Z1)-representations Hi(g/z, gr(M))
are finite direct sums of non-trivial characters. Thus, Hi(Γ/Z, M)'Hi(g/z, gr(M))(Γ/Z)/(Γ1/Z1) =
0 for all i> 0.

The reasoning for the cohomology groups is similar. We choose a strict resolution P •→ ksep→
0 by finitely generated, filtered free S-modules P i. The induced complex gr(P •)→ ksep→ 0
is a resolution of ksep by finitely generated free gr(S)-modules gr(P i). By [HvO96, I.2.5 and
Proposition I.6.6], the ksep-vector spaces HomS(P i, M) are filtered by degree. As above, we
obtain a spectral sequence with initial terms

E1
i+1 ' Extigr(S)(k

sep, gr(M))'Hi(g/z, gr(M))

(cf. [HvO96, III.1.1 Observation 1 and Lemma I.6.9], as well as our Corollary 3.14). By [HvO96,
Proposition I.6.7], the filtration of our complex is separated, so that the E∞i+1-term of the spectral
sequence is the graded ksep-vector space associated with a certain filtration on ExtiS(ksep, M)'
Hi(Γ1/Z1, M) (cf. [HvO96, III.1.1 Remark 3]).

Since gr(M) is a finitely generated U(g/z)-module (cf. Theorem 3.16), it follows from Poincaré
duality below that the initial terms of the spectral sequence are finite-dimensional ksep-vector
spaces almost all of which are zero. Therefore, the spectral sequence is finitely convergent, i.e.
E∞i = Eni for some n> 1 and all i. This implies that Hi(Γ1/Z1, M) admits a filtration whose as-
sociated graded pieces are subquotients of Hi(g/z, gr(M)). By the naturality of this construction
under the action of Γ/Z, it suffices to show that Hi(g/z, gr(M))(Γ/Z)/(Γ1/Z1) = 0 for all i> 0.

Fix an integer i> 0. We recall from [Kna88, ch. VI, Theorem 6.10], the construction of the
Poincaré duality isomorphism

H3−i

(
g/z, gr(M)⊗ksep

( 3∧
(g/z)

)∗)
'Hi(g/z, gr(M)). (18)

It is induced by the ksep-linear isomorphisms
3−•∧

(g/z)⊗ksep gr(M)⊗ksep

( 3∧
(g/z)

)∗
−→Homksep

( •∧
(g/z), gr(M)

)
,

given by sending δ ⊗m⊗ ε to the linear map (δ′ 7→ ε(δ ∧ δ′) ·m). This explicit formula shows
that the duality isomorphism (18) is Γ/Z-equivariant.

Note that the adjoint action of g/z on (
∧3(g/z))∗ is trivial. This can be checked directly

and also follows from the fact that any nilpotent Lie algebra is unimodular. On the other hand,
our above computations show that ζ ∈ µp2−1 acts on (

∧3(g/z))∗ = (ksep(x ∧ y ∧ h))∗ through the
trivial character. Therefore, Corollary 3.17 implies that Hi(g/z, gr(M)) is a finite direct sum of
non-trivial characters of (Γ/Z)/(Γ1/Z1). This completes the proof. 2

We note that the above spectral sequences, relating Lie algebra and group (co)homology, are
also considered in [SW00, Theorem 5.1.12].

As pointed out in the introduction, the following result is predicted by Hopkins’ chromatic
splitting conjecture. In greater generality, it was first proved by Shimomura, Yabe and Behrens,
using methods from algebraic topology (cf. [Beh12, Theorem 7.7]).

Theorem 3.20. Assume h= 2 and K = Qp with p > 3. For any integer i> 0 we
have Hi(Γ, R/ŏ) = Hi(Γ, R/ŏ) = 0. Equivalently, the Γ-equivariant inclusion ŏ→R induces
isomorphisms Hi(Γ, ŏ)'Hi(Γ, R) and Hi(Γ, ŏ)'Hi(Γ, R) for all i> 0.
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Proof. It follows from Corollary 2.5, Proposition 2.8 and [Sch11, Lemma 22.1], that the
homomorphism

R/ŏ−→ lim←−
n>1

(R/ŏ)/Tn1 (R/ŏ)

of pseudo-compact Λ-modules is a topological isomorphism. Since our (co)homology groups
commute with projective limits of pseudo-compact Λ-modules (cf. Lemma 3.18 and the remarks
preceding it), it suffices to prove the analogous statement for (R/ŏ)/Tn1 (R/ŏ), where n is an
arbitrary positive integer. By dévissage, we are further reduced to the analogous statement for
Tn−1

1 (R/ŏ)/Tn1 (R/ŏ). By Theorem 2.6, Tn−1
1 induces an ŏ-linear topological isomorphism

(R/ŏ)/T1(R/ŏ)→ Tn−1
1 (R/ŏ)/Tn1 (R/ŏ).

By (13) this isomorphism becomes Γ-equivariant, if the action on the left is pulled back via
an outer automorphism of Γ. Since the (co)homology groups of Γ for this twisted action
on (R/ŏ)/T1(R/ŏ) are canonically isomorphic to the original ones, the theorem follows from
Theorem 3.19. 2

Remark 3.21. If K = Qp with p > 2 and if h= p− 1 then the so-called Tate–Farrell cohomology of
Γ with coefficients in R was considered in [Sym04]. In addition to the fact that the Tate–Farrell
cohomology and the continuous group cohomology agree only in large degrees, our methods
are completely different from those of [Sym04]. In fact, Theorem 3.20 follows from a profound
analysis of the structure of R as a Λ-module which is not discussed in [Sym04].
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(Birkhäuser, 2000), 349–410.

Wil98 J. S. Wilson, Profinite groups, London Mathematical Society Monographs, vol. 19 (Oxford, 1998).
Yu95 J.-K. Yu, On the moduli of quasi-canonical liftings, Compositio Math. 96 (1995), 293–321.

Jan Kohlhaase kohlhaaj@math.uni-muenster.de
Mathematisches Institut, Westfälische Wilhelms-Universität Münster,
Einsteinstraße 62, D-48149 Münster, Germany

839

https://doi.org/10.1112/S0010437X12000723 Published online by Cambridge University Press

http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
http://www.math.uni-muenster.de/u/kohlhaaj/publ.html
https://doi.org/10.1112/S0010437X12000723

	Introduction
	1 The action of the automorphism group
	2 The action of the spherical Hecke algebra
	3 Iwasawa theoretic structure theorems
	References



