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## 1. Introduction

It is known that a divisor $d>0$ of the positive integer $n$ is called unitary $[3 ; \S 1]$ if $d \delta=n$ and $(d, \delta)=1$, where $(d, \delta)$ denotes the g.c.d. of $d$ and $\delta$. We write $d \| n$. Let $k$ be a fixed positive integer. A positive integer $n$ is called $k$-free if $n$ is not divisible by the $k$ th power of any prime. Let $\mathscr{V}_{k}(n)$ be the characteristic function of the set of $k$-free integers (i.e. $\mathscr{V}_{k}(n)=1$ or 0 according as $n$ is $k$-free or not). For integers $a, b$, not both zero, let us denote by $(a, b)_{k}$ and $(a, b)_{k}^{*}$, the greatest $k$ th power divisor of $a$ and $b$ and the greatest $k$ th power divisor of $a$ which is a unitary divisor of $b$ respectively. It is clear that $(a, b)_{1}=(a, b)$ and $(a, b)_{1}^{*}=(a, b)^{*}$, the greatest divisor of $a$ which is a unitary divisor of $b[3 ; \$ 1]$. We say that a divisor $d>0$ of the positive integer $n$ is $k$-ary $[9 ; \delta 1]$ or semi-k-ary according as $d \delta=n$ and $(d, \delta)_{k}=1$ or $d \delta=n$ and $(d, \delta)_{k}^{*}=1$. It is clear that a 1 -ary divisor is a unitary divisor and a semi-1-ary divisor is a semi-unitary divisor $[1 ; \S 1]$. It may be noted that if $d$ is a $k$-ary divisor of $n$ then $n / d$ (the complementary divisor to $d$ of $n$ ) is also a $k$-ary divisor of $n$, but if $d$ is a semi- $k$-ary divisor of $n$, then its complementary divisor need not be a semi- $k$-ary divisor of $n$.

For any pair of arithmetical functions $f(n)$ and $g(n)$, we define

$$
\begin{align*}
F_{k}^{*}(n) & =\sum_{\substack{d \delta=n \\
(d, \delta)=1 \\
(d)=1}} f(d) g(\delta)  \tag{1.1}\\
F_{k}^{s *}(n) & =\sum_{\substack{d d \delta=n \\
(d, \delta)_{v}^{*}=1}} f(d) g(\delta), \tag{1.2}
\end{align*}
$$

where the summation in (1.1) and (1.2) are over the $k$-ary and semi- $k$-ary divisors of $n$ respectively.

For any $r$ such that $|r| \geqq 1$, let

$$
\begin{equation*}
\sigma_{r, k}^{*}(n) ; \sigma_{r, k}^{* \prime \prime}(n) ; \sigma_{r, k}^{s *}(n) ; \sigma_{r, k}^{s * \prime}(n), \tag{1.3}
\end{equation*}
$$

denote respectively the sum of the $r$ th powers of the $k$-ary divisors, $k$-ary $(k+1)$ -
free divisors, semi- $k$-ary divisors and semi- $k$-ary $(k+1$ )-free divisors of $n$. For $|r| \geqq 1$, let

$$
\begin{equation*}
\sigma_{r, k}^{* c}(n) ; \sigma_{r k}^{* \prime c}(n) ; \sigma_{r, k}^{s * c}(n) ; \sigma_{r, k}^{s * c}(n), \tag{1.4}
\end{equation*}
$$

denote respectively the sum of the $r$ th powers of the $k$-ary divisors of $n$ whose complementary divisors are $(k+1)$-free, $k$-ary $(k+1)$-free divisors of $n$ whose complementary divisors are ( $k+1$ )-free, semi- $k$-ary divisors of $n$ whose complementary divisors are $(k+1)$-free, semi- $k$-ary $(k+1)$-free divisors of $n$ whose complementary divisors are ( $k+1$ )-free.

Again, for $|r| \geqq 1$, let

$$
\begin{equation*}
\sigma_{r, k}^{c s *}(n) ; \sigma_{r, k}^{\prime c s *}(n) ; \sigma_{r, k}^{c s * \prime}(n) ; \sigma_{r, k}^{\prime c s * \prime \prime}(n), \tag{1.5}
\end{equation*}
$$

denote respectively the sum of the $r$ th powers of the complementary semi- $k$-ary divisors of $n,(k+1)$-free complementary semi- $k$-ary divisors of $n$, complementary semi- $k$-ary $(k+1)$-free divisors of $n,(k+1)$-free complementary semi- $k$-ary $(k+1)$-free divisor of $n$.

Any complementary $k$-ary divisor of $n$ is also a $k$-ary divisor of $n$, so that the four functions corresponding to (1.5) in case of $k$-ary divisors reduce to the first two functions of (1.3) and the first two functions of (1.4) respectively.

Further, if $\delta$ is $(k+1)$-free, then $(d, \delta)_{k}^{*}=1$ if and only if $(d, \delta)_{k}=1$. Hence the first and third functions of (1.4) are equal and the second and fourth functions of (1.4) are equal. Also, the second function of (1.5) is equal to the second function of (1.3) and the fourth function of (1.5) is equal to the second function of (1.4). Hence we discuss only the following functions together with the functions in (1.3):

$$
\begin{equation*}
\sigma_{r, k}^{* c}(n) ; \sigma_{r, k}^{* * c}(n) ; \sigma_{r, k}^{c s *}(n) ; \sigma_{r, k}^{c s * \prime}(n) . \tag{1.6}
\end{equation*}
$$

In this paper (see §4) we obtain the average orders of magnitude of the functions $F_{k}^{*}(n)$ and $F_{k}^{s_{*}(n)}$ defined in (1.1) and (1.2) in the following cases and deduce the average orders of magnitude of the functions considered in (1.3) and (1.6):
(i) $g(n)$ is bounded and $f(n)=n^{r}, \mathscr{V}_{k+1}(n) n^{r}, r \geqq 1$.
(ii) $g(n)=1, \mathscr{V}_{k+1}(n)$ and $f(n)=h(n) / n^{r}$, where $h(n)$ is bounded, $r \geqq 1$,
(iii) $f(n)$ is bounded and $g(n)=n^{r}, r \geqq 1$.
(iv) $f(n)=1, \mathscr{V}_{k+1}(n)$ and $g(n)=h(n) / n^{r}$, where $h(n)$ is bounded, $r \geqq 1$.

## 2. Preliminaries

Let $\phi(n)$ denote the Euler totient function, $J_{k}(n)$ denote the Jordan totient function (cf. [4], p. 147; also [2]) and $\Phi_{k}(n)$ denote the Klee's function (cf. [6] and [7]). Let $\mu(n)$ denote the Möbius function and $\mu^{*}(n)$ be defined by $\mu^{*}(1)=1$ and $\mu^{*}(n)=(-1)^{w(n)}$, where $w(n)$ denotes the number of distinct prime factors of $n$. The function $\mu^{*}(n)$ has been discussed by Cohen [3]. The following known arithmetical forms are needed in our later discussion:

$$
\begin{align*}
& \phi(n)=n \sum_{d \mid n} \frac{\mu(d)}{d}=n \prod_{p \mid n}\left(1-\frac{1}{p}\right)  \tag{2.1}\\
& J_{k}(n)=n^{k} \sum_{d \mid n} \frac{\mu(d)}{d^{k}}=n^{k} \prod_{p \mid n}\left(1-\frac{1}{p^{k}}\right) \\
& \Phi_{k}(n)=n \sum_{d^{k} \mid,} \frac{\mu(d)}{d^{k}}=n \prod_{p^{k} \mid n}\left(1-\frac{1}{p^{k}}\right) \tag{2.3}
\end{align*}
$$

the products being extended over all prime divisors $p$ of $n$.
Let $\phi_{k}^{*}(n)$ denote the number of integers $h$ in the set $\{1,2, \cdots, n\}$ such that $(h, n)_{k}^{*}=1$. It has been proved in [10; Theorem 2.5] that

$$
\begin{equation*}
\phi_{k}^{*}(n)=n \sum_{d^{k} \|_{n}} \frac{\mu^{*}(d)}{d^{k}}=n \prod_{\substack{p^{x} \| n n \\ k / \alpha}}\left(1-\frac{1}{p^{\alpha}}\right) \tag{2.4}
\end{equation*}
$$

Lemma 2.1.

$$
\sum_{m \leqq x} m^{r}=\frac{x^{r+1}}{r+1}+O\left(x^{r}\right), \quad \text { if } r \geqq 0, x \geqq 1
$$

$$
\begin{align*}
\sum_{m \leqq x} \frac{1}{m^{r}} & =O(1), & & \text { if } r>1, x \geqq 1  \tag{2.6}\\
& =O(\log x), & & \text { if } r=1, x \geqq 2 \\
\sum_{m>x}^{\sum} \frac{1}{m^{r}} & =O\left(\frac{1}{x^{r-1}}\right), & & \text { if } r>1, x \geqq 1 \tag{2.7}
\end{align*}
$$

This is well-known.
Lemma 2.2. (cf. [11], lemma 2.3) For $s>1$,

$$
\begin{equation*}
\sum_{\substack{m=1 \\(m, n)=1}}^{\infty} \frac{\mu(m)}{m^{s}}=\frac{n^{s}}{\zeta(s) J_{s}(n)} \tag{2.8}
\end{equation*}
$$

where $J_{s}(n)=n^{s} \Pi_{p \mid n}\left(1-1 / p^{*}\right)$ and $\zeta(s)$ is the Riemann zeta function.
Lemma 2.3. (cf. [8], theorem 1). For $s>2$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\Phi_{k}(n)}{n^{s}}=\frac{\zeta(s-1)}{\zeta(k s)} \tag{2.9}
\end{equation*}
$$

Lemma 2.4. For $s>2$,
(2.10) $\sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \Phi_{k}(n)}{n^{s}}=\zeta(s-1) \prod_{p}\left\{1-\frac{1}{p^{(k+1)(s-1)}}-\frac{1-p^{-s+1}}{p^{k s}}\right\}$,
the product being extended over all primes $p$.

Proof. The series is absolutely convergent for $s>2$, since $\Phi_{k}(n) \leqq n$ by (2.3) and the general term is multiplicative. Hence the series can be expanded into an infinite product of Euler type (cf. [5], Theorem 286) so that we have

$$
\sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \Phi_{k}(n)}{n^{s}}=\prod_{p}\left\{\sum_{i=0}^{\infty} \frac{\mathscr{V}_{k+1}\left(p^{i}\right) \Phi_{k}\left(p^{i}\right)}{p^{i s}}\right\}
$$

By making use of (2.3), we get the lemma after simplification.
Lemma 2.5. For $s>2$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\phi_{k}^{*}(n)}{n^{s}}=\zeta(s-1) \zeta(k s) \prod_{p}\left\{1-\frac{2}{p^{k s}}+\frac{1}{p^{(k+1) s-1}}\right\} . \tag{2.11}
\end{equation*}
$$

Proof. This can be proved in the same way as lemma 2.4 , by expressing the series into an infinite product of Euler type and then making use of (2.4).

Lemma 2.6.

$$
\underset{\substack{d^{k}\left|m  \tag{2.12}\\ d^{k}\right| n}}{\Sigma}= \begin{cases}1 & \text { if }(m, n)_{k}=1 \\ 0 & \text { otherwise }\end{cases}
$$

Proof. We note that $(a, b)_{k}=1$ if and only if $(a, b)$ is $k$-free and

$$
\begin{gather*}
\mathscr{V}_{k}(n)=\sum_{d^{k} \mid n} \mu(d) \text { so that }  \tag{2.13}\\
\sum_{d^{k} \mid(m, n)} \mu(d)=\mathscr{V}_{k}((m, n))=1 \text { or } 0 \text { according as }(m, n)_{k}=1 \text { or }>1
\end{gather*}
$$

which proves the lemma.
Lemma 2.7. (cf. [1], lemma 2.3(ii)). For $r \geqq 0, x \geqq 1, n \geqq 1$,

$$
\begin{equation*}
\phi_{r}(x, n) \equiv \sum_{\substack{m \leq x \\(m, n)=1}} m^{r}=\frac{x^{r+1}}{r+1} \cdot \frac{\phi(n)}{n}+O\left(x^{r} \vartheta(n)\right. \tag{2.14}
\end{equation*}
$$

uniformly, where $\vartheta(n)$ is the number of square-free divisors of $n$.
Lemma 2.8. For $r \geqq 0, x \geqq 1$,

$$
\begin{equation*}
\sum_{\substack{m \leq x \\(m \cdot n)=1}} \mathscr{V}_{k+1}(m) m^{r}=\frac{x^{r+1}}{r+1} \cdot \frac{\alpha_{k}(n)}{\zeta(k+1)}+O\left(x^{r+1^{\prime} /(k+1)} \vartheta(n)\right. \tag{2.15}
\end{equation*}
$$

uniformly, where

$$
\begin{equation*}
\alpha_{k}(n)=\frac{n^{k} \phi(n)}{J_{k+1}(n)} \tag{2.16}
\end{equation*}
$$

Proof. By (2.13) and (2.14), we have

$$
\begin{aligned}
& \underset{\substack{m \leq x \\
(m, n)=1}}{ } \mathscr{V}_{k+1}(m) m^{r}=\sum_{\substack{m \leq x \\
(m, n)=1}} m^{*} \sum_{t^{k+1} \mid m} \mu(t)=\sum_{\substack{t^{t k+1,1 \leq \leq x} \\
\left(t^{k+1} s, n\right)=1}} t^{(k+1) r} s^{r} \mu(t) \\
& =\sum_{\substack{t \leqq x, 1 / /^{k+1} \\
(t, n)=1}} t^{(k+1) r} \mu(k) \sum_{\substack{s \leqq x / /^{k+1} \\
(s, n)=1}} s^{r} \\
& =\sum_{\substack{t \leq x^{1}, k^{+1} \\
(t, n)=1}} \mu(t) t^{(k+1) r}\left\{\frac{1}{r+1}\left(\frac{x}{t^{k+1}}\right)^{r+1} \frac{\phi(n)}{n}+O\left(x^{r} \frac{\vartheta(n)}{t^{(k+1) r}}\right)\right\} \\
& =\frac{x^{r+1}}{r+1} \cdot \frac{\phi(n)}{n} \sum_{\substack{t \leqq x^{1} \gamma^{k+1} \\
(t, n)=1}} \frac{\mu(t)}{t^{k+1}}+O\left(x^{r} \vartheta(n) \sum_{t \leqq x^{1 / k+1}} 1\right) \\
& =\frac{x^{r+1}}{r+1} \cdot \frac{\phi(n)}{n} \sum_{\substack{t=1 \\
(t n)=1}}^{\infty} \frac{\mu(t)}{t^{k+1}}+O\left(x^{r+1} \sum_{t>x^{1} / k+1} t^{-(k+1)}\right) \\
& +O\left(x^{r+1 /(k+1)} \vartheta(n)\right) \text {. }
\end{aligned}
$$

The first $O$-term is $O\left(x^{r+1 /(k+1)}\right)$ by (2.7). Hence the lemma follows, by (2.8).
Lemma 2.9.

$$
\Sigma_{\substack{d^{k} k m  \tag{2.17}\\
d^{k} \| \mid n}} \mu^{*}(d)=\left\{\begin{array}{l}
1 \text { if }(m, n)_{k}^{*}=1 \\
0 \text { otherwise }
\end{array}\right.
$$

Proof. Suppose $(m, n)_{k}^{*}=1$. Then 1 is the only $k$ th power divisor of $m$ which is a unitary divisor of $n$ so that the left hand side of $(2.17)$ is $\mu^{*}(1)=1$.

Suppose $(m, n)_{k}^{*}>1$. Then there exists a $k$ th power divisor $>1$ of $m$ which is a unitary divisor of $n$. Let $p_{1}^{k \alpha_{1}} \cdots p_{r}^{k \alpha_{r}}$ be the canonical representation of the greatest $k$ th power divisor of $m$ which is a unitary divisor of $n$. Then the left hand side of (2.17) is equal to

$$
\prod_{i=1}^{r}\left\{\mu^{*}(1)+\mu^{*}\left(p_{i}^{\alpha_{I}}\right)\right\}=0
$$

Hence the lemma follows.

## 3. Auxiliary lemmas

In this section, we prove some more lemmas which are needed in our later discussion.

Lemma 3.1. For $r \geqq 0, x \geqq 1$,

$$
\begin{equation*}
\phi_{r, k}(x, n) \equiv \sum_{\substack{m \leq x \\(m \cdot n)_{k}=1}} m^{r}=\frac{x^{r+1}}{r+1} \cdot-\frac{\Phi_{k}(n)}{n}+O\left(x^{r} \vartheta_{k}(n)\right) \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{r, k}^{*}(x, n) \equiv \sum_{\substack{m \leq x \\(m, n)_{k}=1}} m^{r}=\frac{x^{r+1}}{r+1} \frac{\phi_{k}^{*}(n)}{n}+O\left(x^{r} \tau_{k}^{*}(n)\right) \tag{3.2}
\end{equation*}
$$

uniformly, where $\vartheta_{k}(n)=\Sigma_{d^{k} \mid n} \mu^{2}(d)$ and $\tau_{k}^{*}(n)=\Sigma_{d^{k} \| n} 1$.
Proof. We prove (3.2) and (3.1) can be proved similarly. By (2.17), (2.5) and (2.4),

$$
\begin{aligned}
\phi_{r, k}^{*}(x, n)=\sum_{\substack{m \leq x \\
(m, n)=1}} m^{r} & =\sum_{m \leq x} \sum_{\substack{k|k| m \\
d^{k} \| n}} \mu^{*}(d)=\sum_{\substack{d^{k} \delta \leq x \\
d^{k} \| n}} \mu^{*}(d) d^{k r} \delta^{r} \\
& =\sum_{d^{k} \| n} \mu^{*}(d) d^{k r} \sum_{\delta \leqq x / d^{k}} \delta^{r} \\
& =\sum_{d^{k} \| n} \mu^{*}(d) d^{k r}\left\{\frac{1}{r+1}\left(\frac{x}{d^{k}}\right)^{r+1}+O\left(\frac{x^{r}}{d^{k r}}\right)\right\} \\
& =\frac{x^{r+1}}{r+1} \sum_{d^{k} \| n} \frac{\mu^{*}(d)}{d^{k}}+O\left(x^{r} \sum_{d^{k} \| n} 1\right) \\
& =\frac{x^{r+1}}{r+1} \cdot \frac{\phi_{k}^{*}(n)}{n}+O\left(x^{r} \tau_{k}^{*}(n)\right)
\end{aligned}
$$

Thus (3.2) is proved. To prove (3.1) we use (2.12) and (2.3) instead of (2.17) and (2.4).

Remark 3.1. The functions $\vartheta_{k}(n)$ and $\tau_{k}^{*}(n)$ can be replaced by $\tau_{k}(n)=$ $\Sigma_{d^{k} \mid n} 1$ in (3.1) and (3.2) since $\vartheta_{k}(n) \leqq \tau_{k}(n)$ and $\tau_{k}^{*}(n) \leqq \tau_{k}(n)$.

Lemma 3.2. For $r \geqq 0, x \geqq 1$,

$$
\begin{equation*}
\phi_{r, k}^{\prime}(x, n) \equiv \sum_{\substack{m \leq x \\(m, n)_{k}=1}} \mathscr{V}_{k+1}(m) m^{r}=\frac{x^{r+1}}{r+1} \cdot \frac{\beta_{k}(n)}{\zeta(k+1)}+O\left(x^{r+1 /(k+1)} \theta_{k}(n)\right) \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{r, k}^{* \prime}(x, n) \equiv \sum_{\substack{m \leq x \\(m, n)^{*} k=1}} \mathscr{V}_{k+1}(m) m^{r}=\frac{x^{r+1}}{r+1} \frac{\beta_{k}^{*}(n)}{\zeta(k+1)}+O\left(x^{r+1 /(k+1)} \theta_{k}^{*}(n)\right) \tag{3.4}
\end{equation*}
$$

uniformly, where

$$
\begin{align*}
& \beta_{k}(n)=\sum_{d^{k} \mid n} \frac{\mu(d) \alpha_{k}(d)}{d^{k}}  \tag{3.5}\\
& \theta_{k}(n)=\sum_{d^{k} \mid n} \frac{\mu^{2}(d) \vartheta(d)}{d^{k /(k+1)}} \tag{3.6}
\end{align*}
$$

$$
\begin{align*}
& \beta_{k}^{*}(n)=\sum_{d^{k} \| n} \frac{\mu^{2}(d) \mu^{*}(d) \alpha_{k}(d)}{d^{k}}=\sum_{d^{k} \| n} \frac{\mu(d) \alpha_{k}(d)}{d^{k}}  \tag{3.7}\\
& \theta_{k}^{*}(n)=\sum_{d^{k} \| n} \frac{\mu^{2}(d) \vartheta(d)}{d^{k /(k+1)}} \tag{3.8}
\end{align*}
$$

Proof. Here also, we give the proof of (3.4) and omit the proof of (3.3) as it can be proved similarly.

By (2.17) and (2.15), we have

$$
\begin{aligned}
\phi_{r, k}^{* \prime}(x, n) & =\sum_{m \leq x} \mathscr{V}_{k+1}(m) m^{r} \sum_{\substack{d^{k} \mid m \\
d^{k}\| \| n}} \mu^{*}(d) \\
& =\sum_{\substack{d^{k} \delta \leq x \\
d^{k} \| n}} \mathscr{V}_{k+1}\left(d^{k} \delta\right) d^{k r} \delta^{r} \mu^{*}(d) \\
& =\sum_{\substack{d^{k} \delta \leq x \\
d d^{k}\| \| n}} \mathscr{V}_{k+1}\left(d^{k}\right) \mathscr{V}_{k+1}(\delta) d^{k r} \delta^{r} \mu^{*}(d) \\
& =\sum_{d^{k}\| \| n} \mu^{2}(d) \mu^{*}(d) d^{d^{k r}} \sum_{\substack{\delta \leq x / d^{k} \\
(\delta, d)=1}} \mathscr{V}_{k+1}(\delta) \delta^{r} \\
& =\sum_{d^{k} \| n} \mu^{2}(d) \mu^{*}(d) d^{k r}\left\{\frac{1}{r+1}\left(\frac{x}{d^{k}}\right)^{r+1} \frac{\alpha_{k}(d)}{\zeta(k+1)}+O\left(\frac{x^{r+1 /(k+1)} \vartheta(d)}{\left.d^{k r+k /(k+1)}\right)}\right)\right\} \\
& =\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{d^{k} \| n} \frac{\mu^{2}(d) \mu^{*}(d) \alpha_{k}(d)}{d^{k}}+O\left(x^{r+1 /(k+1)} \sum_{d^{k} \| n} \frac{\mu^{2}(d) \vartheta(d)}{\left.d^{k /(k+1)}\right)}\right) .
\end{aligned}
$$

Thus (3.4) is proved. To prove (3.3) we use (2.12) instead of (2.17).
Remark 3.2. We note that $\beta_{k}(n)$ and $\theta_{h}(n)$ are multiplicative (follow from lemma 2.4 of [9]) and $\beta_{k}^{*}(n)$ and $\theta_{k}^{*}(n)$ are also multiplicative (follow from theorem 2.4 of [10]). Their evaluations are given by the following:

$$
\begin{align*}
& \beta_{k}(n)=\prod_{p^{k} \mid n}\left(\frac{p\left(p^{k}-1\right)}{p^{k+1}-1}\right)  \tag{3.9}\\
& \theta_{k}(n)=\prod_{p^{k} \mid n}\left(1+\frac{2}{p^{k /(k+1)}}\right)  \tag{3.10}\\
& \beta_{k}^{*}(n)=\prod_{p^{k} \| n}\left(\frac{p\left(p^{k}+1\right)}{p^{k+1}-1}\right)  \tag{3.11}\\
& \theta_{k}^{*}(n)=\prod_{p^{k} \| n}\left(1+\frac{2}{p^{k /(k+1)}}\right) \tag{3.12}
\end{align*}
$$

Remark 3.3. $\theta_{k}(n)=O\left(n^{\varepsilon}\right)$ and $\theta_{k}^{*}(n)=O\left(n^{\varepsilon}\right)$ for every $\varepsilon>0$. These can be proved by making use of theorem 316 of [5].

Lemma 3.3. For $s>1$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\beta_{k}(n)}{n^{s}}=\zeta(s) \prod_{p}\left(1-\frac{p-1}{p^{k s}\left(p^{k+1}-1\right)}\right) \tag{3.13}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{\beta_{k}^{*}(n)}{n^{s}}=\zeta(s) \prod_{p}\left(1-\frac{(p-1)\left(1-p^{-s}\right)}{p^{k+1}-1}\right)  \tag{3.14}\\
& \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \beta_{k}(n)}{n^{s}}=\zeta(s) \prod_{p}\left(1-\frac{1}{p^{(k+1) s}}-\frac{(p-1)\left(1-p^{-s}\right)}{p^{k s}\left(p^{k+1}-1\right)}\right) \tag{3.15}
\end{align*}
$$

the products being extended over all primes.
Proof. By (3.9) and (3.11), $\beta_{k}(n) \leqq 1$ and $\beta_{k}^{*}(n) \leqq 1$ so that the three series are absolutely convergent for $s>1$. Since $\beta_{k}(n)$ and $\beta_{k}^{*}(n)$ are multiplicative, the series can be expanded into infinite products of Euler type (cf. [5] theorem 286). By making use of (3.9) and (3.11) we get the lemma after simplification.

Lemma 3.4. For $r \geqq 0, x \geqq 1$,

$$
\begin{equation*}
\psi_{r, k}^{*}(x, n) \equiv \sum_{\substack{m \leq x \\(n, m)_{k}^{*}=1}} m^{r}=\frac{x^{r+1}}{r+1} \frac{\psi_{k}^{*}(n)}{n}+O\left(x^{r} I_{k}(n)\right) \tag{3.16}
\end{equation*}
$$

uniformly, where

$$
\begin{align*}
\psi_{k}^{*}(n) & =n \sum_{d^{k} \mid n} \frac{\mu^{*}(d) \phi(d)}{d^{k+1}}  \tag{3.17}\\
I_{k}(n) & =\sum_{d^{k} \backslash n} \vartheta(d) \tag{3.18}
\end{align*}
$$

Proof. Interchanging $m$ and $n$ in lemma 2.9 , we have

$$
\underset{\substack{d^{k} \| m \\ d^{k} \mid n}}{\sum \mu^{*}(d)}= \begin{cases}1 & \text { if }(n, m)_{k}^{*}=1 \\ 0 & \text { otherwise }\end{cases}
$$

Hence

$$
\begin{aligned}
\psi_{r, k}^{*}(x, n) & =\sum_{m \leqq x} m^{r} \sum_{\substack{d^{k} \| m \\
d^{k} \mid n}} \mu^{*}(d)=\sum_{\substack{d^{k} \leq \leq x \\
d^{k} \mid n \\
(d, \delta)=1}} \mu^{*} d^{k r} \delta^{r} \\
& =\sum_{d^{k} \mid n} \mu^{*}(d) d^{k r} \sum_{\substack{\delta \leq x / d^{k} \\
(\delta, d)=1}} \delta^{r},
\end{aligned}
$$

so that by (2.14),

$$
\begin{aligned}
\psi_{r, k}^{*}(x, n) & =\sum_{d^{k} \mid n} \mu^{*}(d) d^{k r}\left\{\frac{1}{r+1}\left(\frac{x}{d^{k}}\right)^{r+1} \frac{\phi(d)}{d}+O\left(x^{r} \frac{\vartheta(d)}{d^{k r}}\right)\right\} \\
& =\frac{x^{r+1}}{r+1} \sum_{d^{k} \mid n} \frac{\mu^{*}(d) \phi(d)}{d^{k+1}}+O\left(x^{r} \sum_{d^{k, n}} \vartheta(d)\right)
\end{aligned}
$$

Hence (3.16) follows.

REmark 3.4. We note that $\psi_{k}^{*}(n)$ is multiplicative (follows from lemma 2.4 of [9]) and its evaluation is given by

$$
\begin{equation*}
\psi_{k}^{*}(n)=n \prod_{p^{k} \mid n}\left\{1-\frac{(p-1)\left(1-p^{-t k}\right)}{p\left(p^{k}-1\right)}\right\} \tag{3.20}
\end{equation*}
$$

where $t=[\alpha / k], \alpha$ being the multiplicity of $p$ in $n$.
Lemma 3.5. For $s>2$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\psi_{k}^{*}(n)}{n^{s}}=\zeta(s-1) \prod_{p}\left(1-\frac{p-1}{p\left(p^{k s}-1\right.}\right) \tag{3.21}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1} \psi_{k}^{*}(n)}{n^{s}}=\zeta(s-1) \prod_{p}\left\{1-\frac{1}{p^{(k+1)(s-1)}}-\frac{(p-1)\left(1-p^{-s+1}\right)}{p^{k s+1}}\right\} . \tag{3.22}
\end{equation*}
$$

Proof. By (3.20), $\psi_{k}^{*}(n) \leqq n$, so that the series are absolutely convergent for $s>2$ and the general terms of the series are multiplicative. By expanding the series into an infinite product of Euler type the lemma follows from theorem 286 of [5].

Lemma 3.6. For $r \geqq 1, x \geqq 2$,

$$
E_{r, k}(x) \equiv \sum_{n \leqq x} \frac{\tau_{k}(d)}{d^{r}}= \begin{cases}O\left(\log ^{2} x\right) & \text { if } r=1, k=1  \tag{3.23}\\ O(\log x) & \text { if } r=1, k>1 \\ O(1) & \text { if } r>1\end{cases}
$$

where $\tau_{k}(n)$ is as defined in Remark 3.1.
Proof. We have

$$
\begin{align*}
E_{r, k}(x) & =\sum_{n \leqq x} \frac{1}{n^{r}} \sum_{d^{k} \mid n} 1=\sum_{d^{k} \delta \leqq x} \frac{1}{d^{k r} \delta^{r}} \\
& =\sum_{d \leqq x^{1} / k} \frac{1}{d^{k r}} \sum_{\delta \leqq x / d^{k}} \frac{1}{\delta^{r}} . \tag{3.24}
\end{align*}
$$

If $r=1$, then by (2.6),
$E_{r, k}(x)=O\left(\sum_{d \leqq x^{1 / k}} \frac{1}{d^{k}} \log \frac{x}{d^{k}}\right)=O\left(\log x \sum_{d \leqq x^{1 / k}} \frac{1}{d^{k}}\right)=O\left(\log ^{2} x\right)$ or $O(\log x)$,
according as $k=1$ or $k>1$.
If $r>1$, by (3.24) and (2.6),

$$
E_{r, k}(x)=O\left(\sum_{d \leqq x^{1} / k} \frac{1}{d^{k}}\right)=O(1)
$$

Hence the lemma follows.

Lemma 3.7.

$$
G_{r, k}(x) \equiv \sum_{n \leq x} \frac{I_{k}(n)}{n^{r}}= \begin{cases}O\left(\log ^{3} x\right) & \text { if } r=1, k=1  \tag{3.25}\\ O(\log x) & \text { if } r=1, k>1 \\ O(1) & \text { if } r>1\end{cases}
$$

where $I_{k}(n)$ is given by (3.18).
Proof.

$$
\begin{align*}
G_{r, k}(x) & =\sum_{n \leqq x} \frac{1}{n^{r}} \sum_{d^{k} \mid n} \vartheta(d)=\sum_{d^{k} \delta \leqq x} \frac{\vartheta(d)}{d_{\delta}^{k r} r} \\
& =\sum_{d \leqq x^{1} / k} \frac{\vartheta(d)}{d^{k}} \sum_{\delta \leqq x / d^{k}} \frac{1}{\delta} \tag{3.26}
\end{align*}
$$

It is clear that $\vartheta(n) \leqq \tau(n)$, where $\tau(n)=\sum_{d \mid n} 1$. If $r=1$, then by (2.6),

$$
\begin{aligned}
G_{r, k}(x) & =O\left(\sum_{d \leqq x^{1 / k}} \frac{\tau(d)}{d^{k}} \log \frac{x}{d^{k}}\right)=O\left(\log x \sum_{d \leqq x^{1 / k}} \frac{\tau(d)}{d^{k}}\right) \\
& =O\left(\log ^{3} x\right) \text { or } O(\log x)
\end{aligned}
$$

according as $k=1$ or $k>1$, since

$$
\sum_{d \leqq x^{1} / k} \frac{\tau(d)}{d^{k}}=O\left(\log ^{2} x\right) \text { or } O(1)
$$

according as $k=1$ or $k>1$.
If $r>1$, then by (3.26) and (2.6),

$$
G_{r, k}(x)=O\left(\sum_{d \leqq x^{1 / k}} \frac{\tau(d)}{d^{k r}}\right)=O(1)
$$

Hence the lemma follows.

## 4. Main Theorems

In this section we prove some theorems and deduce the average orders of magnitude of the functions considered in (1.3) and (1.6).

Theorem 4.1. If in (1.1) and (1.2) $g(n)$ is bounded and $f(n)=n^{r}$ then for $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leqq x} F_{k}^{*}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{g(n) \Phi_{k}(n)}{n^{r+2}}+x^{r} E_{r, k}(x)  \tag{4.1}\\
& \sum_{n \geqq x} F_{k}^{s *}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{g(n) \phi_{k}^{*}(n)}{n^{r+2}}+x^{r} E_{r, k}(x), \tag{4.2}
\end{align*}
$$

where $\Phi_{k}(n)$ and $\phi_{k}^{*}(n)$ are respectively given by (2.3) and (2.4) and $E_{r, k}(x)$ is given by (3.23).

Proof. We have by (3.1) and Remark 3.1.

$$
\begin{aligned}
\sum_{n \leqq x} F_{k}^{*}(n) & =\sum_{n \leqq x} \sum_{\substack{d \delta=n \\
(d, \delta)_{k}=1}} d^{r} g(\delta)=\sum_{\substack{d \delta \leqq x \\
(d, \delta)_{k}=1}} d^{r} g(\delta)=\sum_{\delta \leqq x} g(\delta) \sum_{\substack{\delta \leq x / \delta \\
(d, \delta)_{k}=1}} d^{r} \\
= & \sum_{\delta \leqq x} g(\delta) \phi_{r, k}\left(\frac{x}{\delta}, \delta\right) \\
= & \sum_{\delta \leqq x} g(\delta)\left\{\frac{1}{r+1}\left(\frac{x}{\delta}\right)^{r+1} \frac{\Phi_{k}(\delta)}{\delta}+O\left(x^{r} \frac{\tau_{k}(\delta)}{\delta^{r}}\right)\right\} \\
= & \frac{x^{r+1}}{r+1} \sum_{n \leqq x} \frac{g(n) \Phi_{k}(n)}{n^{r+2}}+O\left(x^{r} \sum_{n \leqq x} \frac{\tau_{k}(n)}{n^{r}}\right) \\
= & \frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{g(n) \Phi_{k}(n)}{n^{r+2}}+O\left(x^{r+1} \sum_{n>x} \frac{\Phi_{k}(n)}{n^{r+2}}\right) \\
& +O\left(x^{r} E_{r, k}(x)\right),
\end{aligned}
$$

by (3.23) and the boundedness of $g(n)$.
Since $\Phi_{k}(n) \leqq n$, the first $O$-term is $O(x)$ by (2.7) and the second $O$-term is $x^{r} E_{r, k}(x)$ by (3.23). Hence (4.1) follows.

The proof of (4.2) follows similarly by using (3.2) instead of (3.1).
Corollary 4.1.1. $(g(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leqq x} \sigma_{r, k}^{*}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{\Phi_{k}(n)}{n^{r+2}}+x^{r} E_{r, k}(x)  \tag{4.3}\\
& \sum_{n \leqq x} \sigma_{r, k}^{s *}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{\phi_{h}^{*}(n)}{n^{r+2}}+x^{r} E_{r, k}(x)
\end{align*}
$$

Remark 4.1. The case $k=1, r=1$ in (4.1) and (4.3) has been discussed by Cohen [3] and the case $k=1, r>1$ in Theorem 4.1 and Corollary 4.1.1 has been discussed by Chidambaraswamy [1]. The case $k>1, r=1$ in (4.1) and (4.3) has been discussed in [12].

Remark 4.2. The coefficients of $x^{r+1} /(r+1)$ in (4.3) and (4.4) can be obtained from (2.9) and (2.11) respectively by taking $s=r+2$.

COROLLARY 4.1.2. $\left(g(n)=\mathscr{V}_{k+1}(n)\right)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{r, k}^{* r}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \Phi_{k}(n)}{n^{r+2}}+x^{r} E_{r, k}(x) \tag{4.5}
\end{equation*}
$$

REMARK 4.2. The coefficient of $x^{r+1} /(r+1)$ in (4.5) can be obtained from (2.10) by taking $s=r+2$.

Theorem 4.2. If in (1.1) and (1.2) $g(n)$ is bounded and $f(n)=v_{k+1}(n) n^{r}$, then for $r \geqq 1, x \geqq 2$,

$$
\begin{align*}
& \sum_{n \leq x} F_{k}^{*}(n)=\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{n=1}^{\infty} \frac{g(n) \beta_{k}(n)}{n^{r+1}}+O\left(x^{r+1 /(k+1)}\right)  \tag{4.6}\\
& \sum_{n \leq x} F_{k}^{s *}(n)=\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{n=1}^{\infty} \frac{g(n) \beta_{k}^{*}(n)}{n^{r+1}}+O\left(x^{r+1 /(k+1)}\right), \tag{4.7}
\end{align*}
$$

where $\beta_{k}(n)$ and $\beta_{k}^{*}(n)$ are given by (3.5) and (3.7) respectively.
The proof of this theorem is similar to that of Theorem 4.1.
Corollary 4.2.1. $(g(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leq x} \sigma_{r, k}^{* \prime}(n)=\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{n=1}^{\infty} \frac{\beta_{k}(n)}{n^{r+1}}+O\left(x^{r+1 /(k+1)}\right)  \tag{4.8}\\
& \sum_{n \leqq x} \sigma_{r, k}^{* * \prime}(n)=\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{n=1}^{\infty} \frac{\beta_{k}^{*}(n)}{n^{r+1}}+O\left(x^{r+1 /(k+1)}\right) . \tag{4.9}
\end{align*}
$$

Remark 4.4. The case $k=1, r=1$ in (4.6) and (4.8) has been discussed by Cohen [3] and the case $k=1, r>1$ in Theorem 4.2 and Corollary 4.2.1 has been discussed by Chidambaraswamy [1].

Remark 4.5. The coefficients of $x^{r+1} /(r+1) \zeta(k+1)$ in (4.8) and (4.9) can be obtained from (3.13) and (3.14) by taking $s=r+1$.

Corollary 4.2.2. $\left(g(n)=\mathscr{V}_{k+1}(n)\right)$. For $r \geqq 1, x \geqq 2, k \geqq 1$.

$$
\begin{equation*}
\sum_{n \leq x} \sigma_{r, k}^{* \prime c}(n)=\frac{x^{r+1}}{(r+1) \zeta(k+1)} \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \beta_{k}(n)}{n^{r+1}}+O\left(x^{r+1 /(k+1)}\right) . \tag{4.10}
\end{equation*}
$$

Remark 4.6. The coefficient of $x^{r+1} /(r+1) y(k+1)$ in the above can be obtained from (3.15) by taking $s=r+1$.

Theorem 4.3. If in (1.2) $f(n)$ is bounded and $g(n)=n^{r}$, then for $r \geqq 1$, $x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leq x} F_{k}^{s *}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{f(n) \psi_{k}^{*}(n)}{n^{r+2}}+x^{r} G_{r, k}(x) \tag{4.11}
\end{equation*}
$$

where $\psi_{k}^{*}(n)$ is given by (3.17) and $G_{r k}(x)$ is given by (3.25).
Proof. By (3.16),

$$
\sum_{n \leq x} F_{k}^{s *}(n)=\sum_{n \leq x} \sum_{\substack{d \delta=n \\(d, \delta)_{k}=1}} f(d) \delta^{r}=\sum_{\substack{d \delta \leq x \\(d, \delta)_{k}=1}} f(d) \delta^{r}
$$

$$
\begin{aligned}
&= \sum_{d \leqq x} f(d) \sum_{\substack{\delta \leqq x / d \\
(d, \delta) \\
k=1}} \delta^{r}=\sum_{d \leqq x} f(d) \psi_{r, k}^{*}\left(\frac{x}{d}, d\right) \\
&= \sum_{d \leqq x} f(d)\left\{\frac{1}{r+1}\left(\frac{x}{d}\right)^{r+1} \frac{\psi_{k}^{*}(d)}{d}+O\left(x^{r} \frac{I_{k}(d)}{d^{r}}\right)\right\} \\
&=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{f(n) \psi_{k}^{*}(n)}{n^{r+2}}+O\left(x^{r+1} \sum_{n>x} \frac{\psi_{k}^{*}(n)}{n^{r}+2}\right) \\
&+O\left(x^{r} \sum_{n \leqq x} \frac{I_{k}(n)}{n^{r}}\right)
\end{aligned}
$$

by the boundedness of $f(n)$. Since $\psi_{k}^{*}(n) \leqq n$, the first $O$-term is $O(x)$ by (2.7) and the second $O$-term is $x^{r} G_{r, k}(x)$ by (3.25). Hence (4.11) follows.

Corollary 4.3.1. $(f(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{r, k}^{c s *}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{\psi_{k}^{*}(n)}{n^{r+2}}+x^{r} G_{r, k}(x) \tag{4.12}
\end{equation*}
$$

Corollary 4.3.2. $\left(f(n)=\mathscr{V}_{k+1}(n)\right)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{r, k}^{c s * \prime}(n)=\frac{x^{r+1}}{r+1} \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \psi_{k}^{*}(n)}{n^{r+2}}+x^{r} G_{r, k}(x) \tag{4.13}
\end{equation*}
$$

Remark 4.7. The coefficients of $x^{r+1} / r+1$ in (4.12) and (4.13) can be obtained from (3.21) and (3.22) by taking $s=r+2$.

TheOrem 4.4. If in (1.1) and (1.2) $g(n)=1$ and $f(n)=h(n) / n^{r}$ where $h(n)$ is bounded, then for $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leqq x} F_{k}^{*}(n)=x \sum_{n=1}^{\infty} \frac{h(n) \Phi_{k}(n)}{n^{r+2}}+E_{r, k}(x)  \tag{4.14}\\
& \sum_{n \leqq x} F_{k}^{s *}(n)=x \sum_{n=1}^{\infty} \frac{h(n) \psi_{k}^{*}(n)}{n^{r+2}}+G_{r, k}(x) . \tag{4.15}
\end{align*}
$$

The proof of this theorem is similar to the proofs of Theorems 4.1 and 4.3.
Corollary 4.4.1. $(h(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leqq x} \sigma_{-r, k}^{*}(n)=x \sum_{n=1}^{\infty} \frac{\Phi_{k}(n)}{n^{r+2}}+E_{r, k}(x)  \tag{4.16}\\
& \quad \sum_{n \leqq x} \sigma_{-r, k}^{s *}(n)=x \sum_{n=1}^{\infty} \frac{\psi_{k}^{*}(n)}{n^{r+2}}+G_{r, k}(x) \tag{4.17}
\end{align*}
$$

Remark 4.8. The coefficients of $x$ in the above can be obtained from (2.9) and (3.21) by taking $s=r+2$.

Corollary 4.4.2. $\left(h(n)=\mathscr{V}_{k+1}(n)\right)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{align*}
& \sum_{n \leqq x} \sigma_{-r, k}^{* \prime}(n)=x \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \Phi_{k}(n)}{n^{r+2}}+E_{r, k}(x)  \tag{4.18}\\
& \sum_{n \leqq x} \sigma_{-r, k}^{s * \prime}(n)=x \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \psi_{k}^{*}(n)}{n^{r+2}}+G_{r, k}(x) \tag{4.19}
\end{align*}
$$

Remark 4.9. The coefficients of $x$ in the above can be obtained from (2.10) and (3.22) by taking $s=r+2$.

Theorem 4.5. If in (1.1) $g(n)=\mathscr{V}_{k+1}(n)$ and $f(n)=h(n) / n^{r}$ where $h(n)$ is bounded, then for $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} F_{k}^{*}(n)=\frac{x}{\zeta(k+1)} \sum_{n=1}^{\infty} \frac{h(n) \beta_{k}(n)}{n^{r+1}}+O\left(x^{1 /(k+1)}\right) \tag{4.20}
\end{equation*}
$$

The proof of this theorem is similar to that of Theorem 4.1.
Corollary 4.5.1. $(h(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{-r, k}^{* c}(n)=\frac{x}{\zeta(k+1)} \sum_{n=1}^{\infty} \frac{\beta_{k}(n)}{n^{r+1}}+O\left(x^{1 /(k+1)}\right) \tag{4.21}
\end{equation*}
$$

Remark 4.10. The coefficients of $x / \zeta(k+1)$ in the above can be obtained by taking $s=r+1$.

Corollary 4.5.2. $\left(h(n)=\mathscr{F}_{k+1}(n)\right)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{-r, k}^{*^{\prime} c}(n)=\frac{x}{\zeta(k+1)} \sum_{n=1}^{\infty} \frac{\mathscr{V}_{k+1}(n) \beta_{k}(n)}{n^{r+1}}+O\left(x^{1 /(k+1)}\right) \tag{4.22}
\end{equation*}
$$

Remark 4.11. The coefficient of $x / \zeta(k+1)$ in the above can be obtained by taking $s=r+1$ in (3.15).

Theorem 4.6. If in $(1.2) f(n)=1$ and $g(n)=h(n) / n^{r}$, where $h(n)$ is bounded, then for $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} F_{k}^{s *}(n)=x \sum_{n=1}^{\infty} \frac{h(n) \phi_{k}^{*}(n)}{n^{r+2}}+E_{r, k}(x) \tag{4.23}
\end{equation*}
$$

The proof of this theorem is similar to that of Theorem 4.3.
Corollary 4.6.1. $(h(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{-r, k}^{c s *}(n)=x \sum_{n=1}^{\infty} \frac{\phi_{k}^{*}(n)}{n^{r+2}}+E_{r, k}(x) \tag{4.24}
\end{equation*}
$$

Remark 4.12. The coefficient of $x$ in the above can be obtained from (2.11) by taking $s=r+2$.

Theorem 4.7. If in (1.2) $f(n)=\mathscr{V}_{k+1}(n)$ and $g(n)=h(n) / n^{r}$, where $h(n)$ is bounded, then $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} F_{k}^{s *}(n)=\frac{x}{\zeta(k+1)} \sum_{n=1}^{\infty} \frac{h(n) \beta_{k}^{*}(n)}{n^{r+1}}+O\left(x^{1 /(k+1)}\right) \tag{4.25}
\end{equation*}
$$

The proof of this theorem is similar to that of Theorem 4.3.
Corollary 4.7.1. $(h(n)=1)$. For $r \geqq 1, x \geqq 2, k \geqq 1$,

$$
\begin{equation*}
\sum_{n \leqq x} \sigma_{-r, k}^{c r * \prime}(n)=\frac{x}{\zeta(k+1)} \sum_{n=1}^{\infty} \frac{\beta_{k}^{*}(n)}{n^{r+1}}+O\left(x^{1 /(k+1)}\right) . \tag{4.26}
\end{equation*}
$$

Remark 4.13. The coefficients of $x / \zeta(k+1)$ in the above can be obtained from (3.14) by putting $s=r+1$.
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