# IMBEDDING $C^{1}$ INTO $H_{1}$ 

## JINGZHI TIE


#### Abstract

This article gives a direct proof of Theorem 7.58 of Greiner [4]. This result implies that the classical Mikhlin-Calderon-Zygmund calculus for the principal value convolution operators on $\mathbb{C}$ is, in a natural way, the limit of the Laguerre calculus for principal value convolution operators on $\mathbb{H}_{1}=\mathbb{C} \times \mathbb{R}$.


1. Introduction. The simplest noncommutative nilpotent Lie group is the Heisenberg group $\mathbb{H}_{1}$ with underlying manifold $\mathbb{R}^{3}$ and with the group law

$$
\begin{equation*}
\left(x_{1}, x_{2}, t\right)\left(y_{1}, y_{2}, s\right)=\left(x_{1}+y_{1}, x_{2}+y_{2}, t+s+2\left[x_{2} y_{1}-x_{1} y_{2}\right]\right) \tag{1}
\end{equation*}
$$

(1) should be looked upon as the non-commutative analogue of Euclidean translation on $\mathbb{R}^{3}$. Note that $\mathbb{R}^{3}=\mathbb{C} \times \mathbb{R}$, and by writing $z=x_{1}+i x_{2}$ and $w=y_{1}+i y_{2}$ the Heisenberg group law can be written in the following form

$$
\begin{equation*}
(z, t)(w, s)=(z+w, t+s+2 \Im m(z \bar{w})) \tag{2}
\end{equation*}
$$

The unit of $\mathbb{H}_{1}$ is $(z, t)=(0,0)$ and the inverse of $(z, t)$ is $(z, t)^{-1}=(-z,-t)$.
Given functions $\phi(u)$ and $\psi(u)$ in $C_{0}^{\infty}\left(\mathbb{H}_{1}\right)$, the $H$-convolution (Heisenberg convolution) is defined by

$$
\phi *_{H} \psi(u)=\int_{R^{3}} \phi\left(v^{-1} u\right) \psi(v) d v,
$$

where $u=(z, t), v=(w, s)$ and $d v=d y_{1} d y_{2} d s$ with $w=y_{1}+i y_{2}$, is the Lebesgue measure on $\mathbb{R}^{3}$.

It is useful to define the $\mathbb{H}_{1}$ analogues of Mikhlin-Calderón-Zygmund principal value convolution operators on $\mathbb{R}^{2}$. Let $r(z, t)=\left(r z, r^{2} t\right), r>0$ denote the Heisenberg dilation. $F$ is said to be $H$-homogeneous of degree $m$ on $\mathbb{H}_{1}$ if

$$
\mathbf{F}\left(r z, r^{2} t\right)=r^{m} \mathbf{F}(z, t), \quad \forall r>0
$$

The Korányi norm on $\mathbb{H}_{1}$ is defined by $\|(z, t)\|=\left(|z|^{4}+t^{2}\right)^{\frac{1}{4}}$, which is $H$-homogeneous of degree 1. The distance $d(u, v)$ of the points $u$ and $v$ in $\mathbb{H}_{1}$ is $d(v, u)=d\left(u^{-1} v, 0\right)=\left\|u^{-1} v\right\|$.

Suppose that $\mathbf{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ is $H$-homogeneous of degree $\gamma$. Then $F$ is locally integrable if and only if $\gamma>-4$. The main result in this paper is concerned with functions which are $H$-homogeneous of the critical degree -4 .
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Definition 1.1. Let $\mathbf{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ be $H$-homogeneous of degree -4 . $\mathbf{F}$ has mean value zero if

$$
\int_{d(u, 0)=1} \mathbf{F} d \sigma=0
$$

where $d \sigma$ is the induced measure on the Heisenberg unit ball $d(u, 0)=1$.
The basic result concerning principal value convolution operators on $\mathbb{H}_{1}$ follows - see [3].

Proposition 1.1. Let $\mathbf{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ be H-homogeneous of degree -4 with mean value zero. Then $\mathbf{F}$ induces a principal value convolution operator,

$$
\begin{equation*}
\mathbf{F} *_{H} \phi(u)=\lim _{\epsilon \rightarrow 0^{+}} \int_{d(u, v)>\epsilon} \mathbf{F}\left(v^{-1} u\right) \phi(v) d v \tag{3}
\end{equation*}
$$

on functions $\phi(u) \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. $F$ can be extended to a bounded operator $F: L^{2}\left(\mathbb{H}_{1}\right) \rightarrow$ $L^{2}\left(\mathbb{H}_{1}\right)$.

In particular principal value convolution operators can be composed, and their composition yields another principal value convolution operator.

The Euclidean Fourier transform $\hat{\phi}$ of $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ is given by

$$
\hat{\phi}(\xi, \tau)=\int_{R^{3}} e^{-i\langle\xi, \mathbf{x}\rangle-i \tau t} \phi(\mathbf{x}, t) d \mathbf{x} d t
$$

where $\mathbf{x}=\left(x_{1}, x_{2}\right), \xi=\left(\xi_{1}, \xi_{2}\right), d \mathbf{x}=d x_{1} d x_{2}$ and $\langle\xi, \mathbf{x}\rangle=\xi_{1} x_{1}+\xi_{2} x_{2}$. Its inverse is

$$
\phi(\mathbf{x}, t)=(2 \pi)^{-3} \int_{R^{3}} e^{i\langle\xi, \mathbf{x})+i \tau t} \hat{\phi}(\xi, \tau) d \xi d \tau
$$

with $d \xi=d \xi_{1} d \xi_{2}$. If $\mathbf{F} \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right), H$-homogeneous of degree -4 with vanishing mean value, then $\hat{\mathbf{F}}(\xi, \tau)$ exists as a tempered distribution. Furthermore $\hat{\mathbf{F}}(\xi, \tau) \in C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$ and $H$-homogeneous of degree 0 ([9]). The following result can be found in [1] and [4].

PROPOSITION 1.2. Let $\mathbf{F}$ induce a left-invariant principal value convolution operator on $\mathbb{H}_{1}$. Then $\mathbf{F} *_{H} \phi$ has the following representation as a pseudo-differential operator

$$
\mathbf{F} *_{H} \phi(\mathbf{x}, t)=(2 \pi)^{-3} \int_{R^{3}} e^{i\langle\xi, \mathbf{x}\rangle+i \tau} \hat{\mathbf{F}}\left(\xi_{1}-2 x_{2} \tau, \xi_{2}+2 x_{1} \tau, \tau\right) \hat{\phi}(\xi, \tau) d \xi d \tau
$$

where $\phi(\mathbf{x}, t) \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$.
The best known example of a left invariant principal value convolution operator on $\mathbb{H}_{1}$ is induced by the singular Cauchy-Szegö kernel:

$$
S(z, t)=\frac{1}{\pi^{2}\left(|z|^{2}-i t\right)^{2}}
$$

If $\mathbb{H}_{1}$ is viewed as the boundary of the generalized upper half-plane $\mathbb{D}=\left\{\left(z_{1}, z_{2}\right)\right.$ : $\left.\Im m z_{2}>\left|z_{1}\right|^{2}\right\}$ via the identification $(z, t) \leftrightarrow\left(z, t+i|z|^{2}\right)$, then $S *_{H}$ may be viewed as the orthogonal projection of $L^{2}\left(\mathbb{H}_{1}\right)$ onto its subspace of boundary values of the Hardy
space $H_{2}(\mathfrak{D})$ of holomorphic functions in $\mathfrak{D}$. A simple calculation yields the Fourier transform, $\hat{S}$ of $S$, namely

$$
\hat{S}(\xi, \tau)= \begin{cases}2 \exp \left(-\frac{|\xi|^{2}}{4 \tau}\right), & \text { if } \tau>0 \\ 0, & \text { if } \tau<0\end{cases}
$$

See details in [2],[4] and [6]. $S$ turns out to be the simplest of a large number of basic operators on $\mathbb{H}_{1}$ induced by Laguerre functions. Laguerre functions have been used in the study of the twisted convolution for several decades [1] [4] [10].

One defines the generalized Laguerre polynomials, $L_{n}^{(p)}(x), n, p=0,1,2, \ldots$ via the following generating function formula

$$
\sum_{n=0}^{\infty} L_{n}^{(p)}(x) z^{n}=\frac{1}{(1-z)^{p+1}} \exp \left(-\frac{z x}{1-z}\right)
$$

Then

$$
\ell_{n}^{(p)}(x)=\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{1 / 2} x^{p / 2} L_{n}^{(p)}(x) e^{-\frac{x}{2}}
$$

are known as the Laguerre functions, where $x \geq 0$. It is well known that $\left\{\ell_{n}^{(p)}(x)\right.$ : $n=0,1,2, \ldots\}$ is a complete orthonormal set of functions in $L^{2}([0, \infty))$ for each $p=0,1,2, \ldots$ (See [11]).

DEFINITION 1.2 ([4], [5]). The exponential Laguerre functions $\hat{\mathfrak{R}}_{n}^{(p)}(\xi)$ are defined on C by

$$
\left.\left.\hat{\mathfrak{Q}}_{n}^{(p)}(\xi)=2(-i)^{p}(-1)^{n} \ell_{n}^{(p)}\right)|\xi|^{2}\right) e^{i p \theta}
$$

and

$$
\hat{\mathfrak{R}}_{n}^{(-p)}(\xi)=\overline{\hat{\mathfrak{Z}}_{n}^{(p)}(\xi)}=2 i^{p}(-1)^{n} \ell_{n}^{(p)}\left(|\xi|^{2}\right) e^{-i p \theta}
$$

where $n, p=0,1,2, \ldots$ and $\xi=\xi_{1}+i \xi_{2}=|\xi| e^{i \theta}$
Note that $\hat{S}(\xi, \tau)=\hat{\mathfrak{Q}}_{0}^{(0)}(\xi / \sqrt{2|\tau|})$ for $\tau>0$. Now suppose that we are given $\hat{\mathbf{F}}(\xi, \tau)$, $H$-homogeneous of degree 0 , i.e.

$$
\hat{\mathbf{F}}\left(r \xi, r^{2} \tau\right)=\hat{\mathbf{F}}(\xi, \tau),(\xi, \tau) \in \mathbb{C} \times \mathbb{R} \quad \text { for } r>0
$$

then the homogeneity permits us to write $\hat{\mathbf{F}}(\xi, \tau)$ as a direct sum of two functions on $\mathbb{C}$ :

$$
\begin{equation*}
\hat{\mathbf{F}}(\xi, \tau)=\hat{\mathbf{F}}\left(\frac{\xi}{\sqrt{2|\tau|}}, \frac{1}{2} \operatorname{sgn}(\tau)\right)=\hat{\mathbf{F}}_{+}\left(\frac{\xi}{\sqrt{2|\tau|}}\right) \oplus \hat{\mathbf{F}}_{-}\left(\frac{\xi}{\sqrt{2|\tau|}}\right) \tag{4}
\end{equation*}
$$

where

$$
\hat{\mathbf{F}}_{+}\left(\frac{\xi}{\sqrt{2|\tau|}}\right)= \begin{cases}\hat{\mathbf{F}}\left(\frac{\xi}{\sqrt{2 \mid \tau}} ; \frac{1}{2}\right), & \text { if } \tau>0 \\ 0, & \text { if } \tau<0\end{cases}
$$

and

$$
\hat{\mathbf{F}}_{-}\left(\frac{\xi}{\sqrt{2|\tau|}}\right)= \begin{cases}\hat{\mathbf{F}}\left(\frac{\xi}{\sqrt{2|\tau|}},-\frac{1}{2}\right), & \text { if } \tau<0 \\ 0, & \text { if } \tau>0\end{cases}
$$

In particular one has, formally, the decomposition $\mathbf{F}=\mathbf{F}_{+} \oplus \mathbf{F}_{-}$, where

$$
\mathbf{F}_{+}(z, t)=(2 \pi)^{-3} \int_{0}^{\infty} e^{i t \tau} d \tau \int_{R^{2}} e^{i\langle\xi, \mathbf{x}\rangle} \hat{\mathbf{F}}_{+}\left(\frac{\xi}{\sqrt{2|\tau|}}\right) d \xi
$$

and

$$
\mathbf{F}_{-}(z, t)=(2 \pi)^{-3} \int_{-\infty}^{0} e^{i t \tau} d \tau \int_{R^{2}} e^{i\langle\xi, \mathbf{x}\rangle} \hat{\mathbf{F}}_{-}\left(\frac{\xi}{\sqrt{2|\tau|}}\right) d \xi
$$

with $z=x_{1}+i x_{2}$. Proposition 1.2 implies that $\mathbf{F}_{+} *_{H} \mathbf{F}_{-}=0$, see [4] for a proof.
$\hat{\mathbf{F}}_{+}$and $\hat{\mathbf{F}}_{-}$can be expanded in an exponential Laguerre series, namely, with $\xi \in \mathbb{C}$,

$$
\begin{equation*}
\hat{\mathbf{F}}_{ \pm}(\xi)=\sum_{p=-\infty}^{\infty} \sum_{n=0}^{\infty} \hat{\mathbf{F}}_{ \pm, n}^{(p)} \hat{\mathfrak{Q}}_{n}^{(p)}(\xi) \tag{5}
\end{equation*}
$$

This expansion is unique. In [4], Greiner studied and gave an outline of a proof of the following result:

Theorem [Greiner]. Let $\mathbf{F}$ induce a principal value convolution operator on $\mathbb{H}_{1}$ with exponential Laguerre expansion (5). Assume that $\hat{\mathbf{F}}(\xi, \tau)$ is Lipschitz of order $\alpha>1 / 2$ with respect to the $\tau$-variable at $\tau=0$, i.e., there exist $0<\delta<1$ and $C(\theta) \in L^{1}[0,2 \pi]$, such that

$$
\begin{equation*}
\left|\hat{\mathbf{F}}\left(e^{i \theta}, \tau\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right| \leq C(\theta)|\tau|^{\alpha} \quad \text { for }|\tau|<\delta . \tag{6}
\end{equation*}
$$

Then $\hat{\mathbf{F}}(\tau=0)=\hat{\mathbf{F}}_{+}(\tau=0)=\hat{\mathbf{F}}_{--}(\tau=0)$ has the Fourier series expansion

$$
\begin{equation*}
\hat{\mathbf{F}}(\tau=0)=\sum_{p=-\infty}^{\infty} a_{p} e^{i p\left(\theta-\frac{\pi}{2}\right)} \quad \text { with } \quad a_{p}=\lim _{n \rightarrow \infty} \hat{\mathbf{F}}_{ \pm, n}^{(p)} . \tag{7}
\end{equation*}
$$

Note that $\hat{\mathbf{F}}\left(r \xi, r^{2} \tau\right)=\hat{\mathbf{F}}(\xi, \tau)$ for $r>0$, so if we set $\tau=0$ and $r=|\xi|^{-1}$, we have

$$
\hat{\mathbf{F}}(\tau=0)=\hat{\mathbf{F}}(\xi, 0)=\hat{\mathbf{F}}\left(|\xi| e^{i \theta}, 0\right)=\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)
$$

hence the Fourier series (7) for $\hat{\mathbf{F}}(\xi, 0)$ makes sense in the theorem. This result implies that the Laguerre calculus for the principal value convolution operators on $\mathbb{H}_{1}$ is the natural extension of the classical Mikhlin-Calderon-Zygmund calculus for the principal value convolution operators on $\mathbb{C}^{2}$. The purpose of this article is to give a direct proof of this theorem.

This result was stated in [4] without the Lipschitz condition (6). Some such condition is essential. We shall discuss this at the end.

There is an analogue result for $\mathbb{H}_{n}$, see Greiner [5] for details.
2. Proof of Greiner's theorem. We only consider the case $\tau \rightarrow 0^{+}$, the case of $\tau \rightarrow 0^{-}$can be proved similarly. First we write $\hat{\mathbf{F}}_{+, n}^{(p)}$ and $a_{p}$ in the integral form.

Lemma 2.1.

$$
\begin{gather*}
4 \pi \hat{\mathbf{F}}_{+, n}^{(p)}=i^{p} \int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty} \hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)(-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta  \tag{8}\\
2 \pi a_{p}=i^{p} \int_{0}^{2 \pi} \hat{\mathbf{F}}\left(e^{i \theta}, 0\right) e^{-i p \theta} d \theta \tag{9}
\end{gather*}
$$

Proof. Since

$$
\begin{aligned}
\int_{R^{2}} \hat{\mathfrak{Q}}_{n}^{(p)}(\xi) \overline{\hat{\mathfrak{Q}}_{m}^{(q)}(\xi)} d \xi & =4(-i)^{p}(-1)^{n+m} i^{q} \int_{R^{2}} \ell_{n}^{(|p|)}\left(|\xi|^{2}\right) \ell_{m}^{(q \mid)}\left(|\xi|^{2}\right) e^{i(p-q) \theta} d \xi \\
& =4 i^{q-p}(-1)^{n+m} \int_{0}^{2 \pi} e^{i(p-q) \theta} d \theta \int_{0}^{\infty} \ell_{n}^{(|p|)}\left(r^{2}\right) \ell_{m}^{(|q|)}\left(r^{2}\right) r d r \\
& =4 \pi i^{i-p}(-1)^{n+m} \delta_{p, q} \int_{0}^{\infty} \ell_{n}^{(|p|)}(r) \ell_{m}^{(q \mid)}(r) d r \\
& =4 \pi \delta_{p, q} \delta_{n, m}
\end{aligned}
$$

and

$$
\hat{\mathbf{F}}\left(\xi, \frac{1}{2}\right)=\sum_{p=-\infty}^{\infty} \sum_{n=0}^{\infty} \hat{\mathbf{F}}_{+, n}^{(p)} \hat{\mathfrak{Q}}_{n}^{(p)}(\xi)
$$

we have

$$
\begin{aligned}
4 \pi \hat{\mathbf{F}}_{+, n}^{(p)} & =\int_{R^{2}} \hat{\mathbf{F}}\left(\xi, \frac{1}{2}\right) \overline{\hat{\Omega}_{n}^{(p)}(\xi)} d \xi=\int_{R^{2}} \hat{\mathbf{F}}\left(\xi, \frac{1}{2}\right) \hat{\mathfrak{Q}}_{n}^{(-p)}(\xi) d \xi \\
& =\int_{0}^{2 \pi} \int_{0}^{\infty} \hat{\mathbf{F}}\left(r e^{i \theta}, \frac{1}{2}\right) 2 i^{p} e^{-i p \theta}(-1)^{n} \ell_{n}^{(|p|)}\left(r^{2}\right) r d r d \theta \\
& =2 i^{p} \int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty} \hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r^{2}}\right)(-1)^{n} \ell_{n}^{(|p|)}\left(r^{2}\right) r d r d \theta \\
& =i^{p} \int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty} \hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)(-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta .
\end{aligned}
$$

We used the homogeneity of $\hat{\mathbf{F}}$ in the third equality. This proves (8). (9) yields the coefficients of the Fourier series expression of $\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)$.

Lemma 2.2. For $p \geq 0$,

$$
\int_{0}^{\infty}(-1)^{n} \ell_{n}^{(p)}(x) d x=\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+\left\lfloor\frac{n}{2}\right\rfloor+1\right)}{\Gamma\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)}
$$

where $\lfloor x\rfloor=$ integer part of $x$.
Proof. We will calculate this integral by the generating function formula of Laguerre polynomials:

$$
\sum_{n=0}^{\infty} L_{n}^{(p)}(x) z^{n}=\frac{1}{(1-z)^{p+1}} \exp \left(-\frac{z x}{1-z}\right)
$$

The definition of $\ell_{n}^{(p)}(r)$ yields

$$
\int_{0}^{\infty}(-1)^{n} \ell_{n}^{(p)}(x) d x=(-1)^{n}\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \int_{0}^{\infty} e^{-\frac{x}{2}} x^{\frac{p}{2}} L_{n}^{(p)}(x) d x
$$

Let

$$
R_{n}^{(p)}=(-1)^{n} \int_{0}^{\infty} e^{-\frac{x}{2}} x^{\frac{p}{2}} L_{n}^{(p)}(x) d x
$$

Then

$$
\begin{align*}
\sum_{n=0}^{\infty} R_{n}^{(p)} z^{n} & =\sum_{n=0}^{\infty} \int_{0}^{\infty} x^{\frac{p}{2}} e^{-\frac{x}{2}} L_{n}^{(p)}(x)(-z)^{n} d x  \tag{10}\\
& =\int_{0}^{\infty} x^{\frac{p}{2}} e^{-\frac{x}{2}} \sum_{n=0}^{\infty} L_{n}^{(p)}(x)(-z)^{n} d x \\
& =\frac{1}{(1+z)^{p+1}} \int_{0}^{\infty} x^{\frac{p}{2}} e^{-\frac{x}{2}} \exp \left(\frac{z x}{1+z}\right) d x \\
& =\frac{1}{(1+z)^{p+1}} \int_{0}^{\infty} x^{\frac{p}{2}} \exp \left(-\frac{x}{2} \frac{1-z}{1+z}\right) d x \\
& =\frac{1}{(1+z)^{p+1}} \frac{\Gamma\left(\frac{p}{2}+1\right)}{\left[\frac{1}{2}\left(\frac{1-z}{1+z}\right)\right]^{\frac{p}{2}+1}} \\
& =\frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+1\right)}{(1+z)^{\frac{p}{2}}(1-z)^{\frac{p}{2}+1}} \\
& =\frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+1\right)(1+z)}{\left(1-z^{2}\right)^{\frac{p}{2}+1}} .
\end{align*}
$$

The binomial formula yields:

$$
\left(1-z^{2}\right)^{-\left(\frac{p}{2}+1\right)}=\sum_{n=0}^{\infty}(-1)^{n}\binom{-\frac{p}{2}-1}{n} z^{2 n} .
$$

Since

$$
\begin{aligned}
\binom{-\frac{p}{2}-1}{n} & =\frac{\left(-\frac{p}{2}-1\right)\left(-\frac{p}{2}-2\right)\left(-\frac{p}{2}-3\right) \cdots\left(-\frac{p}{2}-n\right)}{n!} \\
& =(-1)^{n} \frac{\left(\frac{p}{2}+1\right)\left(\frac{p}{2}+2\right) \cdots\left(\frac{p}{2}+n\right)}{n!}=(-1)^{n} \frac{\Gamma\left(\frac{p}{2}+n+1\right)}{\Gamma\left(\frac{p}{2}+1\right) n!},
\end{aligned}
$$

we have

$$
\left(1-z^{2}\right)^{-\left(\frac{p}{2}+1\right)}=\sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{p}{2}+n+1\right)}{\Gamma\left(\frac{p}{2}+1\right) n!} z^{2 n}
$$

and

$$
(1+z)\left(1-z^{2}\right)^{-\left(\frac{p}{2}+1\right)}=\sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{p}{2}+n+1\right)}{\Gamma\left(\frac{p}{2}+1\right) n!}\left(z^{2 n}+z^{2 n+1}\right) .
$$

Therefore

$$
\sum_{n=0}^{\infty} R_{n}^{(p)} z^{n}=2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+1\right) \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{p}{2}+n+1\right)}{\Gamma\left(\frac{p}{2}+1\right) n!}\left(z^{2 n}+z^{2 n+1}\right) .
$$

The last equation implies

$$
\begin{equation*}
\mathbb{R}_{2 n}^{(p)}=\mathbb{R}_{2 n+1}^{(p)}=\frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+n+1\right)}{n!} \tag{11}
\end{equation*}
$$

We can write (11) as follows:

$$
\mathbb{R}_{n}^{(p)}=\frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+\left\lfloor\frac{n}{2}\right\rfloor+1\right)}{\Gamma\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)}
$$

and we obtain

$$
\begin{aligned}
\int_{0}^{\infty}(-1)^{n} \ell_{n}^{(p)}(x) d x & =\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} R_{n}^{(p)} \\
& =\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+\left\lfloor\frac{n}{2}\right\rfloor+1\right)}{\Gamma\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)}
\end{aligned}
$$

This proves Lemma 2.2.
Lemma 2.3.

$$
\lim _{n \rightarrow \infty} \int_{0}^{\infty}(-1)^{n} \ell_{n}^{(p)}(r) d r=2, \quad \text { for } p=0,1,2, \ldots
$$

Proof. From Lemma 2.2, we have

$$
\int_{0}^{\infty}(-1)^{n} \ell_{n}^{(p)}(r) d r=\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \frac{2^{\frac{p}{2}+1} \Gamma\left(\frac{p}{2}+\left\lfloor\frac{n}{2}\right\rfloor+1\right)}{\Gamma\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)}
$$

From p. 12 of [7] we know that

$$
\begin{equation*}
\frac{\Gamma(n+\alpha)}{\Gamma(n+\beta)} \approx n^{\alpha-\beta}\left[1+\frac{1}{2 n}(\alpha-\beta)(\alpha+\beta-1)+O\left(n^{-2}\right)\right] \tag{12}
\end{equation*}
$$

for large integer $n$, which leads to

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{0}^{\infty}(-1)^{k} \ell_{n}^{(p)}(r) d r & =2^{\frac{p}{2}+1} \lim _{n \rightarrow \infty}\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \frac{\Gamma\left(\frac{p}{2}+\left\lfloor\frac{n}{2}\right\rfloor+1\right)}{\Gamma\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)} \\
& =2^{\frac{p}{2}+1} \lim _{n \rightarrow \infty} n^{-\frac{p}{2}}\left(\left\lfloor\frac{n}{2}\right\rfloor\right)^{\frac{p}{2}}=2 .
\end{aligned}
$$

This proves the lemma.
In the final stage of the proof of the theorem, we need certain norm estimate for the Laguerre functions (See Lemma 2.5). To show this estimate, we need the following asymptotic properties of Laguerre polynomials and functions.

Lemma 2.4. Let $M \geq 1$ be fixed constant, $\mu=4 n+2 p+1$ and $p \geq 0$, then

$$
\begin{align*}
& \left|L_{n}^{(p)}(x)\right|=x^{-\frac{p}{2}-\frac{1}{4}} O\left(n^{\frac{p}{2}-\frac{1}{4}}\right) \quad \text { for } 0 \leq x \leq M,  \tag{13}\\
& \left|\ell_{n}^{(p)}(x)\right| \leq C \begin{cases}(x \mu)^{\frac{p}{2}} & 0 \leq x \leq \frac{1}{\mu} \\
(x \mu)^{-\frac{1}{4}} & \frac{1}{\mu} \leq x \leq \frac{\mu}{2} \\
\mu^{-\frac{1}{4}}\left(\mu^{\frac{1}{3}}+|\mu-x|\right)^{-\frac{1}{4}} & \frac{\mu}{2} \leq x \leq \frac{3 \mu}{2} \\
e^{-\gamma x} & x \geq \frac{3 \mu}{2},\end{cases} \tag{14}
\end{align*}
$$

for some positive constants $C$ and $\gamma$.

See Szegö [11] Theorem 7.6.4 for the proof of (13) and Section 8.22 for the proof of (14).

LEMmA 2.5. Let $M \geq 1$ and $\alpha>0$ be fixed positive constants, $p \geq 0$ and $\beta=$ $\max (1 / 2-\alpha,-1 / 4), \mu=4 n+2 p+1$ as in Lemma 2.4. Then we have the following norm estimates for the Laguerre functions:

$$
\begin{gather*}
\int_{0}^{M}\left|\ell_{n}^{(p)}(x)\right| d x=O\left(n^{-\frac{1}{4}}\right)  \tag{15}\\
\int_{M}^{\infty} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C \mu^{\beta} \tag{16}
\end{gather*}
$$

Proof. First, formula (13) of Lemma 2.4 implies that as $n \rightarrow \infty$,

$$
\begin{aligned}
\int_{0}^{M}\left|\ell_{n}^{(p)}(x)\right| d x & =\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \int_{0}^{M} x^{\frac{p}{2}} e^{-\frac{x}{2}} L_{n}^{(p)}(x) d x \\
& =\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} \int_{0}^{M} x^{\frac{p}{2}} e^{-\frac{x}{2}} x^{-\frac{p}{2}-\frac{1}{4}} O\left(n^{\frac{p}{2}-\frac{1}{4}}\right) d x \\
& =\left[\frac{\Gamma(n+1)}{\Gamma(n+p+1)}\right]^{\frac{1}{2}} O\left(n^{\frac{p}{2}-\frac{1}{4}}\right) \int_{0}^{M} \mathbf{x}^{-\frac{1}{4}} e^{-\frac{x}{2}} d x=O\left(n^{-\frac{1}{4}}\right) .
\end{aligned}
$$

This proves (15). As to the proof of (16), we estimate the integrand in the various intervals as in Lemma 2.4. To keep track of the constants in the following estimates would be both wasteful and confusing. Thus $C$ denotes a given constant which may change during the argument.

For $M \geq 1$ and $n$ sufficiently large, we only need to consider the integral in (16) in three intervals $i . e$. $[M, \mu / 2],[\mu / 2,3 \mu / 2]$ and $[3 \mu / 2, \infty)$. Let $I_{1}, I_{2}$ and $I_{3}$ be the integrals on these intervals respectively. We will estimate $I_{1}, I_{2}$ and $I_{3}$ separately, then compare the bounds to obtain the final estimate.

$$
\begin{gathered}
I_{1}=\int_{M}^{\frac{\mu}{2}} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C \int_{M}^{\frac{\mu}{2}} x^{-\alpha}(x \mu)^{-\frac{1}{4}} d x \\
=C \mu^{-\frac{1}{4}} \int_{M}^{\frac{\mu}{2}} x^{-\alpha-\frac{1}{4}} d x=\left.\frac{4 C}{3-4 \alpha} \mu^{-\frac{1}{4} 4} x^{\frac{3}{4}-\alpha}\right|_{M} ^{\mu / 2} \\
=\frac{4 C}{3-4 \alpha} \mu^{-\frac{1}{4}}\left[\left(\frac{\mu}{2}\right)^{\frac{3}{4}-\alpha}-M^{\frac{3}{4}-\alpha}\right] \leq C \mu^{\beta} . \\
I_{2}=\int_{\frac{\mu}{2}}^{\frac{3 \mu}{2}} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C \int_{\frac{\mu}{2}}^{\frac{3 \mu}{2}} x^{-\alpha} \mu^{-\frac{1}{4}}\left(\mu^{\frac{1}{3}}+|\mu-x|\right)^{-\frac{1}{4}} d x \\
\leq C \mu^{-\frac{1}{4}-\alpha} \int_{\frac{\mu}{2}}^{\frac{3 \mu}{2}}\left(\mu^{\frac{1}{3}}+|\mu-x|\right)^{-\frac{1}{4}} d x \\
\leq C \mu^{-\frac{1}{4}-\alpha} \int_{\frac{\mu}{2}}^{\frac{3 \mu}{2}}|\mu-x|^{-\frac{1}{4}} d x \\
=2 C \mu^{-\frac{1}{4}-\alpha} \int_{0}^{\frac{\mu}{2}} x^{-\frac{1}{4}} d x=\frac{8}{3} C \mu^{-\frac{1}{4}-\alpha}\left(\frac{\mu}{2}\right)^{\frac{3}{4}} \leq C \mu^{\frac{1}{2}-\alpha} .
\end{gathered}
$$

$$
\begin{aligned}
I_{3} & =\int_{\frac{3 \mu}{2}}^{\infty} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C \int_{\frac{3 \mu}{2}}^{\infty} x^{-\alpha} e^{-\gamma x} d x \leq C \int_{\frac{3 \mu}{2}}^{\infty} e^{-\gamma x} d x \\
& =\frac{C}{\gamma} e^{-\frac{3}{2} \gamma \mu} \leq C e^{-\frac{3}{2} \gamma \mu} .
\end{aligned}
$$

Therefore

$$
\int_{M}^{\infty} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C\left(\mu^{\beta}+\mu^{\frac{1}{2}-\alpha}+e^{-\frac{3}{2} \gamma \mu}\right)
$$

$\operatorname{But} \beta=\max (1 / 2-\alpha,-1 / 4)$, hence

$$
\int_{M}^{\infty} x^{-\alpha}\left|\ell_{n}^{(p)}(x)\right| d x \leq C \mu^{\beta} .
$$

This proves Lemma 2.5.
Now we are ready to prove the theorem. By Lemma 2.3, it suffices to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|4 \pi \hat{\mathbf{F}}_{+, n}^{(p)}-2 \pi a_{p} \int_{0}^{\infty}(-1)^{n} \ell_{n}^{(\mid p)}(r) d r\right|=0 \tag{17}
\end{equation*}
$$

in order to prove that

$$
\lim _{n \rightarrow \infty} \hat{\mathbf{F}}_{+, n}^{(p)}=a_{p}
$$

Apply Lemma 2.1 to write (17) in the integral form:

$$
\begin{align*}
\mid 4 \pi \hat{\mathbf{F}}_{+, n}^{(p)}-2 \pi a_{p} \int_{0}^{\infty} & (-1)^{n} \ell_{n}^{(p \mid)}(r) d r \mid  \tag{18}\\
& =\left|\int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty}\left[\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right](-1)^{n} \ell_{n}^{(\mid p)}(r) d r d \theta\right| .
\end{align*}
$$

Lipschitz condition (6) implies that there exists a positive function $C(\theta) \in L^{1}[0,2 \pi]$ and constant $M \geq 1$ such that

$$
\begin{equation*}
\left|\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right|<C(\theta)|2 r|^{-\alpha} \tag{19}
\end{equation*}
$$

for $r \geq M$. Fix this $M$ and rewrite (18) as the sum of two integrals:

$$
\left|4 \pi \hat{\mathbf{F}}_{+, n}^{(p)}-2 \pi a_{p} \int_{0}^{\infty}(-1)^{n} \ell_{n}^{(|p|)}(r) d r\right| \leq A_{1}+A_{2}
$$

with

$$
A_{1}=\left|\int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{M}\left[\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right](-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta\right|
$$

and

$$
A_{2}=\left|\int_{0}^{2 \pi} e^{-i p \theta} \int_{M}^{\infty}\left[\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right](-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta\right|
$$

Let $N=\max \left|\hat{\mathbf{F}}\left(\xi, \frac{1}{2}\right)\right|$ with $|\xi| \leq \sqrt{M}$, then Lemma 2.5 leads to

$$
A_{1} \leq 4 \pi N \cdot \int_{0}^{M}\left|\ell_{n}^{(p \mid)}(r)\right| d r=4 \pi N \cdot O\left(n^{-\frac{1}{4}}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and

$$
\begin{aligned}
A_{2} & \leq \int_{0}^{2 \pi} \int_{M}^{\infty}\left|\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right|\left|\ell_{n}^{(|p|)}(r)\right| d r d \theta \\
& \leq \int_{0}^{2 \pi} C(\theta) d \theta \int_{M}^{\infty}(2 r)^{-\alpha}\left|\ell_{n}^{(|p|)}(r)\right| d r \\
& \leq 2^{-\alpha} C\left[\int_{0}^{2 \pi} C(\theta) d \theta\right] \mu^{\beta} \rightarrow 0, \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

where we used (19) in the second inequality, (16) in the third one, $C$ is the constant from (16), and $\mu=4 n+2 p+1$ and $\beta=\max \left(\frac{1}{2}-\alpha,-\frac{1}{4}\right)<0$ for $\alpha>\frac{1}{2}$ for the limit. This proves (17), and therefore Greiner's Theorem.

As we have noted in the introduction, this theorem was stated in [4] without the Lipschitz condition (6) which we used in the estimation of $A_{2}$. A few remarks are in order about this condition.

Remark 1. Since the homogeneity of $\hat{\mathbf{F}}(\xi, \tau)$ and $\hat{\mathbf{F}}(\xi, 0)$ implies

$$
\begin{gathered}
\hat{\mathbf{F}}(\xi, \tau)=\hat{\mathbf{F}}\left(|\xi| e^{i \theta}, \tau\right)=\hat{\mathbf{F}}\left(e^{i \theta}, \frac{\tau}{|\xi|^{2}}\right), \\
\hat{\mathbf{F}}(\xi, 0)=\hat{\mathbf{F}}\left(|\xi| e^{i \theta}, 0\right)=\hat{\mathbf{F}}\left(e^{i \theta}, 0\right),
\end{gathered}
$$

the condition

$$
\left|\hat{\mathbf{F}}\left(e^{i \theta}, \tau\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right| \leq C(\theta)|\tau|^{\alpha} \quad \text { for }|\tau|<\delta
$$

is equivalent to

$$
|\hat{\mathbf{F}}(\xi, \tau)-\hat{\mathbf{F}}(\xi, 0)| \leq C(\theta) \frac{|\tau|^{\alpha}}{|\xi|^{2 \alpha}} \quad \text { for }|\tau|<\delta \cdot|\xi|^{2}
$$

Remark 2. We provide some evidence for the conclusion that the continuity of $\hat{\mathbf{F}}\left(e^{i \theta}, \tau\right)$ at $\tau=0$

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} \hat{\mathbf{F}}\left(e^{i \theta}, \tau\right)=\hat{\mathbf{F}}\left(e^{i \theta}, 0\right) \tag{20}
\end{equation*}
$$

alone is not strong enough to imply that $A_{2}$ is small when $n$ is sufficiently large. (20) implies that $\forall \epsilon>0, \exists M \geq 1$ such that

$$
\left|\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right|<\epsilon, \quad \text { for } r \geq M .
$$

If we choose this $M$ as in $A_{2}$, we have

$$
\begin{aligned}
A_{2} & =\left|\int_{0}^{2 \pi} e^{-i p \theta} \int_{M}^{\infty}\left[\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)-\hat{\mathbf{F}}\left(e^{i \theta}, 0\right)\right](-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta\right| \\
& \leq 2 \pi \epsilon \cdot \int_{M}^{\infty}\left|\ell_{n}^{(|p|)}(r)\right| d r .
\end{aligned}
$$

Meanwhile Lemma 2.5 implies that:

$$
\int_{M}^{\infty}\left|\ell_{n}^{(|p|)}(r)\right| d r \leq C \cdot n^{\frac{1}{2}}
$$

In fact, this can be refined to:

$$
C^{-1} \cdot n^{\frac{1}{2}} \leq \int_{M}^{\infty}\left|\ell_{n}^{(p \mid)}(r)\right| d r \leq C \cdot n^{\frac{1}{2}} .
$$

for some constant $C$, see Markett [8] Lemma 1 for proof. Hence we obtain $A_{2} \leq$ $2 \pi \epsilon C \cdot n^{1 / 2}$, this upper bound for $A_{2}$ is far too large, since we require that $A_{2}$ be small when $n$ sufficiently large.

Remark 3. The Lipschitz condition is sufficient but not necessary. We have the following example to illustrate this point. Let

$$
\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)=\frac{1}{\sqrt{r}} \quad \text { for } r>0
$$

then the homogeneity of $\hat{\mathbf{F}}$ yields

$$
\hat{\mathbf{F}}\left(\sqrt{r} e^{i \theta}, \frac{1}{2}\right)=\hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)=\frac{1}{\sqrt{r}} .
$$

Substitute $r$ by $r^{2}$ in the above formula, we obtain

$$
\hat{\mathbf{F}}\left(r e^{i \theta}, \frac{1}{2}\right)=\frac{1}{r}, \quad \text { for } r>0
$$

Let $\xi=r e^{i \theta}$, then $r=|\xi|$ and

$$
\hat{\mathbf{F}}\left(\xi, \frac{1}{2}\right)=\frac{1}{|\xi|} \Longrightarrow \hat{\mathbf{F}}(\xi, \tau)=\hat{\mathbf{F}}\left(\frac{\xi}{\sqrt{2|\tau|}}, \frac{1}{2}\right)=\frac{\sqrt{2|\tau|}}{|\xi|}, \quad \text { for } \tau>0
$$

$\hat{\mathbf{F}}\left(e^{i \theta}, \tau\right)$ does not satisfy the condition (6) since it is only Lipschitz of order $1 / 2$. Now we calculate $\hat{\mathbf{F}}_{+, n}^{(p)}$ and $a_{p}$. Apply Lemma 2.1, we obtain

$$
\begin{aligned}
4 \pi \hat{\mathbf{F}}_{+, n}^{(p)} & =i^{p} \int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty} \hat{\mathbf{F}}\left(e^{i \theta}, \frac{1}{2 r}\right)(-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta \\
& =i^{p} \int_{0}^{2 \pi} e^{-i p \theta} \int_{0}^{\infty} r^{-\frac{1}{2}}(-1)^{n} \ell_{n}^{(|p|)}(r) d r d \theta
\end{aligned}
$$

and

$$
2 \pi a_{p}=i^{p} \int_{0}^{2 \pi} \hat{\mathbf{F}}\left(e^{i \theta}, 0\right) e^{-i p \theta} d \theta=0
$$

The definition of $\ell_{n}^{(|p|)}(r)$ yields

$$
\hat{\mathbf{F}}_{+, n}^{(p)}=0, \quad \text { for } p \neq 0
$$

and

$$
\hat{\mathbf{F}}_{+, n}^{(0)}=\frac{(-1)^{n}}{2} \int_{0}^{\infty} r^{-\frac{1}{2}} e^{-\frac{r}{2}} L_{n}^{(0)}(r) d r
$$

A simple calculation similar to that in the proof of Lemma 2.2 yields

$$
\hat{\mathbf{F}}_{+, 2 n}^{(0)}=\frac{1}{\sqrt{2}} \cdot \frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma(n+1)} \quad \text { and } \quad \hat{\mathbf{F}}_{+, 2 n-1}^{(0)}=0 .
$$

Finally, Formula (12) implies

$$
\lim _{n \rightarrow \infty} F_{+, 2 n}^{(0)}=\frac{1}{\sqrt{2}} \lim _{n \rightarrow \infty} n^{-\frac{1}{2}}=0 \Longrightarrow \lim _{n \rightarrow \infty} F_{+, n}^{(0)}=0=a_{0} .
$$

Therefore $\hat{\mathbf{F}}$ satisfies the conclusion of the theorem. This example also yields the following interesting identity of the Laguerre polynomials:

$$
\frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma(n+1)} L_{2 n}^{(0)}(x)=\frac{e^{\frac{x^{2}}{2}}}{x} \quad \text { for } x>0
$$
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