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#### Abstract

We consider self-propelled rigid bodies interacting through local body-attitude alignment modelled by stochastic differential equations. We derive a hydrodynamic model of this system at large spatio-temporal scales and particle numbers in any dimension $n \geq 3$. This goal was already achieved in dimension $n=3$ or in any dimension $n \geq 3$ for a different system involving jump processes. However, the present work corresponds to huge conceptual and technical gaps compared with earlier ones. The key difficulty is to determine an auxiliary but essential object, the generalised collision invariant. We achieve this aim by using the geometrical structure of the rotation group, namely its maximal torus, Cartan subalgebra and Weyl group as well as other concepts of representation theory and Weyl's integration formula. The resulting hydrodynamic model appears as a hyperbolic system whose coefficients depend on the generalised collision invariant.


## 1. Introduction

In this paper, we consider a system of self-propelled rigid bodies interacting through local body-attitude alignment. Such systems describe flocks of birds [42] for instance. The model consists of a coupled stochastic differential equations describing the positions and body attitudes of the agents. We aim to derive a hydrodynamic model of this system at large spatio-temporal scales and particle numbers. This goal has already been achieved in dimension $n=3$ [24-26] or in any dimension $n \geq 3$ for a different model where the stochastic differential equations are replaced by jump processes [19]. In the present paper, we realise this objective for the original system of stochastic differential equations in any dimension $n \geq 3$. The resulting hydrodynamic model appears as a hyperbolic system of first-order partial differential equations for the particle density and mean body orientation. The model is formally identical to that of [19] but for the expressions of its coefficients, whose determination is the main difficulty here. It has been shown in ref. [27] that this system is hyperbolic, which is a good indication of its (at least local) well-posedness.

The passage from dimension $n=3$ to any dimension $n \geq 3$ involves huge conceptual and technical difficulties. One of them is the lack of an appropriate coordinate system of the $n$-dimensional rotation group $\mathrm{SO}_{n}$, by contrast to dimension $n=3$ where the Rodrigues formula [24] and the quaternion representation [26] are available. This difficulty was already encountered in ref. [19] and solved by the use of representation theory [30,36] and Weyl's integration formula [51]. Here, additional difficulties arise because an auxiliary but essential object, the generalised collision invariant (GCI) which will be

[^0]defined below, becomes highly non-trivial. Indeed, the GCI is the object that leads to explicit formulas for the coefficients of the hydrodynamic model. In this paper, we will develop a completely new method to determine the GCI relying on the Cartan subalgebra and Weyl group of $\mathrm{SO}_{n}$ [36]. While biological agents live in a three-dimensional space, deriving models in arbitrary dimensions is useful to uncover underlying algebraic or geometric structures that would be otherwise hidden. This has been repeatedly used in physics where large dimensions (e.g. in the theory of glasses) [47, Ch. 1] or zero dimension (e.g. in the replica method) [14] have provided invaluable information on real systems. In data science, data belonging to large-dimensional manifolds may also be encountered, which justifies the investigation of models in arbitrary dimensions.

Collective dynamics can be observed in systems of interacting self-propelled agents such as locust swarms [5], fish schools [45] or bacterial colonies [6] and manifests itself by coordinated movements and patterns (see e.g. the review [54]). The system of interacting rigid bodies which motivates the present study is only one among many examples of collective dynamics models. Other examples are the threezone model [2, 12], the Cucker-Smale model [1, 3, 4, 13, 17, 41, 46], the Vicsek model [15, 22, 23, 35, 52, 53] (the literature is huge and the proposed citations are for illustration purposes only). Other collective dynamics models involving rigid-body attitudes or geometrically complex objects can be found in [16, 31, 38, 40, 42, 48-50].

Collective dynamics can be studied at different scales, each described by a different class of models. At the finest level of description lie particle models which consist of systems of ordinary or stochastic differential equations [ $2,12,15,17,45,46,53]$. When the number of particles is large, a statistical description of the system is substituted, which leads to kinetic or mean-field models [3, 7, 13, 20, 22, 32, 37, 39]. At large spatio-temporal scales, the kinetic description can be approximated by fluid models, which describe the evolution of locally averaged quantities such as the density or mean orientation of the particles [ $8,9,21,27,52]$. The rigorous passage from particle to kinetic models of collective dynamics has been investigated in refs. [10, 11, 29, 41] while passing from kinetic to fluid models has been formally shown in [22, 23, 28, 33] and rigorously in ref. [44]. Phase transitions in kinetic models have also received a great deal of attention [20, 22, 23, 34, 35].

The paper is organised as follows. After some preliminaries on rotation matrices, Section 2 describes the particle model and its associated kinetic model. The main result, which is the identification of the associated fluid model, is stated in Section 3. The model has the same form as that derived in ref. [19], but for the expression of its coefficients. In classical kinetic theory, fluid models are strongly related to the collision invariants of the corresponding kinetic model. However, in collective dynamics models, there are often not enough collision invariants. This has been remediated by the concept of generalised collision invariant (GCI) first introduced in ref. [28] for the Vicsek model. In Section 4, the definition and first properties of the GCI are stated and proved. To make the GCI explicit, we need to investigate the geometry of $\mathrm{SO}_{n}$ in more detail. This is done in Section 5 where the notions of maximal torus, Cartan subalgebra and Weyl group are recalled. After these preparations, we derive an explicit system of equations for the GCI in section 6 and show its well-posedness. Once the GCI are known, we can proceed to the derivation of the hydrodynamic model in Section 7. This involves again the use of representation theory and the Weyl integration formula as the results from [19] cannot be directly applied due to the different shapes of the GCI. Finally, a conclusion is drawn in Section 8. In Appendix A, an alternate derivation of the equations for the GCI is given: while Section 6 uses the variational form of these equations, Appendix A uses their strong form. The two methods rely on different Lie algebra formulas and can be seen as cross-validations of one another.

## 2. Microscopic model and scaling

### 2.1. Preliminaries: rotations and the rotation group

Before describing the model, we need to recall some facts about rotation matrices (see [18] for more detail). Throughout this paper, the dimension $n$ will be supposed greater or equal to 3 . We denote by
$\mathrm{M}_{n}$ the space of $n \times n$ matrices with real entries and by $\mathrm{SO}_{n}$ the subset of $\mathrm{M}_{n}$ consisting of rotation matrices:

$$
\mathrm{SO}_{n}=\left\{A \in \mathrm{M}_{n} \quad \mid \quad A A^{T}=A^{T} A=\mathrm{I} \quad \text { and } \quad \operatorname{det} A=1\right\},
$$

where $A^{T}$ is the transpose of $A, \mathrm{I}$ is the identity matrix of $\mathrm{M}_{n}$ and det stands for the determinant. For $x$, $y \in \mathbb{R}^{n}$, we denote by $x \cdot y$ and $|x|$ the Euclidean inner product and norm. Likewise, we define a Euclidean inner product on $\mathrm{M}_{n}$ as follows:

$$
\begin{equation*}
M \cdot N=\frac{1}{2} \operatorname{Tr}\left(M^{T} N\right)=\frac{1}{2} \sum_{i, j} M_{i j} N_{i j}, \quad \forall M, N \in \mathrm{M}_{n}, \tag{2.1}
\end{equation*}
$$

where Tr is the trace. We note the factor $\frac{1}{2}$ which differs from the conventional definition of the Frobenius inner product, but which is convenient when dealing with rotation matrices. We use the same symbol for vector and matrix inner products as the context easily waives the ambiguity. The set $\mathrm{SO}_{n}$ is a compact Lie group, i.e. it is a group for matrix multiplication and an embedded manifold in $\mathrm{M}_{n}$ for which group multiplication and inversion are $C^{\infty}$, and it is compact. Let $A \in \mathrm{SO}_{n}$. We denote by $T_{A}$ the tangent space to $\mathrm{SO}_{n}$ at $A$. The tangent space $T_{\mathrm{I}}$ at the identity is the Lie algebra $\mathfrak{s o}_{n}$ of skew-symmetric matrices with real entries endowed with the Lie bracket $[X, Y]=X Y-Y X, \forall X, Y \in \mathfrak{s o}_{n}$. Let $A \in \mathrm{SO}_{n}$. Then,

$$
\begin{equation*}
T_{A}=A \mathfrak{s o}_{n}=\mathfrak{s o}_{n} A \tag{2.2}
\end{equation*}
$$

For $M \in \mathrm{M}_{n}$, we denote by $P_{T_{A}} M$ its orthogonal projection onto $T_{A}$. It is written:

$$
P_{T_{A}} M=A \frac{A^{T} M-M^{T} A}{2}=\frac{M A^{T}-A M^{T}}{2} A .
$$

A Riemannian structure on $\mathrm{SO}_{n}$ is induced by the Euclidean structure of $\mathrm{M}_{n}$ following from (2.1). This Riemannian metric is given by defining the inner product of two elements $M, N$ of $T_{A}$ by $M \cdot N$. Given that there are $P$ and $Q$ in $\mathfrak{s o}_{n}$ such that $M=A P, N=A Q$ and that $A$ is orthogonal, we have $M \cdot N=P \cdot Q$. As any Lie-group is orientable, this Riemannian structure gives rise to a Riemannian volume form and measures $\omega$. This Riemannian measure is left-invariant by group translation [18, Lemma 2.1] and is thus equal to the normalised Haar measure on $\mathrm{SO}_{n}$ up to a multiplicative constant. We recall that on compact Lie groups, the Haar measure is also right invariant and invariant by group inversion. On Riemannian manifolds, the gradient $\nabla$, divergence $\nabla$. and Laplacian $\Delta$ operators can be defined. Given a smooth $\operatorname{map} f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$, the gradient $\nabla f(A) \in T_{A}$ is defined by

$$
\begin{equation*}
\nabla f(A) \cdot X=d f_{A}(X), \quad \forall X \in T_{A}, \tag{2.3}
\end{equation*}
$$

where $d f_{A}$ is the derivative of $f$ at $A$ and is a linear map $T_{A} \rightarrow \mathbb{R}$, and $d f_{A}(X)$ is the image of $X$ by $d f_{A}$. The divergence of a smooth vector field $\phi$ on $\mathrm{SO}_{n}$ (i.e. a map $\mathrm{SO}_{n} \rightarrow \mathrm{M}_{n}$ such that $\phi(A) \in T_{A}, \forall A \in \mathrm{SO}_{n}$ ) is defined by duality by

$$
\int_{\mathrm{SO}_{n}} \nabla \cdot \varphi f d A=-\int_{\mathrm{SO}_{n}} \varphi \cdot \nabla f d A, \quad \forall f \in C^{\infty}\left(\mathrm{SO}_{n}\right),
$$

where $C^{\infty}\left(\mathrm{SO}_{n}\right)$ denotes the space of smooth maps $\mathrm{SO}_{n} \rightarrow \mathbb{R}$ and where we have denoted the Haar measure by $d A$. The Laplacian of a smooth map $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ is defined by $\Delta f=\nabla \cdot(\nabla f)$.

It is not easy to find a convenient coordinate system on $\mathrm{SO}_{n}$ to express the divergence and Laplace operators, so we will rather use an alternate expression which uses the matrix exponential exp: $\mathfrak{s o}_{n} \rightarrow$ $\mathrm{SO}_{n}$. Let $X \in \mathfrak{s o}_{n}$. Then, $\varrho(X)$ denotes the map $C^{\infty}\left(\mathrm{SO}_{n}\right) \rightarrow C^{\infty}\left(\mathrm{SO}_{n}\right)$ such that

$$
\begin{equation*}
(\varrho(X)(f))(A)=\left.\frac{d}{d t}\left(f\left(A e^{t X}\right)\right)\right|_{t=0}, \quad \forall f \in C^{\infty}\left(\mathrm{SO}_{n}\right), \quad \forall A \in \mathrm{SO}_{n} . \tag{2.4}
\end{equation*}
$$

We note that

$$
\begin{equation*}
(\varrho(X)(f))(A)=d f_{A}(A X)=\nabla f(A) \cdot(A X) . \tag{2.5}
\end{equation*}
$$

Let $F_{i j}$ be the matrix with entries

$$
\begin{equation*}
\left(F_{i j}\right)_{k \ell}=\delta_{i k} \delta_{j \ell}-\delta_{i \ell} \delta_{j k} . \tag{2.6}
\end{equation*}
$$

We note that $\left(F_{i j}\right)_{1 \leq i<j \leq n}$ forms an orthonormal basis of $\mathfrak{s o}_{n}$ for the inner product (2.1). Then, we have [18, Lemma 2.2]

$$
\begin{equation*}
(\Delta f)(A)=\sum_{1 \leq i<j \leq n}\left(\varrho\left(F_{i j}\right)^{2} f\right)(A) \tag{2.7}
\end{equation*}
$$

The expression remains valid if the basis $\left(F_{i j}\right)_{1 \leq i<j \leq n}$ is replaced by another orthonormal basis of $\mathfrak{s o}_{n}$.
Finally, let $M \in \mathrm{M}_{n}^{+}$where $\mathrm{M}_{n}^{+}$is the subset of $\mathrm{M}_{n}$ consisting of matrices with positive determinant. There exists a unique pair $(A, S) \in \mathrm{SO}_{n} \times \mathcal{S}_{n}^{+}$where $\mathcal{S}_{n}^{+}$denotes the cone of symmetric positivedefinite matrices, such that $M=A S$. The pair $(A, S)$ is the polar decomposition of $M$ and we define a map $\mathcal{P}: \mathrm{M}_{n}^{+} \rightarrow \mathrm{SO}_{n}, M \mapsto A$. We note that $\mathcal{P}(M)=\left(M M^{T}\right)^{-1 / 2} M$. We recall that a positive-definite matrix $S$ can be written $S=U D U^{T}$ where $U \in \mathrm{SO}_{n}$ and $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ is the diagonal matrix with diagonal elements $d_{1}, \ldots, d_{n}$ with $d_{i}>0, \forall i=1, \ldots, n$. Then, $S^{-1 / 2}=U D^{-1 / 2} U^{T}$ with $D^{-1 / 2}=$ $\operatorname{diag}\left(d_{1}^{-1 / 2}, \ldots, d_{n}^{-1 / 2}\right)$.

### 2.2. The particle model

We consider a system of $N$ agents moving in an $n$-dimensional space $\mathbb{R}^{n}$. They have positions $\left(X_{k}(t)\right)_{k=1}^{N}$ with $X_{k}(t) \in \mathbb{R}^{n}$ at time $t$. All agents are identical rigid bodies. An agent's attitude can be described by a moving direct orthonormal frame $\left(\omega_{1}^{k}(t), \ldots, \omega_{n}^{k}(t)\right)$ referred to as the agent's local body frame or body attitude. Let $\mathbb{R}^{n}$ be endowed with a reference direct orthonormal frame $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$. We denote by $A_{k}(t)$ the unique rotation which maps $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ to $\left(\omega_{1}^{k}(t), \ldots, \omega_{n}^{k}(t)\right)$, i.e. $\omega_{j}^{k}(t)=A_{k}(t) \mathbf{e}_{j}$. Therefore, the $k$-th agent's body attitude can be described equivalently by the local basis $\left(\omega_{1}^{k}(t), \ldots, \omega_{n}^{k}(t)\right)$ or by the rotation $A_{k}(t)$.

The particle dynamics is as follows: particles move with speed $c_{0}$ in the direction of the first basis vector $\omega_{1}^{k}(t)=A_{k}(t) \mathbf{e}_{1}$ of the local body frame, hence leading to the equation

$$
\begin{equation*}
d X_{k}=c_{0} A_{k}(t) \mathbf{e}_{1} d t \tag{2.8}
\end{equation*}
$$

Body frames are subject to two processes. The first one tends to relax the particle's body frame to a target frame which represents the average of the body frames of the neighbouring particles. The second one is diffusion noise. We first describe how the average of the body frames of the neighbouring particles is computed. Define

$$
\begin{equation*}
\tilde{J}_{k}(t)=\frac{1}{N R^{n}} \sum_{\ell=1}^{N} K\left(\frac{\left|X_{k}(t)-X_{\ell}(t)\right|}{R}\right) A_{\ell}(t), \tag{2.9}
\end{equation*}
$$

where the sensing function $K:[0, \infty) \rightarrow[0, \infty)$ and the sensing radius $R>0$ are given. Here we have assumed that the sensing function is radially symmetric for simplicity. Then, the body frame dynamics is as follows:

$$
\begin{equation*}
d A_{k}=v P_{T_{A_{k}}}\left(\mathcal{P}\left(\tilde{J}_{k}\right)\right) d t+\sqrt{2 D} P_{T_{A_{k}}} \circ d W_{t}^{k} \tag{2.10}
\end{equation*}
$$

where $v$ and $D$ are positive constants, $d W_{t}^{k}$ are independent Brownian motions on $\mathrm{M}_{n}$ and the symbol $\circ$ indicates that the stochastic differential equation is meant in the Stratonovich sense. Here, it is important to stress that these Brownian motions are defined using the metric induced by the inner product (2.1). In the first term, we note that the matrix $\tilde{J}_{k}$ is projected onto the rotation matrix issued from the polar decomposition by the map $\mathcal{P}$. For consistency, we need to assume that $\tilde{J}_{k}(t)$ remains in $M_{n}^{+}$, which will be true as long as the body frames of neighbouring particles are close to each other. The rotation $\Gamma_{k}=\mathcal{P}\left(\tilde{J}_{k}(t)\right)$ can be seen as the average body frame of the neighbours to particle $k$. For (2.10) to define a motion on $\mathrm{SO}_{n}$, the right-hand side must be a tangent vector to $\mathrm{SO}_{n}$ at $A_{k}(t)$. This is ensured by the projection operator $P_{T_{A_{k}}}$ which multiplies each term of the right-hand side of (2.10), and, for the second term, by the fact that the stochastic differential equation is taken in the Stratonovich sense. Indeed, according to [43], the second term of (2.10) generates a Brownian motion on $\mathrm{SO}_{n}$.

Finally, the particle system must be supplemented with initial conditions specifying the values of $\left(X_{k}, A_{k}\right)(0)$. As discussed in ref. [24], the first term of (2.10) relaxes the $k$-th particle body frame to the neighbour's average body frame $\Gamma_{k}$ and models the agents' tendency to adopt the same body attitude as their neighbours. The second term of (2.10) is an idiosyncratic noise term that models either errors in the agent's computation of the neighbour's average body frame or the agent's will to detach from the group and explore new environments.

### 2.3. The mean-field model

When $N \rightarrow \infty$, the particle system can be approximated by a mean-field kinetic model. Denote by $f(x, A, t)$ the probability distribution of the particles, namely $f(x, A, t)$ is the probability density of the particles at $(x, A) \in \mathbb{R}^{n} \times \mathrm{SO}_{n}$ at time $t$. Then, provided that $K$ satisfies

$$
\int_{\mathbb{R}^{n}} K(|x|) d x=1, \quad \int_{\mathbb{R}^{n}} K(|x|)|x|^{2} d x<\infty
$$

$f$ is the solution of the following system:

$$
\begin{gather*}
\partial_{t} f+c_{0} A \mathbf{e}_{1} \cdot \nabla_{x} f+\nu \nabla_{A} \cdot\left(P_{T_{A}}\left(\mathcal{P}\left(\tilde{J}_{f}\right)\right) f\right)-D \Delta_{A} f=0,  \tag{2.11}\\
\tilde{J}_{f}(x, t)=\frac{1}{R^{n}} \int_{\mathbb{R}^{n} \times \text { SO }_{n}} K\left(\frac{|x-y|}{R}\right) f(y, B, t) B d y d B \tag{2.12}
\end{gather*}
$$

where again, in (2.12), the integral over $\mathrm{SO}_{n}$ is taken with respect to the normalised Haar measure. The operators $\nabla_{A}$. and $\Delta_{A}$ are respectively the divergence and Laplacian on $\mathrm{SO}_{n}$ as defined in Section 2.1. The index $A$ is there to distinguish them from analog operators acting on the spatial variable $x$, which will be indicated (as in $\nabla_{x} f$ ) with an index $x$. A small remark may be worth making: according to [43], the stochastic process defined by the second term of (2.10) has infinitesimal generator $D \tilde{\Delta}$ where for any $f \in C^{\infty}\left(\mathrm{SO}_{n}\right)$,

$$
\tilde{\Delta} f(A)=\sum_{i, j=1}^{n}\left(P_{T_{A}} E_{i j} \cdot \nabla_{A}\right)^{2} f(A), \quad \forall A \in \mathrm{SO}_{n}
$$

and where $\left(E_{i j}\right)_{i, j=1}^{n}$ is any orthogonal basis (for the inner product (2.1)) of $\mathrm{M}_{n}$. For instance, we can take the matrices $E_{i j}$ with entries $\left(E_{i j}\right)_{k \ell}=\sqrt{2} \delta_{i k} \delta_{j \ell}$. It is shown in ref. [18, Lemma 2.2] that $\tilde{\Delta}$ coincides with the Laplacian $\Delta$ defined by (2.7). This gives a justification for the last term in (2.11). We note that (2.11) is a nonlinear Fokker-Planck equation, where the nonlinearity arises in the third term.

The proof of the convergence of the particle system (2.8), (2.10) to the kinetic model (2.11), (2.12) is still open. The difficulty is in the presence of the projection operator $\mathcal{P}$ in (2.10) which requires to control that the determinant of $\tilde{J}_{k}$ remains positive. In the Vicsek case where a similar singular behaviour is observed, a local-in-time convergence result is shown in ref. [11]. This result supports the conjecture that System (2.8), (2.10) converges to System (2.11), (2.12) in the limit $N \rightarrow \infty$ in small time. We will assume it.

### 2.4. Scaling and statement of the problem

Let $t_{0}$ be a time scale and define the spatial scale $x_{0}=c_{0} t_{0}$. We introduce the following dimensionless parameters:

$$
\tilde{D}=D t_{0}, \quad \tilde{R}=\frac{R}{x_{0}}, \quad \kappa=\frac{\nu}{D}
$$

Then, we change variables and unknowns to dimensionless variables $x^{\prime}=x / x_{0}, t^{\prime}=t / t_{0}$ and unknowns $f^{\prime}\left(x^{\prime}, A, t^{\prime}\right)=x_{0}^{n} f(x, A, t), \tilde{J}_{f^{\prime}}^{\prime}\left(x^{\prime}, t^{\prime}\right)=x_{0}^{n} \tilde{J}_{f}(x, t)$. Inserting these changes into (2.11), (2.12) leads to (omitting the primes for simplicity):

$$
\begin{gather*}
\partial_{t} f+A \mathbf{e}_{1} \cdot \nabla_{x} f+\tilde{D}\left[\kappa \nabla_{A} \cdot\left(P_{T_{A}}\left(\mathcal{P}\left(\tilde{J}_{f}\right)\right) f\right)-\Delta_{A} f\right]=0,  \tag{2.13}\\
\tilde{J}_{f}(x, t)=\frac{1}{\tilde{R}^{n}} \int_{\mathbb{R}^{n} \times \text { SO }_{n}} K\left(\frac{|x-y|}{\tilde{R}}\right) f(y, B, t) B d y d B, \tag{2.14}
\end{gather*}
$$

We introduce a small parameter $\varepsilon \lll 1$ and make the scaling assumption $\frac{1}{\bar{D}}=\tilde{R}=\varepsilon$, while $\kappa$ is kept of order 1. By Taylor's formula, we have $\tilde{J}_{f}=J_{f}+\mathcal{O}\left(\varepsilon^{2}\right)$ where $J_{f}(x, t)=\int_{\mathrm{SO}_{n}} A f(x, A, t) d A$. Since the map $\mathcal{P}$ is smooth on $\mathrm{M}_{n}^{+}$, we get $\mathcal{P}\left(\tilde{J}_{f}\right)=\mathcal{P}\left(J_{f}\right)+\mathcal{O}\left(\varepsilon^{2}\right)$. Inserting these scaling assumptions and neglecting the $\mathcal{O}\left(\varepsilon^{2}\right)$ terms in the above expansions (because they would have no influence on the result), we get the following perturbation problem:

$$
\begin{gather*}
\partial_{t} f^{\varepsilon}+A \mathbf{e}_{1} \cdot \nabla_{x} f^{\varepsilon}=\frac{1}{\varepsilon}\left[-\kappa \nabla_{A} \cdot\left(P_{T_{A}}\left(\mathcal{P}\left(J_{f^{\varepsilon}}\right)\right) f^{\varepsilon}\right)+\Delta_{A} f^{\varepsilon}\right]  \tag{2.15}\\
J_{f}(x, t)=\int_{\mathrm{SO}_{n}} f(x, A, t) A d A . \tag{2.16}
\end{gather*}
$$

The goal of this paper is to provide the formal limit $\varepsilon \rightarrow 0$ of this problem. This problem is referred to as the hydrodynamic limit of the Fokker-Planck equation (2.15).

## 3. Hydrodynamic limit (I): main results and first steps of the proof

### 3.1. Statement of the results

We will need the following
Definition 3.1 (von Mises distribution). Let $\Gamma \in \mathrm{SO}_{n}$ and $\kappa>0$. The function $M_{\Gamma}: \mathrm{SO}_{n} \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
M_{\Gamma}(A)=\frac{1}{Z} \exp (\kappa \Gamma \cdot A), \quad Z=\int_{\mathrm{SO}_{n}} \exp (\kappa \operatorname{Tr}(A) / 2) d A \tag{3.1}
\end{equation*}
$$

is called the von Mises distribution of orientation $\Gamma$ and concentration parameter $\kappa$. It is the density of a probability measure on $\mathrm{SO}_{n}$.

We note that $\int M_{\Gamma}(A) d A=\int \exp (\kappa \operatorname{Tr}(A) / 2) d A$ does not depend on $\Gamma$ thanks to the translation invariance of the Haar measure.

The first main result of this paper is about the limit of the scaled kinetic System (2.15), (2.16) when $\varepsilon \rightarrow 0$. We will need the following notations: for two vector fields $X=\left(X_{i}\right)_{i=1}^{n}$ and $Y=\left(Y_{i}\right)_{i=1}^{n}$, we define the antisymmetric matrices $X \wedge Y=(X \wedge Y)_{i j}$ and $\nabla_{x} \wedge X=\left(\nabla_{x} \wedge X\right)_{i j}$ by

$$
(X \wedge Y)_{i j}=X_{i} Y_{j}-X_{j} Y_{i}, \quad\left(\nabla_{x} \wedge X\right)_{i j}=\partial_{x_{i}} X_{j}-\partial_{x_{j}} X_{i}, \quad \forall i, j \in\{1, \ldots n\}
$$

Then, we have
Theorem 3.2. We suppose that there is a smooth solution $f^{\varepsilon}$ to System (2.15), (2.16). We also suppose that $f^{\varepsilon} \rightarrow f^{0}$ as $\varepsilon \rightarrow 0$ as smoothly as needed. Then, there exist two functions $\rho: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ and $\Gamma: \mathbb{R}^{n} \times[0, \infty) \rightarrow \mathrm{SO}_{n}$ such that

$$
\begin{equation*}
f^{0}(x, A, t)=\rho(x, t) M_{\Gamma(x, t)}(A) . \tag{3.2}
\end{equation*}
$$

Furthermore, for appropriate real constants $c_{1}, \ldots, c_{4}, \rho$ and $\Gamma$ satisfy the following system of equations:

$$
\begin{equation*}
\partial_{t} \rho+\nabla_{x}\left(\rho c_{1} \Omega_{1}\right)=0 \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
\rho\left(\partial_{t} \Gamma+c_{2}\left(\Omega_{1} \cdot \nabla_{x}\right) \Gamma\right)=\mathbb{W} \Gamma, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{k}(x, t)=\Gamma(x, t) e_{k}, \quad k \in\{1, \ldots, n\}, \tag{3.5}
\end{equation*}
$$

and where

$$
\begin{equation*}
\mathbb{W}=-c_{3} \nabla_{x} \rho \wedge \Omega_{1}-c_{4} \rho\left[\left(\Gamma\left(\nabla_{x} \cdot \Gamma\right)\right) \wedge \Omega_{1}+\nabla_{x} \wedge \Omega_{1}\right] . \tag{3.6}
\end{equation*}
$$

The notation $\nabla_{x} \cdot \Gamma$ stands for the divergence of the matrix $\Gamma$, i.e. $\left(\nabla_{x} \cdot \Gamma\right)_{i}=\sum_{j=1}^{n} \partial_{x_{i}} \Gamma_{i j}$ and $\Gamma\left(\nabla_{x} \cdot \Gamma\right)$ is the vector arising from multiplying the vector $\nabla_{x} \cdot \Gamma$ on the left by the matrix $\Gamma$.

System (3.3), (3.4) has been referred to in previous works [19, 27] as the Self-Organised Hydrodynamic model for body-attitude coordination. It consists of coupled first-order partial differential equation for the particle density $\rho$ and the average body-attitude $\Gamma$ and has been shown to be hyperbolic in ref. [27]. It models the system of interacting rigid bodies introduced in Section 2.2 as a fluid of which (3.3) is the continuity equation. The velocity of the fluid is $c_{1} \Omega_{1}$. Equation (3.4) is an evolution equation for the averaged body orientation of the particles within a fluid element, described by $\Gamma$. The left-hand side of (3.4) describes pure transport at velocity $c_{2} \Omega_{1}$. In general, $c_{2} \neq c_{1}$, which means that such transport occurs at a velocity different from the fluid velocity. The right-hand side appears as the multiplication of $\Gamma$ itself on the left by the antisymmetric matrix $\mathbb{W}$, which is a classical feature of rigid-body dynamics. The first term of (3.6) is the action of the pressure gradient which contributes to rotating $\Gamma$ so as to align $\Omega_{1}$ with $-\nabla_{x} \rho$. The second term has a similar effect with the pressure gradient replaced by the vector $\Gamma\left(\nabla_{x} \cdot \Gamma\right)$ which encodes gradients of the mean body-attitude $\Gamma$. Finally, the last term encodes self-rotations of the averaged body frame about the self-propulsion velocity $\Omega_{1}$. The last two terms do not have counterparts in classical fluid hydrodynamics. We refer to [19, 21, 27] for a more detailed interpretation.

Remark 3.1. We stress that the density $\rho$ and the differentiation operator $\varrho$ defined by (2.4) have no relation and are distinguished by the different typography. The notation $\varrho$ for (2.4) is classical (see e.g. [30]).

The second main result of this paper is to provide explicit formulas for the coefficients $c_{1}, \ldots, c_{4}$. For this, we need to present additional concepts. Let $p=\left\lfloor\frac{n}{2}\right\rfloor$ the integer part of $\frac{n}{2}$ (i.e. $n=2 p$ or $n=2 p+1$ ) and

$$
\epsilon_{n}=\left\{\begin{array}{l}
0 \text { if } \quad n=2 p  \tag{3.7}\\
1 \text { if } n=2 p+1
\end{array} .\right.
$$

Let $\mathcal{T}=[-\pi, \pi)^{p}$. Let $\Theta=\left(\theta_{1}, \ldots, \theta_{p}\right) \in \mathcal{T}$. We introduce

$$
\begin{gather*}
u_{2 p}(\Theta)=\prod_{1 \leq j<k \leq p}\left(\cos \theta_{j}-\cos \theta_{k}\right)^{2}, \quad \text { for } p \geq 2,  \tag{3.8}\\
u_{2 p+1}(\Theta)=\prod_{1 \leq j<k \leq p}\left(\cos \theta_{j}-\cos \theta_{k}\right)^{2} \prod_{j=1}^{p} \sin ^{2} \frac{\theta_{j}}{2}, \quad \text { for } p \geq 1, \tag{3.9}
\end{gather*}
$$

and

$$
\begin{equation*}
m(\Theta)=\exp \left(\frac{\kappa}{2}\left(2 \sum_{k=1}^{p} \cos \theta_{k}+\epsilon_{n}\right)\right) u_{n}(\Theta) \tag{3.10}
\end{equation*}
$$

Let $\nabla_{\Theta}$ (resp. $\nabla_{\Theta} \cdot$ ) denote the gradient (resp. divergence) operators with respect to $\Theta$ of scalar (resp. vector) fields on $\mathcal{T}$. Then, we define $\alpha: \mathcal{T} \rightarrow \mathbb{R}^{p}$, with $\alpha=\left(\alpha_{i}\right)_{i=1}^{p}$ as a periodic solution of the following system:

$$
\begin{align*}
& -\nabla_{\Theta} \cdot\left(m \nabla_{\Theta} \alpha_{\ell}\right)+m \sum_{k \neq \ell}\left(\frac{\alpha_{\ell}-\alpha_{k}}{1-\cos \left(\theta_{\ell}-\theta_{k}\right)}+\frac{\alpha_{\ell}+\alpha_{k}}{1-\cos \left(\theta_{\ell}+\theta_{k}\right)}\right) \\
& \quad+\epsilon_{n} m \frac{\alpha_{\ell}}{1-\cos \theta_{\ell}}=m \sin \theta_{\ell}, \quad \forall \ell \in\{1, \ldots, p\}, \tag{3.11}
\end{align*}
$$

A functional framework which guarantees that $\alpha$ exists is unique and satisfies an extra invariance property (commutation with the Weyl group) will be provided in Section 6.

Remark 3.2. In the case of $\mathrm{SO}_{3}$, we have $p=1$ and a single unknown $\alpha_{1}\left(\theta_{1}\right)$. From (3.11), we get that $\alpha_{1}$ satisfies

$$
-\frac{\partial}{\partial \theta_{1}}\left(m \frac{\partial \alpha_{1}}{\partial \theta_{1}}\right)+\frac{m \alpha_{1}}{1-\cos \theta_{1}}=m \sin \theta_{1} .
$$

We can compare this equation with [24, Eq. (4.16)] and see that $\alpha_{1}$ coincides with the function $-\sin \theta \tilde{\psi}_{0}$ of [24].

Thanks to these definitions, we have the
Theorem 3.3. The constants $c_{1}, \ldots, c_{4}$ involved in (3.3), (3.4), (3.6) are given by

$$
\begin{align*}
& c_{1}=\frac{1}{n} \frac{\int\left(2 \sum \cos \theta_{k}+\epsilon_{n}\right) m(\Theta) d \Theta}{\int m(\Theta) d \Theta},  \tag{3.12}\\
& \frac{\int\left[-n\left(\sum \alpha_{k} \sin \theta_{k}\right)\left(2 \sum \cos \theta_{k}+\epsilon_{n}\right)+4\left(\sum \alpha_{k} \sin \theta_{k} \cos \theta_{k}\right)\right] m(\Theta) d \Theta}{\int\left(\sum \alpha_{k} \sin \theta_{k}\right) m(\Theta) d \Theta}, \\
& c_{3}=\frac{1}{n^{2}-4} \times  \tag{3.13}\\
& c_{4}=-\frac{1}{n^{2}-4} \times  \tag{3.14}\\
& \frac{\int\left[-\left(\sum \alpha_{k} \sin \theta_{k}\right)\left(2 \sum \cos \theta_{k}+\epsilon_{n}\right)+n\left(\sum \alpha_{k} \sin \theta_{k} \cos \theta_{k}\right)\right] m(\Theta) d \Theta}{\int\left(\sum \alpha_{k} \sin \theta_{k}\right) m(\Theta) d \Theta}
\end{align*}
$$

where the integrals are over $\Theta=\left(\theta_{1}, \ldots, \theta_{p}\right) \in \mathcal{T}$ and the sums over $k \in\{1, \ldots, p\}$.
Remark 3.3. (i) Letting $\alpha_{k}(\Theta)=-\sin \theta_{k}$, we recover the formulas of [19, Theorem 3.1] for the coefficients $c_{i}$ (see also Remark 6.1).
(ii) Likewise, restricting ourselves to dimension $n=3$, setting $\alpha_{1}(\theta)=-\sin \theta \tilde{\psi}_{0}$ where $\tilde{\psi}_{0}$ is defined in [24, Prop. 4.6] (see Remark 3.2) the above formulas recover the formulas of [24, Theorem 4.1] (noting that in [24], what was called $c_{2}$ is actually our $c_{2}-c_{4}$ ).
(iii) Hence, the results of Theorem 3.3 are consistent with and generalise previous results on either lower dimensions or simpler models.

We note that these formulas make $c_{1}, \ldots, c_{4}$ explicitely computable, at the expense of the resolution of System (3.11) and the computations of the integrals involved in the formulas above. In particular, it may be possible to compute numerical approximations of them for not-too-large values of $p$. For
large values of $p$, analytical approximations will be required. Approximations of $\alpha$ may be obtained by considering the variational formulation (6.40) and restricting the unknown and test function spaces to appropriate (possibly finite-dimensional) subspaces.

The main objective of this paper is to prove Theorems 3.2 and 3.3. While the remainder of Section 3, as well as Section 4 rely on the same framework as [24], the subsequent sections require completely new methodologies.

### 3.2. Equilibria

For $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ smooth enough, we define the collision operator

$$
\begin{equation*}
Q(f)=-\kappa \nabla_{A} \cdot\left(P_{T_{A}}\left(\mathcal{P}\left(J_{f}\right)\right) f\right)+\Delta_{A} f \quad \text { with } \quad J_{f}=\int_{\mathrm{SO}_{n}} f A d A \tag{3.16}
\end{equation*}
$$

so that (2.15) can be recast into

$$
\begin{equation*}
\partial_{t} f^{\varepsilon}+A \mathbf{e}_{1} \cdot \nabla_{x} f^{\varepsilon}=\frac{1}{\varepsilon} Q\left(f^{\varepsilon}\right) \tag{3.17}
\end{equation*}
$$

It is clear that if $f^{\varepsilon} \rightarrow f^{0}$ as $\varepsilon \rightarrow 0$ strongly as well as all its first-order derivatives with respect to $x$ and second-order derivatives with respect to $A$, then, we must have $Q\left(f^{0}\right)=0$. Solutions of this equation are called equilibria.

We have the following lemma whose proof can be found in ref. [19, Appendix 7] and is not reproduced here:

Lemma 3.4. We have

$$
\int_{\mathrm{SO}_{n}} A M_{\Gamma}(A) d A=c_{1} \Gamma, \quad c_{1}=\left\langle\frac{\operatorname{Tr}(A)}{n}\right\rangle_{\exp (k \operatorname{Tr}(A) / 2)},
$$

where for two functions $f, g: \mathrm{SO}_{n} \rightarrow \mathbb{R}$, with $g \geq 0$ and $g \not \equiv 0$, we note

$$
\langle f(A)\rangle_{g(A)}=\frac{\int_{\mathrm{SO}_{n}} f(A) g(A) d A}{\int_{\mathrm{SO}_{n}} g(A) d A}
$$

The function $c_{1}: \mathbb{R} \rightarrow \mathbb{R}, \kappa \mapsto c_{1}(\kappa)$ is a nonnegative, nondecreasing function which satisfies $c_{1}(0)=0$, and $\lim _{\kappa \rightarrow \infty} c_{1}(\kappa)=1$. It is given by (3.12).

From now on, we will use $\Gamma_{f}=\mathcal{P}\left(J_{f}\right)$. We have different expressions of $Q$ expressed in the following
Lemma 3.5. We have

$$
\begin{align*}
& Q(f)=-\kappa \nabla_{A} \cdot\left(P_{T_{A}} \Gamma_{f} f\right)+\Delta_{A} f  \tag{3.18}\\
& =\nabla_{A} \cdot\left[M_{\Gamma_{f}} \nabla_{A}\left(\frac{f}{M_{\Gamma_{f}}}\right)\right]  \tag{3.19}\\
& =\nabla_{A} \cdot\left[f \nabla_{A}\left(-\kappa \Gamma_{f} \cdot A+\log f\right)\right] . \tag{3.20}
\end{align*}
$$

Proof. Formula (3.18) is nothing but (3.16) with $\Gamma_{f}$ in place of $\mathcal{P}\left(J_{f}\right)$. To get the other two expressions, we note that

$$
\begin{equation*}
\nabla_{A}(\Gamma \cdot A)=P_{T_{A}} \Gamma, \quad \forall A, \Gamma \in \mathrm{SO}_{n} . \tag{3.21}
\end{equation*}
$$

Then, (3.20) follows immediately and for (3.19) we have

$$
\begin{aligned}
\nabla_{A} \cdot\left[M_{\Gamma_{f}} \nabla_{A}\left(\frac{f}{M_{\Gamma_{f}}}\right)\right] & =\Delta_{A} f-\nabla_{A} \cdot\left[f \nabla_{A}\left(\log \left(M_{\Gamma_{f}}\right)\right)\right] \\
& =\Delta_{A} f-\kappa \nabla_{A} \cdot\left[f P_{T_{A}} \Gamma_{f}\right]=Q(f)
\end{aligned}
$$

which ends the proof.
The following gives the equilibria of $Q$ :
Lemma 3.6. Let $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ be smooth enough such that $f \geq 0, \rho_{f}>0$ and $\operatorname{det} J_{f}>0$. Then, we have

$$
Q(f)=0 \Longleftrightarrow \exists(\rho, \Gamma) \in(0, \infty) \times \mathrm{SO}_{n} \text { such that } f=\rho M_{\Gamma}
$$

Proof. Suppose $f$ fulfils the assumptions of the lemma and is such that $Q(f)=0$. Using (3.19) and Stokes' theorem, this implies:

$$
0=\int_{\mathrm{SO}_{n}} Q(f) \frac{f}{M_{\Gamma_{f}}} d A=-\int_{\mathrm{SO}_{n}}\left|\nabla_{A}\left(\frac{f}{M_{\Gamma_{f}}}\right)\right|^{2} M_{\Gamma_{f}} d A
$$

Hence, $f / M_{\Gamma_{f}}$ is constant. So, there exists $\rho \in(0, \infty)$ such that $f=\rho M_{\Gamma_{f}}$ which shows that $f$ is of the form $\rho M_{\Gamma}$ for some $(\rho, \Gamma) \in(0, \infty) \times \mathrm{SO}_{n}$.
Conversely, let $f=\rho M_{\Gamma}$ for some $(\rho, \Gamma) \in(0, \infty) \times \mathrm{SO}_{n}$. If we show that $\Gamma=\Gamma_{f}$, then, by (3.19) we deduce that $Q(f)=0$. By Lemma 3.4, we have $J_{\rho M_{\Gamma}}=\rho c_{1} \Gamma$ with $\rho c_{1}>0$. Thus, $\Gamma_{f}=\mathcal{P}\left(\rho c_{1} \Gamma\right)=\Gamma$, which ends the proof. Note that knowing that $c_{1}>0$ is crucial in that step of the proof.

Corollary 3.7. Assume that $f^{\varepsilon} \rightarrow f^{0}$ as $\varepsilon \rightarrow 0$ strongly as well as all its first-order derivatives with respect to $x$ and second-order derivatives with respect to $A$, such that $\int f^{0}(x, v, t) d v>0, \forall(x, t) \in \mathbb{R}^{n} \times$ $[0, \infty)$. Then, there exists two functions $\rho: \mathbb{R}^{n} \times[0, \infty) \rightarrow(0, \infty)$ and $\Gamma: \mathbb{R}^{n} \times[0, \infty) \rightarrow \mathrm{SO}_{n}$ such that (3.2) holds.

Proof. This is an obvious consequence of Lemma 3.6 since, for any given $(x, t) \in \mathbb{R}^{n} \times[0, \infty)$, the function $f^{0}(x, \cdot, t)$ satisfies $Q\left(f^{0}(x, \cdot, t)\right)=0$.

Now, we are looking for the equations satisfied by $\rho$ and $\Gamma$.

### 3.3. The continuity equation

Proposition 3.8. The functions $\rho$ and $\Gamma$ involved in (3.2) satisfy the continuity equation (3.3).
Proof. By Stokes's theorem, for all second-order differentiable function $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$, we have $\int_{\mathrm{SO}_{n}} Q(f) d A=0$. Therefore, integrating (3.17) with respect to $A$, we obtain,

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}}\left(\partial_{t}+A \mathbf{e}_{1} \cdot \nabla_{x}\right) f^{\varepsilon} d A=0 \tag{3.22}
\end{equation*}
$$

For any distribution function $f$, we define

$$
\rho_{f}(x, t)=\int_{\mathrm{SO}_{n}} f(x, A, t) d A
$$

Thus, with (2.16), Eq. (3.22) can be recast into

$$
\begin{equation*}
\partial_{t} \rho_{f^{\varepsilon}}+\nabla_{x} \cdot\left(J_{f^{z}} \mathbf{e}_{1}\right)=0 \tag{3.23}
\end{equation*}
$$

Now, given that the convergence of $f^{\varepsilon} \rightarrow f^{0}$ as $\varepsilon \rightarrow 0$ is supposed strong enough, and thanks to Lemma 3.4, we have

$$
\rho_{f^{\varepsilon}} \rightarrow \rho_{f^{0}}=\rho_{\rho M_{\Gamma}}=\rho, \quad J_{f^{\varepsilon}} \rightarrow J_{f^{0}}=J_{\rho M_{\Gamma}}=\rho c_{1} \Gamma .
$$

Then, passing to the limit $\varepsilon \rightarrow 0$ in (3.23) leads to (3.3).

## 4. Generalised collision invariants: definition and existence

### 4.1. Definition and first characterisation

Now, we need an equation for $\Gamma$. We see that the proof of Prop. 3.8 can be reproduced if we can find functions $\psi: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ such that for all second-order differentiable function $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$, we have

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}} Q(f) \psi d A=0 \tag{4.1}
\end{equation*}
$$

Such a function is called a collision invariant. In the previous proof, the collision invariant $\psi=1$ was used. Unfortunately, it can be verified that the only collision invariants of $Q$ are the constants. Thus, the previous proof cannot be reproduced to find an equation for $\Gamma$. In order to find more equations, we have to relax the condition that (4.1) must be satisfied for all functions $f$. This leads to the concept of generalised collision invariant (GCI). We first introduce a few more definitions.

Given $\Gamma \in \mathrm{SO}_{n}$, we define the following linear Fokker-Planck operator, defined for second-order differentiable functions $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ :

$$
\mathcal{Q}(f, \Gamma)=\nabla \cdot\left[M_{\Gamma} \nabla\left(\frac{f}{M_{\Gamma}}\right)\right] .
$$

For simplicity, in the remainder of the present section as well as in Sections 5 and 6, we will drop the subscript $A$ to the $\nabla, \nabla \cdot$ and $\Delta$ operators as all derivatives will be understood with respect to $A$.

We note that

$$
\begin{equation*}
Q(f)=\mathcal{Q}\left(f, \Gamma_{f}\right) \tag{4.2}
\end{equation*}
$$

Definition 4.1. Given $\Gamma \in \mathrm{SO}_{n}$, a GCI associated with $\Gamma$ is a function $\psi: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}} \mathcal{Q}(f, \Gamma) \psi d A=0 \quad \text { for all } \quad f: \mathrm{SO}_{n} \rightarrow \mathbb{R} \quad \text { such that } \quad P_{T_{\Gamma}} J_{f}=0 \tag{4.3}
\end{equation*}
$$

The set $\mathcal{G}_{\Gamma}$ of GCI associated with $\Gamma$ is a vector space.
From this definition, we have the following lemma which gives a justification for why this concept is useful for the hydrodynamic limit.

Lemma 4.2. We have

$$
\begin{equation*}
\psi \in \mathcal{G}_{\Gamma_{f}} \quad \Longrightarrow \quad \int_{\mathrm{SO}_{n}} Q(f) \psi d A=0 \tag{4.4}
\end{equation*}
$$

Proof. By (4.2) and (4.3), it is enough to show that $P_{T_{\Gamma_{f}}} J_{f}=0$. But $\Gamma_{f}=\mathcal{P}\left(J_{f}\right)$, so there exists a symmetric positive-definite matrix $S$ such that $J_{f}=\Gamma_{f} S$. So,

$$
P_{T_{\Gamma_{f}}} J_{f}=\Gamma_{f} \frac{\Gamma_{f}^{T} J_{f}-J_{f}^{T} \Gamma_{f}}{2}=\Gamma_{f} \frac{S-S^{T}}{2}=0 .
$$

The following lemma provides the equation solved by the GCI.
Lemma 4.3. The function $\psi: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ belongs to $\mathcal{G}_{\Gamma}$ if and only if $\exists P \in T_{\Gamma}$ such that

$$
\begin{equation*}
\nabla \cdot\left(M_{\Gamma} \nabla \psi\right)=P \cdot A M_{\Gamma} \tag{4.5}
\end{equation*}
$$

Proof. On the one hand, we can write

$$
\int_{\mathrm{SO}_{n}} \mathcal{Q}(f, \Gamma) \psi d A=\int_{\mathrm{SO}_{n}} f \mathcal{Q}^{*}(\psi, \Gamma) d A
$$

where $\mathcal{Q}^{*}(\cdot, \Gamma)$ is the formal $L^{2}$-adjoint to $\mathcal{Q}(\cdot, \Gamma)$ and is given by

$$
\mathcal{Q}^{*}(\psi, \Gamma)=M_{\Gamma}^{-1} \nabla \cdot\left(M_{\Gamma} \nabla \psi\right)
$$

On the other hand, we have

$$
\begin{aligned}
P_{T_{\Gamma}} J_{f}=0 & \Longleftrightarrow P_{T_{\Gamma}} \int_{\mathrm{SO}_{n}} f A d A=0 \\
& \Longleftrightarrow \int_{\mathrm{SO}_{n}} f A \cdot P d A=0, \quad \forall P \in T_{\Gamma} \\
& \Longleftrightarrow f \in\left\{A \mapsto A \cdot P \mid P \in T_{\Gamma}\right\}^{\perp}
\end{aligned}
$$

where the orthogonality in the last statement is meant in the $L^{2}$ sense. So, by (4.3), $\psi \in \mathcal{G}_{\Gamma}$ if and only if

$$
\left\{A \mapsto A \cdot P \mid P \in T_{\Gamma}\right\}^{\perp} \subset\left\{\mathcal{Q}^{*}(\psi, \Gamma)\right\}^{\perp},
$$

or by taking orthogonals again, if and only if

$$
\begin{equation*}
\operatorname{Span}\left\{\mathcal{Q}^{*}(\psi, \Gamma)\right\} \subset\left\{A \mapsto A \cdot P \mid P \in T_{\Gamma}\right\}, \tag{4.6}
\end{equation*}
$$

because both sets in (4.6) are finite-dimensional, hence closed. Statement (4.6) is equivalent to the statement that there exists $P \in T_{\Gamma}$ such that (4.5) holds true.

### 4.2. Existence and invariance properties

We now state an existence result for the GCI. First, we introduce the following spaces: $L^{2}\left(\mathrm{SO}_{n}\right)$ stands for the space of square integrable functions $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ endowed with the usual $L^{2}$-norm $\|f\|_{L^{2}}^{2}=$ $\int_{\mathrm{SO}_{n}}|f(A)|^{2} d A$. Then, we define $H^{1}\left(\mathrm{SO}_{n}\right)=\left\{f \in L^{2}\left(\mathrm{SO}_{n}\right) \mid \nabla f \in L^{2}\left(\mathrm{SO}_{n}\right)\right\}$ (where $\nabla f$ is meant in the distributional sense), endowed with the usual $H^{1}$-norm $\|f\|_{H^{1}}^{2}=\|f\|_{L^{2}}^{2}+\|\nabla f\|_{L^{2}}^{2}$. Finally, $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ are the functions of $H^{1}\left(\mathrm{SO}_{n}\right)$ with zero mean, i.e. $f \in H_{0}^{1}\left(\mathrm{SO}_{n}\right) \Longleftrightarrow f \in H^{1}\left(\mathrm{SO}_{n}\right)$ and

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}} f d A=0 \tag{4.7}
\end{equation*}
$$

We will solve (4.5) in the variational sense. We note that for $P \in T_{\Gamma}$, we have

$$
\int_{\mathrm{SO}_{n}} A \cdot P M_{\Gamma}(A) d A=c_{1} \Gamma \cdot P=0
$$

i.e. the right-hand side of (4.5) satisfies (4.7). Hence, if $\psi$ is a smooth solution of (4.5) satisfying (4.7), it satisfies

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}} M_{\Gamma} \nabla \psi \nabla \chi d A=-\int_{\mathrm{SO}_{n}} M_{\Gamma} A \cdot P \chi d A, \tag{4.8}
\end{equation*}
$$

for all functions $\chi$ satisfying (4.7). This suggests to look for solutions of (4.8) in $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$. Indeed, we have

Proposition 4.4. For a given $P \in T_{\Gamma}$, there exists a unique $\psi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ such that (4.8) is satisfied for all $\chi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right)$.
Proof. This is a classical application of Lax-Milgram's theorem. We only need to verify that the bilinear form

$$
a(\psi, \chi)=\int_{\mathrm{SO}_{n}} M_{\Gamma} \nabla \psi \nabla \chi d A
$$

is coercive on $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$. Since $\mathrm{SO}_{n}$ is compact, there exists $C>0$ such that $M_{\Gamma} \geq C$. So,

$$
a(\psi, \psi) \geq C \int_{\mathrm{SO}_{n}}|\nabla \psi|^{2} d A
$$

This is the quadratic form associated with the Laplace operator $-\Delta$ on $\mathrm{SO}_{n}$. But the lowest eigenvalue of $-\Delta$ is 0 and its associated eigenspace are the constant functions. Then, there is a spectral gap and the
next eigenvalue $\lambda_{2}$ is positive. Hence, we have

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}}|\nabla \psi|^{2} d A \geq \lambda_{2} \int_{\mathrm{SO}_{n}}|\psi|^{2} d A, \quad \forall \psi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right), \tag{4.9}
\end{equation*}
$$

(see e.g. [18, Section 4.3] for more detail). This implies the coercivity of $a$ on $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ and ends the proof.

Remark 4.1. Since the functions $A \mapsto M_{\Gamma}(A)$ and $A \mapsto M_{\Gamma}(A) A \cdot P$ are $C^{\infty}$, by elliptic regularity, the unique solution of Prop. 4.4 actually belongs to $C^{\infty}\left(\mathrm{SO}_{n}\right)$.

For any $P \in T_{\Gamma}$, there exists $X \in \mathfrak{s o}_{n}$ such that $P=\Gamma X$. We denote by $\psi_{X}^{\Gamma}$ the unique solution of (4.8) in $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ associated with $P=\Gamma X$. Then, we have the
Corollary 4.5. The space $\mathcal{G}_{\Gamma}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\Gamma}=\operatorname{Span}\left(\{1\} \cup\left\{\psi_{X}^{\Gamma} \mid X \in \mathfrak{s o}_{n}\right\}\right), \tag{4.10}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\operatorname{dim} \mathcal{G}_{\Gamma}=\operatorname{dim} \mathfrak{s o}_{n}+1=\frac{n(n-1)}{2}+1 . \tag{4.11}
\end{equation*}
$$

Proof. If $\psi \in \mathcal{G}_{\Gamma}$, then, $\psi-\bar{\psi} \in \mathcal{G}_{\Gamma} \cap H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ where $\bar{\psi}=\int_{\mathrm{SO}_{n}} \psi d A$. Then, $\exists X \in \mathfrak{s o}_{n}$ such that $\psi-$ $\bar{\psi}=\psi_{X}^{\Gamma}$, which leads to (4.10). Now, the map $\mathfrak{s o}_{n} \rightarrow H_{0}^{1}\left(\mathrm{SO}_{n}\right), X \mapsto \psi_{X}^{\Gamma}$ is linear and injective. Indeed, suppose $\psi_{X}^{\Gamma}=0$. Then, inserting it into (4.8), we get that

$$
\int_{\mathrm{SO}_{n}} M_{\Gamma}(A) A \cdot(\Gamma X) \chi(A) d A=0, \quad \forall \chi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right),
$$

and by density, this is still true for all $\chi \in L^{2}\left(\mathrm{SO}_{n}\right)$. This implies that

$$
M_{\Gamma}(A) A \cdot(\Gamma X)=0, \quad \forall A \in \mathrm{SO}_{n}
$$

and since $M_{\Gamma}>0$, that $A \cdot(\Gamma X)=\left(\Gamma^{T} A\right) \cdot X=0$, for all $A \in \mathrm{SO}_{n}$. Now the multiplication by $\Gamma^{T}$ on the left is a bijection of $\mathrm{SO}_{n}$, so we get that $X$ satisfies

$$
A \cdot X=0, \quad \forall A \in \mathrm{SO}_{n} .
$$

Then, taking $A=e^{t Y}$ with $Y \in \mathfrak{5 o}_{n}$ and differentiating with respect to $t$, we obtain

$$
Y \cdot X=0, \quad \forall Y \in \mathfrak{s o}_{n},
$$

which shows that $X=0$. Hence, $\mathcal{G}_{\Gamma}$ is finite-dimensional and (4.11) follows.
From now on, we will repeatedly use the following lemma.
Lemma 4.6. (i) Let $g \in \mathrm{SO}_{n}$ and let $\ell_{g}, r_{g}$ and $\xi_{g}$ be the left and right translations and conjugation maps of $\mathrm{SO}_{n}$, respectively:

$$
\begin{equation*}
\ell_{g}(A)=g A, \quad r_{g}(A)=A g, \quad \xi_{g}=\ell_{g} \circ r_{g^{-1}}=\ell_{g} \circ r_{g^{T}}, \quad \forall A \in \mathrm{SO}_{n} . \tag{4.12}
\end{equation*}
$$

Let $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ be smooth. Then, we have for any $X \in \mathfrak{s o}_{n}$ :

$$
\begin{equation*}
\nabla\left(f \circ \ell_{g}\right)(A) \cdot A X=\nabla f(g A) \cdot g A X \tag{4.13}
\end{equation*}
$$

$$
\begin{equation*}
\nabla\left(f \circ \xi_{g}\right)(A) \cdot A X=\nabla f\left(g A g^{T}\right) \cdot g A X g^{T} . \tag{4.14}
\end{equation*}
$$

(ii) Iff and $\varphi: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ are smooth, then,

$$
\begin{equation*}
\nabla\left(f \circ \ell_{g}\right)(A) \cdot \nabla\left(\varphi \circ \ell_{g}\right)(A)=\nabla f(g A) \cdot \nabla \varphi(g A), \tag{4.15}
\end{equation*}
$$

$$
\begin{equation*}
\nabla\left(f \circ \xi_{g}\right)(A) \cdot \nabla\left(\varphi \circ \xi_{g}\right)(A)=\nabla f\left(g A g^{T}\right) \cdot \nabla \varphi\left(g A g^{T}\right), \tag{4.16}
\end{equation*}
$$

Proof. (i) We show (4.13). (4.14) is shown in a similar way. By (2.5), we have

$$
\nabla\left(f \circ \ell_{g}\right)(A) \cdot A X=\left.\frac{d}{d t}\left(\left(f \circ \ell_{g}\right)\left(A e^{t X}\right)\right)\right|_{t=0}=\left.\frac{d}{d t}\left(f\left(g A e^{t X}\right)\right)\right|_{t=0}=\nabla f(g A) \cdot g A X
$$

(ii) Again, we show (4.15), the proof of (4.16) being similar. Applying (4.13) twice, we have

$$
\begin{aligned}
\nabla f(g A) \cdot \nabla \varphi(g A) & =\nabla\left(f \circ \ell_{g}\right)(A) \cdot\left(g^{T} \nabla \varphi(g A)\right)=\nabla \varphi(g A) \cdot\left(g \nabla\left(f \circ \ell_{g}\right)(A)\right) \\
& =\nabla\left(\varphi \circ \ell_{g}\right)(A) \cdot \nabla\left(f \circ \ell_{g}\right)(A) .
\end{aligned}
$$

Proposition 4.7 (translation invariance). We have

$$
\begin{equation*}
\psi_{X}^{\mathrm{I}}(A)=\psi_{X}^{\Gamma}(\Gamma A), \quad \forall A, \Gamma \in \mathrm{SO}_{n}, \quad \forall X \in \mathfrak{s o}_{n} . \tag{4.17}
\end{equation*}
$$

Proof. $\psi=\psi_{X}^{\Gamma}$ is the unique solution in $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ of the following variational formulation:

$$
\begin{aligned}
& \int_{\mathrm{SO}_{n}} \exp \left(\frac{\kappa}{2} \operatorname{Tr}\left(\Gamma^{T} A\right)\right) \nabla \psi(A) \cdot \nabla \chi(A) d A \\
& \quad=-\frac{1}{2} \int_{\mathrm{SO}_{n}} \exp \left(\frac{\kappa}{2} \operatorname{Tr}\left(\Gamma^{T} A\right)\right) \operatorname{Tr}\left(A^{T} \Gamma X\right) \chi(A) d A, \quad \forall \chi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right) .
\end{aligned}
$$

By the change of variables $A^{\prime}=\Gamma^{T} A$, the translation invariance of the Haar measure and (4.15), we get, dropping the primes for simplicity:

$$
\begin{align*}
& \int_{\mathrm{SO}_{n}} \exp \left(\frac{\kappa}{2} \operatorname{Tr} A\right) \nabla\left(\psi \circ \ell_{\Gamma}\right)(A) \cdot \nabla\left(\chi \circ \ell_{\Gamma}\right)(A) d A \\
& \quad=-\frac{1}{2} \int_{\mathrm{SO}_{n}} \exp \left(\frac{\kappa}{2} \operatorname{Tr} A\right) \operatorname{Tr}\left(A^{T} X\right) \chi \circ \ell_{\Gamma}(A) d A, \quad \forall \chi \in H_{0}^{1}\left(\mathrm{SO}_{n}\right), \tag{4.18}
\end{align*}
$$

We remark that the mapping $H_{0}^{1}\left(\mathrm{SO}_{n}\right) \rightarrow H_{0}^{1}\left(\mathrm{SO}_{n}\right), \chi \rightarrow \chi \circ \ell_{\Gamma}$ is a linear isomorphism and an isometry (the proof is analogous to the proof of Prop. 6.4 below and is omitted). Thus, we can replace $\chi \circ \ell_{\Gamma}$ in (4.18) by any test function $\tilde{\chi} \in H_{0}^{1}\left(\mathrm{SO}_{n}\right)$, which leads to a variational formulation for $\psi \circ \ell_{\Gamma}$ which is identical with that of $\psi_{X}^{\mathrm{I}}$. By the uniqueness of the solution of the variational formulation, this leads to (4.17) and finishes the proof.

Proposition 4.8 (Conjugation invariance). We have

$$
\begin{equation*}
\psi_{X}^{\mathrm{I}}\left(g A g^{T}\right)=\psi_{g^{T} X_{g}}^{\mathrm{I}}(A), \quad \forall A, g \in \mathrm{SO}_{n} \tag{4.19}
\end{equation*}
$$

Proof. The proof is identical to that of Prop. 4.7. We start from the variational formulation for $\psi_{x}^{\mathrm{I}}$ and make the change of variables $A=g A^{\prime} g^{T}$ in the integrals. Thanks to (4.15), it yields a variational formulation for $\psi_{X}^{\mathrm{I}} \circ \xi_{g}$, which is noticed to be identical to that of $\psi_{g^{T} X_{g}}^{\mathrm{I}}$. By the uniqueness of the solution of the variational formulation, we get (4.19).

From this point onwards, the search for GCI differs significantly from [24] where the assumption of dimension $n=3$ was crucial. We will need further concepts about the rotation groups which are summarised in the next section.

## 5. Maximal torus and Weyl group

If $g \in \mathrm{SO}_{n}$, the conjugation map $\xi_{g}$ given by (4.12) is a group isomorphism. Let $A$ and $B \in \mathrm{SO}_{n}$. We say that $A$ and $B$ are conjugate, and we write $A \sim B$, if and only if $\exists g \in \mathrm{SO}_{n}$ such that $B=g A g^{T}$. It is an equivalence relation. Conjugation classes can be described as follows. The planar rotation $R_{\theta}$ for $\theta \in \mathbb{R} /(2 \pi \mathbb{Z})$ is defined by

$$
R_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{5.1}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

The set $\mathcal{T}=[-\pi, \pi)^{p}$ will be identified with the torus $(\mathbb{R} /(2 \pi \mathbb{Z}))^{p}$. For $\Theta=:\left(\theta_{1}, \ldots, \theta_{p}\right) \in \mathcal{T}$, we define the matrix $A_{\Theta}$ blockwise by:

- in the case $n=2 p, p \geq 2$,

$$
A_{\Theta}=\left(\begin{array}{cccc}
R_{\theta_{1}} & & & 0  \tag{5.2}\\
& R_{\theta_{2}} & & \\
& & \ddots & \\
0 & & & R_{\theta_{p}}
\end{array}\right) \in \mathrm{SO}_{2 p} \mathbb{R}
$$

- in the case $n=2 p+1, p \geq 1$,

$$
A_{\Theta}=\left(\begin{array}{ccccc}
R_{\theta_{1}} & & & 0 & 0  \tag{5.3}\\
& R_{\theta_{2}} & & & \vdots \\
& & \ddots & & \vdots \\
0 & & & R_{\theta_{p}} & 0 \\
0 & \ldots & \ldots & 0 & 1
\end{array}\right) \in \mathrm{SO}_{2 p+1} \mathbb{R} .
$$

By classical matrix reduction theory, any $A \in \mathrm{SO}_{n}$ is conjugate to $A_{\Theta}$ for some $\Theta \in \mathcal{T}$. We define the subset $\mathbb{T}$ of $\mathrm{SO}_{n}$ by

$$
\mathbb{T}=\left\{A_{\Theta} \mid \Theta \in \mathcal{T}\right\}
$$

$\mathbb{T}$ is an abelian subgroup of $\mathrm{SO}_{n}$ and the map $\mathcal{T} \rightarrow \mathbb{T}$ is a group isomorphism. It can be shown that $\mathbb{T}$ is a maximal abelian subgroup of $\mathrm{SO}_{n}$, and for that reason, $\mathbb{T}$ is called a maximal torus. $\mathbb{T}$ is a Lie subgroup of $\mathrm{SO}_{n}$, and we denote by $\mathfrak{h}$ its Lie algebra. $\mathfrak{h}$ is a Lie subalgebra of $\mathfrak{s o}_{n}$ given by

$$
\mathfrak{h}=\left\{\sum_{i=1}^{p} \alpha_{i} F_{2 i-12 i} \mid\left(\alpha_{1}, \ldots \alpha_{p}\right) \in \mathbb{R}^{p}\right\},
$$

where we recall that $F_{i j}$ is defined by (2.6). $\mathfrak{h}$ is an abelian subalgebra (i.e. $[X, Y]=0, \forall X, Y \in \mathfrak{h}$ ) and is actually maximal among abelian subalgebras. In Lie algebra language, $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{s o}_{n}$.

Let us describe the elements $g \in \mathrm{SO}_{n}$ that conjugate an element of $\mathbb{T}$ into an element of $\mathbb{T}$. Such elements form a group called the normaliser of $\mathbb{T}$ and are denoted by $N(\mathbb{T})$. Since $\mathbb{T}$ is abelian, elements of $\mathbb{T}$ conjugate an element of $\mathbb{T}$ to itself so we are rather interested in those elements of $N(\mathbb{T})$ that conjugate an element of $\mathbb{T}$ to a different one. In other words, we want to describe the quotient group $N(\mathbb{T}) / \mathbb{T}$ (clearly, $\mathbb{T}$ is normal in $N(\mathbb{T})$ ) which is a finite group called the Weyl group and denoted by $\mathfrak{W}$. The Weyl group differs in the odd and even dimension cases. It is generated by the following elements $g$ of $N(\mathbb{T})$ (or strictly speaking by the cosets $g \mathbb{T}$ where $g$ are such elements) [36]:

- Case $n=2 p$ even:
- elements $g=C_{i j}, 1 \leq i<j \leq p$ where $C_{i j}$ exchanges $e_{2 i-1}$ and $e_{2 j-1}$ on the one hand, $e_{2 i}$ and $e_{2 j}$ on the other hand, and fixes all the other basis elements, (where $\left(e_{i}\right)_{i=1}^{2 p}$ is the canonical basis of $\mathbb{R}^{2 p}$ ). Conjugation of $A_{\Theta}$ by $C_{i j}$ exchanges the blocks $R_{\theta_{i}}$ and $R_{\theta_{j}}$ of (5.2), i.e. exchanges $\theta_{i}$ and $\theta_{j}$. It induces an isometry of $\mathbb{R}^{p}$ (or $\mathcal{T}$ ), still denoted by $C_{i j}$ by abuse of notation, such that $C_{i j}(\Theta)=\left(\ldots, \theta_{j}, \ldots \theta_{i}, \ldots\right)$. This isometry is the reflection in the hyperplane $\left\{e_{i}-e_{j}\right\}^{\perp} ;$
- elements $g=D_{i j}, 1 \leq i<j \leq p$ where $D_{i j}$ exchanges $e_{2 i-1}$ and $e_{2 i}$ on the one hand, $e_{2 j-1}$ and $e_{2 j}$ on the other hand and fixes all the other basis elements. Conjugation of $A_{\Theta}$ by $D_{i j}$ changes the sign of $\theta_{i}$ in $R_{\theta_{i}}$ and that of $\theta_{j}$ in $R_{\theta_{j}}$, i.e. changes $\left(\theta_{i}, \theta_{j}\right)$ into $\left(-\theta_{i},-\theta_{j}\right)$. It induces an isometry of $\mathbb{R}^{p}($ or $\mathcal{T})$, still denoted by $D_{i j}$ such that $D_{i j}(\Theta)=\left(\ldots,-\theta_{i}, \ldots-\theta_{j}, \ldots\right)$. The transformation $C_{i j} \circ D_{i j}=D_{i j} \circ C_{i j}$ is the reflection in the hyperplane $\left\{e_{i}+e_{j}\right\}^{\perp}$;
- Case $n=2 p+1$ odd:
- elements $g=C_{i j}, 1 \leq i<j \leq p$ identical to those of the case $n=2 p$;
- elements $g=D_{i}, 1 \leq i \leq p$, where $D_{i}$ exchanges $e_{2 i-1}$ and $e_{2 i}$ on the one hand, maps $e_{2 p+1}$ into $-e_{2 p+1}$ on the other hand and fixes all the other basis elements. Conjugation of $A_{\Theta}$ by $D_{i}$ changes the sign of $\theta_{i}$ in $R_{\theta_{i}}$, i.e. changes $\theta_{i}$ into $-\theta_{i}$. It induces an isometry of $\mathbb{R}^{p}$ (or $\mathcal{T}$ ), still denoted by $D_{i}$ such that $D_{i}(\Theta)=\left(\ldots,-\theta_{i}, \ldots\right)$. It is the reflection in the hyperplane $\left\{e_{i}\right\}^{\perp}$.

The group of isometries of $\mathbb{R}^{p}$ (or $\mathcal{T}$ ) generated by $\left\{C_{i j}\right\}_{1 \leq i<j \leq p} \cup\left\{D_{i j}\right\}_{1 \leq i<j \leq p}$ in the case $n=2 p$ and $\left\{C_{i j}\right\}_{1 \leq i<j \leq p} \cup\left\{D_{i}\right\}_{1=1}^{p}$ in the case $n=2 p+1$ is still the Weyl group $\mathfrak{W}$. Note that in the case $n=2 p$, an element of $\mathfrak{W}$ induces only an even number of sign changes of $\Theta$, while in the case $n=2 p+1$, an arbitrary number of sign changes are allowed. $\mathfrak{W}$ is also generated by the orthogonal symmetries in the hyperplanes $\left\{e_{i} \pm e_{j}\right\}^{\perp}$ for $1 \leq i<j \leq p$ in the case $n=2 p$. The elements of the set $\left\{ \pm e_{i} \pm e_{j}\right\}_{1 \leq i<j \leq p}$ are called the roots of $\mathrm{SO}_{2 p}$, while the roots of $\mathrm{SO}_{2 p+1}$ are the elements of the set $\left\{ \pm e_{i} \pm e_{j}\right\}_{1 \leq i<j \leq p} \cup\left\{ \pm e_{i}\right\}_{1=1}^{p}$.

We also need one more definition. A closed Weyl chamber is the closure of a connected component of the complement of the union of the hyperplanes orthogonal to the roots. The Weyl group acts simply transitively on the closed Weyl chambers [36, Sect. 14.1], i.e. for two closed Weyl chambers $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$, there exists a unique $W \in \mathfrak{W}$ such that $W\left(\mathcal{W}_{1}\right)=\mathcal{W}_{2}$. A distinguished closed Weyl chamber (that is associated with a positive ordering of the roots) is given by [36, Sect. 18.1]:

- Case $n=2 p$ even:

$$
\mathcal{W}=\left\{\Theta \in \mathbb{R}^{p}\left|\theta_{1} \geq \theta_{2} \geq \ldots \geq \theta_{p-1} \geq\left|\theta_{p}\right| \geq 0\right\}\right.
$$

- Case $n=2 p+1$ odd:

$$
\mathcal{W}=\left\{\Theta \in \mathbb{R}^{p} \mid \theta_{1} \geq \theta_{2} \geq \ldots \geq \theta_{p-1} \geq \theta_{p} \geq 0\right\}
$$

all other closed Weyl chambers being of the form $W(\mathcal{W})$ for some element $W \in \mathfrak{W}$. We have

$$
\begin{equation*}
\mathbb{R}^{p}=\bigcup_{W \in \mathfrak{V} \mathcal{S}} W(\mathcal{W}) \tag{5.4}
\end{equation*}
$$

and for any $W_{1}, W_{2} \in \mathfrak{W}$,

$$
\begin{equation*}
W_{1} \neq W_{2} \Longrightarrow \operatorname{meas}\left(W_{1}(\mathcal{W}) \cap W_{2}(\mathcal{W})\right)=0 \tag{5.5}
\end{equation*}
$$

(where meas stands for the Lebesgue measure), the latter relation reflects that the intersection of two Weyl chambers is included in a hyperplane. Defining $\mathcal{W}_{\text {per }}=\mathcal{W} \cap[-\pi, \pi]^{p}$, we have (5.4) and (5.5) with $\mathbb{R}^{p}$ replaced by $[-\pi, \pi]^{p}$ and $\mathcal{W}$ replaced by $\mathcal{W}_{\text {per }}$.

Class functions are functions $f: \mathrm{SO}_{n} \rightarrow \mathbb{R}$ that are invariant by conjugation, i.e. such that $f\left(g A g^{T}\right)=$ $f(A), \forall A, g \in \mathrm{SO}_{n}$. By the preceding discussion, a class function can be uniquely associated with a function $\varphi_{f}: \tilde{\mathcal{T}}=: \mathcal{T} / \mathfrak{W} \rightarrow \mathbb{R}$ such that $\varphi_{f}(\Theta)=f\left(A_{\Theta}\right)$. By a function on $\mathcal{T} / \mathfrak{W}$, we mean a function on $\mathcal{T}$ which is invariant by any isometry belonging to the Weyl group $\mathfrak{W}$. The Laplace operator $\Delta$ maps class functions to class functions. Hence, it generates an operator $L$ on $C^{\infty}(\tilde{\mathcal{T}})$ such that for any class function $f$ in $C^{\infty}\left(\mathrm{SO}_{n}\right)$, we have:

$$
\begin{equation*}
L \varphi_{f}=\varphi_{\Delta f} \tag{5.6}
\end{equation*}
$$

Expressions of the operator $L$ (called the radial Laplacian) are derived in ref. [18]. They are recalled in Appendix A. Class functions are important because they are amenable to a specific integration formula
called the Weyl integration formula which states that if $f$ is an integrable class function on $\mathrm{SO}_{n}$, then,

$$
\begin{equation*}
\int_{\mathrm{SO}_{n} \mathbb{R}} f(A) d A=\gamma_{n} \frac{1}{(2 \pi)^{p}} \int_{\mathcal{T}} f\left(A_{\Theta}\right) u_{n}(\Theta) d \Theta, \tag{5.7}
\end{equation*}
$$

with $u_{n}$ defined in (3.8) and (3.9), and

$$
\gamma_{n}=\left\{\begin{array}{lll}
\frac{2^{(p-1)^{2}}}{p!} & \text { if } & n=2 p \\
\frac{2^{p^{2}}}{p!} & \text { if } & n=2 p+1
\end{array} .\right.
$$

We now introduce some additional definitions. The adjoint representation of $\mathrm{SO}_{n}$ denoted by 'Ad' maps $\mathrm{SO}_{n}$ into the group $\operatorname{Aut}\left(\mathfrak{s o}_{n}\right)$ of linear automorphisms of $\mathfrak{s o}_{n}$ as follows:

$$
\operatorname{Ad}(A)(Y)=A Y A^{-1}, \quad \forall A \in \mathrm{SO}_{n}, \quad \forall Y \in \mathfrak{5 o}_{n} .
$$

Ad is a Lie-group representation of $\mathrm{SO}_{n} \mathbb{R}$, meaning that

$$
\operatorname{Ad}(A) \operatorname{Ad}(B)=\operatorname{Ad}(A B), \quad \forall A, B \in \mathrm{SO}_{n} .
$$

We have

$$
\operatorname{Ad}(A)(X) \cdot \operatorname{Ad}(A)(Y)=X \cdot Y, \quad \forall A \in \mathrm{SO}_{n}, \quad \forall X, Y \in \mathfrak{s o}_{n},
$$

showing that the inner product on $\mathfrak{s o}_{n}$ is invariant by Ad. The following identity, shown in ref. [30, Section 8.2], will be key to the forthcoming analysis of the GCI. Let $f$ be a function $\mathrm{SO}_{n} \rightarrow V$, where $V$ is a finite-dimensional vector space over $\mathbb{R}$. Then, we have, using the definition (2.4) of $\varrho$ :

$$
\begin{equation*}
\left(\varrho\left(\operatorname{Ad}\left(g^{-1}\right) T-T\right) f\right)(g)=\left.\frac{d}{d s}\left(f\left(e^{s T} g e^{-s T}\right)\right)\right|_{s=0}, \quad \forall g \in \mathrm{SO}_{n}, \quad \forall T \in \mathfrak{s o}_{n} \tag{5.8}
\end{equation*}
$$

We finish with the following identity which will be used repeatedly.

$$
\begin{equation*}
\left[F_{i j}, F_{k \ell}\right]=\left(\delta_{j k} F_{i \ell}+\delta_{i \ell} F_{j k}-\delta_{i k} F_{j \ell}-\delta_{j \ell} F_{i k}\right) . \tag{5.9}
\end{equation*}
$$

## 6. Generalised collision invariants associated with the identity

### 6.1. Introduction of $\alpha=\left(\alpha_{i}\right)_{i=1}^{p}$ and first properties

This section is devoted to the introduction of the function $\alpha=\left(\alpha_{i}\right)_{i=1}^{p}, \mathcal{T} \rightarrow \mathbb{R}^{p}$ which will be eventually shown to solve System (3.11).

For simplicity, we denote $\psi_{X}^{1}$ simply by $\psi_{X}$ and $M_{\mathrm{I}}$ by $M$. Let $A, \Gamma \in \mathrm{SO}_{n}$ be fixed. The map $\mathfrak{s o}_{n} \rightarrow \mathbb{R}$, $X \mapsto \psi_{X}^{\Gamma}(A)$ is a linear form. Hence, there exists a map $\mu^{\Gamma}: \mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$ such that

$$
\begin{equation*}
\psi_{X}^{\Gamma}(A)=\mu^{\Gamma}(A) \cdot X, \quad \forall A \in \mathrm{SO}_{n}, \quad \forall X \in \mathfrak{s o}_{n} . \tag{6.1}
\end{equation*}
$$

We abbreviate $\mu^{1}$ into $\mu$.
We define $H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ as the space of functions $\chi: \mathrm{SO}_{n} \rightarrow \mathfrak{5 o}_{n}$ such that each component of $\chi$ in an orthonormal basis of $\mathfrak{s o}_{n}$ is a function of $H_{0}^{1}\left(\mathrm{SO}_{n}\right)$ (with similar notations for $L^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and $\left.H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)\right)$. Obviously, the definition does not depend on the choice of the orthonormal basis. Now, let $\chi \in H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Then $\nabla \chi(A)$ (which is defined almost everywhere) can be seen as an element of $\mathfrak{s o}_{n} \otimes T_{A}$ by the relation

$$
\nabla \chi(A) \cdot(X \otimes A Y)=\nabla(\chi \cdot X)(A) \cdot(A Y), \quad \forall X, Y \in \mathfrak{s o}_{n},
$$

where we have used (2.2) to express an element of $T_{A}$ as $A Y$ for $Y \in \mathfrak{5 o}_{n}$ and where we define the inner product on $\mathfrak{s o}_{n} \otimes T_{A}$ by

$$
\left(X \otimes A Y \cdot X^{\prime} \otimes A Y^{\prime}\right)=\left(X \cdot X^{\prime}\right)\left(A Y \cdot A Y^{\prime}\right)=\left(X \cdot X^{\prime}\right)\left(Y \cdot Y^{\prime}\right),
$$

for all $X, Y X^{\prime}, Y^{\prime} \in \mathfrak{s o}_{n}$. With this identification, if $\left(\Phi_{i}\right)_{i=1}^{\mathcal{N}}$ and $\left(\Psi_{i}\right)_{i=1}^{\mathcal{N}}$ (with $\mathcal{N}=\frac{n(n-1)}{2}$ ) are two orthonormal bases of $\mathfrak{s o}_{n}$, then $\left(\Phi_{i} \otimes A \Psi_{j}\right)_{i, j=1}^{\mathcal{V}}$ is an orthonormal basis of $\mathfrak{s o}_{n} \otimes T_{A}$ and we can write

$$
\begin{equation*}
\nabla \chi(A)=\sum_{i, j=1}^{\mathcal{N}}\left(\nabla\left(\chi \cdot \Phi_{i}\right)(A) \cdot\left(A \Psi_{j}\right)\right) \Phi_{i} \otimes A \Psi_{j} \tag{6.2}
\end{equation*}
$$

Consequently, if $\mu \in H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ is another function, we have, thanks to Parseval's formula and (2.5):

$$
\begin{align*}
\nabla \mu(A) \cdot \nabla \chi(A) & =\sum_{i, j=1}^{\mathcal{N}}\left(\nabla\left(\mu \cdot \Phi_{i}\right)(A) \cdot A \Psi_{j}\right)\left(\nabla\left(\chi \cdot \Phi_{i}\right)(A) \cdot A \Psi_{j}\right) \\
& =\sum_{i, j=1}^{\mathcal{N}}\left(\left(\varrho\left(\Psi_{j}\right)\left(\mu \cdot \Phi_{i}\right)\right)(A)\right)\left(\left(\varrho\left(\Psi_{j}\right)\left(\chi \cdot \Phi_{i}\right)\right)(A)\right) \tag{6.3}
\end{align*}
$$

In general, we will use (6.3) with identical bases $\left(\Phi_{i}\right)_{i=1}^{\mathcal{N}}=\left(\Psi_{i}\right)_{i=1}^{\mathcal{N}}$, but this is not necessary. The construction itself shows that these formulae are independent of the choice of the orthonormal bases of $\mathfrak{s o}_{n}$.

Now, we have the following properties:
Proposition 6.1 (Properties of $\mu$ ).
(i) The function $\mu$ is the unique variational solution in $H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ of the equation

$$
\begin{equation*}
M^{-1} \nabla \cdot(M \nabla \mu)(A)=\frac{A-A^{T}}{2}, \quad \forall A \in \mathrm{SO}_{n}, \tag{6.4}
\end{equation*}
$$

where the differential operator at the left-hand side is applied componentwise. The variational formulation of (6.4) is given by

$$
\left\{\begin{array}{l}
\mu \in H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right),  \tag{6.5}\\
\int_{\mathrm{SO}_{n}} \nabla \mu \cdot \nabla \chi M d A=-\int_{\mathrm{SO}_{n}} \frac{A-A^{T}}{2} \cdot \chi M d A, \quad \forall \chi \in H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right),
\end{array}\right.
$$

with the interpretation (6.3) of the left-hand side of (6.5).
(ii) We have (conjugation invariance):

$$
\begin{equation*}
\mu\left(g A g^{T}\right)=g \mu(A) g^{T}, \quad \forall A, g \in \mathrm{SO}_{n} \tag{6.6}
\end{equation*}
$$

(iii) We have (translation invariance):

$$
\begin{equation*}
\mu^{\Gamma}(A)=\mu\left(\Gamma^{T} A\right), \quad \forall \Gamma, A \in \mathrm{SO}_{n} \tag{6.7}
\end{equation*}
$$

Proof. (i) Since $X$ is antisymmetric, we have $A \cdot X=\frac{A-A^{T}}{2} \cdot X$. Hence, (4.5) (with $\Gamma=\mathrm{I}$ ) can be written

$$
\left(M^{-1} \nabla \cdot(M \nabla \mu)-\frac{A-A^{T}}{2}\right) \cdot X=0, \quad \forall X \in \mathfrak{s o}_{n}
$$

Since the matrix to the left of the inner product is antisymmetric and the identity is true for all antisymmetric matrices $X$, we find (6.4). We can easily reproduce the same arguments on the variational formulation (4.8) (with $\Gamma=\mathrm{I}$ ), which leads to the variational formulation (6.5) for $\mu$.
(ii) (4.19) reads

$$
\mu\left(g A g^{T}\right) \cdot X=\mu(A) \cdot\left(g^{T} X g\right)=\left(g \mu(A) g^{T}\right) \cdot X
$$

hence (6.6).
(iii) (4.17) reads

$$
\mu(A) \cdot X=\mu^{\Gamma}(\Gamma A) \cdot X,
$$

hence (6.7).
The generic form of a function satisfying (6.6) is given in the next proposition.
Proposition 6.2. (i) Let $\chi: \mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$ be a smooth map satisfying

$$
\begin{equation*}
\chi\left(g A g^{T}\right)=g \chi(A) g^{T}, \quad \forall A, g \in \mathrm{SO}_{n} . \tag{6.8}
\end{equation*}
$$

Define $p$ such that $n=2 p$ or $n=2 p+1$.
(i) There exists a p-tuple $\tau=\left(\tau_{i}\right)_{i=1}^{p}$ of periodic functions $\tau_{i}: \mathcal{T} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\chi\left(A_{\Theta}\right)=\sum_{k=1}^{p} \tau_{k}(\Theta) F_{2 k-12 k}, \quad \forall \Theta \in \mathcal{T} \tag{6.9}
\end{equation*}
$$

Furthermore, $\tau$ commutes with the Weyl group, i.e.

$$
\begin{equation*}
\tau \circ W=W \circ \tau, \quad \forall W \in \mathfrak{W} . \tag{6.10}
\end{equation*}
$$

(ii) $\chi$ has expression

$$
\begin{equation*}
\chi(A)=\sum_{k=1}^{p} \tau_{k}(\Theta) g F_{2 k-12 k} g^{T}, \tag{6.11}
\end{equation*}
$$

where $g \in \mathrm{SO}_{n}$ and $\Theta \in \mathcal{T}$ are such that $A=g A_{\Theta} g^{T}$.
Proof. (i) Let $A, g \in \mathbb{T}$. Then, since $\mathbb{T}$ is abelian, $g A g^{T}=A$ and (6.8) reduces to

$$
\begin{equation*}
g \chi(A) g^{T}=\chi(A), \quad \forall A, g \in \mathbb{T} . \tag{6.12}
\end{equation*}
$$

Fixing $A$, letting $g=e^{t X}$ with $X \in \mathfrak{h}$ and differentiating (6.12) with respect to $t$, we get

$$
[X, \chi(A)]=0, \quad \forall X \in \mathfrak{h} .
$$

This means that $\mathfrak{h} \oplus(\chi(A) \mathbb{R})$ is an abelian subalgebra of $\mathfrak{s o}_{n}$. But $\mathfrak{h}$ is a maximal subalgebra of $\mathfrak{s o}_{n}$. So, it implies that $\chi(A) \in \mathfrak{h}$. Hence, there exist functions $\tau_{i}: \mathcal{T} \rightarrow \mathbb{R}, \Theta \mapsto \tau_{i}(\Theta)$ for $i=1, \ldots, p$ such that (6.9) holds.

Now, we show (6.10) on a set of generating elements of $\mathfrak{W}$. For this, we use (6.8) with such generating elements $g$, reminding that $\mathfrak{W} \approx N(\mathbb{T}) / \mathbb{T}$ as described in Section 5 . We distinguish the two parity cases of $n$.
Case $n=2 p$ even. In this case, the Weyl group is generated by $\left(C_{i j}\right)_{1 \leq i<j \leq p}$ and $\left(D_{i j}\right)_{1 \leq i<j \leq p}$ (see Section 5). First, we take $g=C_{i j}$ as defined in Section 5. Then, conjugation by $C_{i j}$ exchanges $F_{2 i-12 i}$ and $F_{2 j-12 j}$ and leaves $F_{2 k-12 k}$ for $k \neq i, j$ invariant. On the other hand conjugation by $C_{i j}$ changes $A_{\Theta}$ into $A_{C_{i j} \Theta}$ where we recall that, by abuse of notation, we also denote by $C_{i j}$ the transformation of $\Theta$ generated by conjugation by $C_{i j}$. Thus, from (6.8) and (6.9) we get

$$
\chi\left(A_{C_{i j} \Theta}\right)=\sum_{k \neq i, j} \tau_{k}(\Theta) F_{2 k-12 k}+\tau_{i}(\Theta) F_{2 j-12 j}+\tau_{j}(\Theta) F_{2 i-12 i} .
$$

On the other hand, direct application of (6.9) leads to

$$
\chi\left(A_{C_{i j} \Theta}\right)=\sum_{k=1}^{p} \tau_{k}\left(C_{i j} \Theta\right) F_{2 k-12 k} .
$$

Equating these two expressions leads to

$$
\begin{aligned}
& \tau_{k}\left(C_{i j}(\Theta)\right)=\tau_{k}(\Theta), \quad \forall k \neq i, j \\
& \tau_{i}\left(C_{i j}(\Theta)\right)=\tau_{j}(\Theta), \quad \tau_{j}\left(C_{i j}(\Theta)\right)=\tau_{i}(\Theta)
\end{aligned}
$$

Hence, we get

$$
\begin{equation*}
\tau\left(C_{i j}(\Theta)\right)=C_{i j}(\tau(\Theta)) \tag{6.13}
\end{equation*}
$$

Next, we take $g=D_{i j}$. Conjugation by $D_{i j}$ changes $F_{2 i-12 i}$ into $-F_{2 i-12 i}$ and $F_{2 j-12 j}$ into $-F_{2 j-12 j}$ and leaves $F_{2 k-12 k}$ for $k \neq i, j$ invariant. Besides, conjugation by $D_{i j}$ changes $A_{\Theta}$ into $A_{D_{i j} \Theta}$. Thus, using the same reasoning as previously, we get

$$
\begin{aligned}
& \tau_{k}\left(D_{i j} \Theta\right)=\tau_{k}(\Theta), \quad \forall k \neq i, j \\
& \tau_{i}\left(D_{i j} \Theta\right)=-\tau_{i}(\Theta), \quad \tau_{j}\left(D_{i j} \Theta\right)=-\tau_{j}(\Theta)
\end{aligned}
$$

Hence, we find

$$
\tau\left(D_{i j}(\Theta)\right)=D_{i j}(\tau(\Theta)) .
$$

Case $n=2 p+1$ odd. Here, the Weyl group is generated by $\left(C_{i j}\right)_{1 \leq i<j \leq p}$ and $\left(D_{i}\right)_{1=1}^{p}$. Taking $g=C_{i j}$ as in the previous case, we get (6.13) again. Now, taking $g=D_{i}$, conjugation by $D_{i}$ changes $F_{2 i-12 i}$ into $-F_{2 i-12 i}$ and leaves $F_{2 k-12 k}$ for $k \neq i$ invariant. Besides, conjugation by $g$ changes $A_{\Theta}$ into $A_{D_{i} \Theta}$. Thus, we get

$$
\begin{aligned}
& \tau_{k}\left(D_{i} \Theta\right)=\tau_{k}(\Theta), \quad \forall k \neq i, \\
& \tau_{i}\left(D_{i} \Theta\right)=-\tau_{i}(\Theta)
\end{aligned}
$$

Thus, we finally get

$$
\tau\left(D_{i}(\Theta)\right)=D_{i}(\tau(\Theta))
$$

which ends the proof.
(ii) The fact that $\tau$ commutes with the Weyl group guarantees that formula (6.11) is well-defined, i.e. if $(g, \Theta)$ and $\left(g^{\prime}, \Theta^{\prime}\right)$ are two pairs in $\mathrm{SO}_{n} \times \mathcal{T}$ such that $A=g A_{\Theta} g^{T}=g^{\prime} A_{\Theta^{\prime}} g^{\prime T}$, then, the two expressions (6.11) deduced from each pair are the same. Applying (6.8) to (6.9) shows that (6.11) is necessary. It can be directly verified that (6.11) satisfies (6.8) showing that it is also sufficient.

The following corollary is a direct consequence of the previous discussion:
Corollary 6.3. Let $\mu$ be the solution of the variational formulation (6.4). Then, there exists $\alpha=\left(\alpha_{i}\right)_{i=1}^{p}$ : $\mathcal{T} \rightarrow \mathbb{R}^{p}$ such that

$$
\begin{equation*}
\mu\left(A_{\Theta}\right)=\sum_{k=1}^{p} \alpha_{k}(\Theta) F_{2 k-12 k}, \quad \forall \Theta \in \mathcal{T} \tag{6.14}
\end{equation*}
$$

and $\alpha$ commutes with the Weyl group,

$$
\alpha \circ W=W \circ \alpha, \quad \forall W \in \mathfrak{W} .
$$

Remark 6.1. The context of [19] corresponds to $\mu(A)=\frac{A-A^{T}}{2}$, i.e. $\alpha_{k}(\Theta)=-\sin \theta_{k}$, see Remark 3.3.
Now, we wish to derive a system of PDEs for $\alpha$. There are two ways to achieve this aim.

- The first one consists of deriving the system in strong form by directly computing the differential operators involved in (6.4) at a point $A_{\Theta}$ of the maximal torus $\mathbb{T}$. This method applies the strategy exposed in ref. [30, Section 8.3] and used in ref. [18] to derive expressions of the radial Laplacian on rotation groups. However, this method does not give information on the well-posedness of the resulting system. We develop this method in Appendix A for the interested reader and as a crossvalidation of the following results.
- The second method, which is developed below, consists of deriving the system in weak form, using the variational formulation (6.5). We will show that we can restrict the space of test functions $\chi$ to those satisfying the invariance relation (6.8). This will allow us to derive a variational formulation for the system satisfied by $\alpha$ which will lead us to its well-posedness and eventually to the strong form of the equations.


### 6.2. Reduction to a conjugation-invariant variational formulation

We first define the following spaces:

$$
\begin{aligned}
& L_{\text {inv }}^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)=\left\{\chi \in L^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)\right. \text { such that } \\
& \left.\quad \quad \chi \text { satisfies (6.8) a.e. } A \in \mathrm{SO}_{n}, \forall g \in \mathrm{SO}_{n}\right\}, \\
& H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)=\left\{\chi \in H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)\right. \text { such that } \\
& \left.\quad \chi \text { satisfies (6.8) a.e. } A \in \mathrm{SO}_{n} \forall g \in \mathrm{SO}_{n}\right\},
\end{aligned}
$$

where a.e. stands for 'for almost every'. Concerning these spaces, we have the
Proposition 6.4. (i) $L_{\mathrm{inv}}^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and $H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ are closed subspaces of $L^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and $H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$, respectively, and consequently are Hilbert spaces.
(ii) We have $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right) \subset H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$.

Proof. (i) Let $g \in \mathrm{SO}_{n}$. We introduce the conjugation map $\Xi_{g}$ mapping any function $\chi: \mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$ to another function $\Xi_{g} \chi: \mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$ such that

$$
\Xi_{g} \chi(A)=g^{T} \chi\left(g A g^{T}\right) g, \quad \forall A \in \mathrm{SO}_{n} .
$$

We prove that $\Xi_{g}$ is an isometry of $L^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and of $H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ for any $g \in \mathrm{SO}_{n}$. The result follows as

$$
L_{\mathrm{inv}}^{2}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)=\bigcap_{g \in \mathrm{SO}_{n}} \operatorname{ker}_{L^{2}}\left(\Xi_{g}-\mathrm{I}\right), \quad H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)=\bigcap_{g \in \mathrm{SO}_{n}} \operatorname{ker}_{H^{1}}\left(\Xi_{g}-\mathrm{I}\right) .
$$

Thanks to the cyclicity of the trace and the translation invariance of the Haar measure, we have

$$
\begin{aligned}
\int_{\mathrm{SO}_{n}}\left|\Xi_{g} \chi(A)\right|^{2} d A & =\int_{\mathrm{SO}_{n}}\left(g^{T} \chi\left(g A g^{T}\right) g\right) \cdot\left(g^{T} \chi\left(g A g^{T}\right) g\right) d A \\
& =\int_{\mathrm{SO}_{n}}\left|\chi\left(g A g^{T}\right)\right|^{2} d A=\int_{\mathrm{SO}_{n}}|\chi(A)|^{2} d A,
\end{aligned}
$$

where, for $X \in \mathfrak{s o}_{n}$, we have denoted by $|X|=(X \cdot X)^{1 / 2}$ the Euclidean norm on $\mathfrak{s o}_{n}$. This shows that $\Xi_{g}$ is an isometry of $L^{2}\left(\mathrm{SO}_{n}, \mathfrak{5 o}_{n}\right)$.

Now, with (6.3) and (6.8), we have

$$
\begin{aligned}
\left|\nabla\left(\Xi_{g} \chi\right)(A)\right|^{2} & =\frac{1}{2} \sum_{i, j=1}^{n} \nabla\left(\Xi_{g} \chi\right)_{i j} \cdot \nabla\left(\Xi_{g} \chi\right)_{i j} \\
& =\frac{1}{2} \sum_{i, j, k, \ell, \ell^{\prime}, \ell^{\prime}=1}^{n} g_{k i} g_{\ell j} g_{k^{\prime} i} g_{\ell^{\prime} j} \nabla\left(\chi_{k \ell} \circ \xi_{g}\right)(A) \cdot \nabla\left(\chi_{k^{\prime} \ell^{\prime}} \circ \xi_{g}\right)(A) \\
& =\frac{1}{2} \sum_{k, \ell=1}^{n}\left|\nabla \chi_{k \ell}\left(g A g^{T}\right)\right|^{2}=\left|\nabla \chi\left(g A g^{T}\right)\right|^{2},
\end{aligned}
$$

where we used that $\sum_{i=1}^{n} g_{k i} g_{k^{\prime} i}=\delta_{k k^{\prime}}$ and similarly for the sum over $j$, as well as (4.16). Now, using the translation invariance of the Haar measure, we get

$$
\int_{\mathrm{SO}_{n}}\left|\nabla\left(\Xi_{g} \chi\right)(A)\right|^{2} d A=\int_{\mathrm{SO}_{n}}|\nabla \chi(A)|^{2} d A,
$$

which shows that $\Xi_{g}$ is an isometry of $H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$.
(ii) We use the fact that, for any integrable function $f: \mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$, we have

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}} f(A) d A=\int_{\mathrm{SO}_{n}}\left(\int_{\mathrm{SO}_{n}} f\left(g A g^{T}\right) d g\right) d A . \tag{6.15}
\end{equation*}
$$

Let $\chi \in H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. With (6.8), we have

$$
\int_{\mathrm{SO}_{n}} \chi\left(g A g^{T}\right) d g=\int_{\mathrm{SO}_{n}} g \chi(A) g^{T} d g
$$

We define the linear map $T: \mathfrak{s o}_{n} \rightarrow \mathbb{R}, X \mapsto \int_{\mathrm{SO}_{n}}\left(g \chi(A) g^{T}\right) d g \cdot X$. By translation invariance of the Haar measure, we have $T\left(h X h^{T}\right)=T(X)$, for all $h \in \mathrm{SO}_{n}$. Thus, $T$ intertwines the representation $\mathfrak{s o}_{n}$ of $\mathrm{SO}_{n}$ (i.e. the adjoint representation Ad ) and its trivial representation $\mathbb{R}$. Ad is irreducible except for dimension $n=4$ where it decomposes into two irreducible representations. Neither of these representations is isomorphic to the trivial representation. Then, by Schur's Lemma, $T=0$. This shows that $\int_{\mathrm{SO}_{n}} \chi\left(g A g^{T}\right) d g=0$ and by application of (6.15), that $\int_{\mathrm{SO}_{n}} \chi(A) d A=0$.

We now show that the space $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ may replace $H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ in the variational formulation giving $\mu$. More specifically, we have the

Proposition 6.5. (i) $\mu$ is the unique solution of the variational formulation (6.5) if and only if it is the unique solution of the variational formulation

$$
\left\{\begin{array}{l}
\mu \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right),  \tag{6.16}\\
\int_{\mathrm{SO}_{n}} \nabla \mu \cdot \nabla \chi M d A=-\int_{\mathrm{SO}_{n}} \frac{A-A^{T}}{2} \cdot \chi M d A, \quad \forall \chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right) .
\end{array}\right.
$$

(ii) The variational formulation (6.16) can be equivalently written

$$
\left\{\begin{array}{l}
\mu \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)  \tag{6.17}\\
\int_{\mathcal{T}}(\nabla \mu \cdot \nabla \chi)\left(A_{\Theta}\right) M\left(A_{\Theta}\right) u_{n}(\Theta) d \Theta \\
\quad=-\int_{\mathcal{T}} \frac{A_{\Theta}-A_{\Theta}^{T}}{2} \cdot \chi\left(A_{\Theta}\right) M\left(A_{\Theta}\right) u_{n}(\Theta) d \Theta, \quad \forall \chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)
\end{array}\right.
$$

Proof. (i) We remark that (6.16) has a unique solution. Indeed, (4.9) can be extended componentwise to all $\psi \in H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$, and in particular, to all $\psi \in H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Thus, the bilinear form at the lefthand side of (6.16) is coercive on $H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Existence and uniqueness follow from Lax-Milgram's theorem.

Let $\mu$ be the solution of (6.5). Since $\mu$ satisfies (6.6), it belongs to $H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Furthermore, restricting (6.5) to test functions in $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$, it satisfies (6.16).

Conversely, suppose that $\mu$ is the unique solution of (6.16). We will use (6.15). Let $\chi \in H_{0}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Thanks to (4.16) and to the fact that $M$ is a class function, we have

$$
\begin{aligned}
& I(A)=: \int_{\mathrm{SO}_{n}} M\left(g A g^{T}\right) \nabla \mu\left(g A g^{T}\right) \cdot \nabla \chi\left(g A g^{T}\right) d g \\
& =\frac{1}{2} \sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}} M(A) \nabla \mu_{i j}\left(g A g^{T}\right) \cdot \nabla \chi_{i j}\left(g A g^{T}\right) d g \\
& =\frac{1}{2} \sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}} M(A) \nabla\left(\mu_{i j} \circ \xi_{g}\right)(A) \cdot \nabla\left(\chi_{i j} \circ \xi_{g}\right)(A) d g .
\end{aligned}
$$

Now, by (6.6), we have $\left(\mu_{i j} \circ \xi_{g}\right)(A)=\sum_{k, \ell=1}^{n} g_{i k} g_{j \ell} \mu_{k \ell}(A)$. We deduce that

$$
\begin{aligned}
I(A) & =\frac{1}{2} \sum_{k, \ell=1}^{n} M(A) \nabla \mu_{k \ell}(A) \cdot \nabla\left(\sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}} g_{i k} g_{j \ell}\left(\chi_{i j} \circ \xi_{g}\right) d g\right)(A) \\
& =\frac{1}{2} \sum_{k, \ell=1}^{n} M(A) \nabla \mu_{k \ell}(A) \cdot \nabla \bar{\chi}_{k \ell}(A)=M(A) \nabla \mu(A) \cdot \nabla \bar{\chi}(A),
\end{aligned}
$$

where $\bar{\chi}$ is defined by

$$
\begin{equation*}
\bar{\chi}(A)=\int_{\mathrm{SO}_{n}} g^{T} \chi\left(g A g^{T}\right) g d g, \quad \forall A \in \mathrm{SO}_{n} . \tag{6.18}
\end{equation*}
$$

Similarly, we have

$$
\begin{aligned}
& J(A)=: \int_{\mathrm{SO}_{n}} M\left(g A g^{T}\right)\left(g \frac{A-A^{T}}{2} g^{T}\right) \cdot \chi\left(g A g^{T}\right) d g \\
& =M(A) \frac{A-A^{T}}{2} \cdot\left(\int_{\mathrm{SO}_{n}} g^{T} \chi\left(g A g^{T}\right) g d g\right)=M(A) \frac{A-A^{T}}{2} \cdot \bar{\chi}(A) .
\end{aligned}
$$

Applying (6.15), we get that

$$
\begin{align*}
\int_{\mathrm{SO}_{n}} & \left(\nabla \mu \cdot \nabla \chi+\frac{A-A^{T}}{2} \cdot \chi\right) M d A=\int_{\mathrm{SO}_{n}}(I(A)+J(A)) d A \\
& =\int_{\mathrm{SO}_{n}}\left(\nabla \mu \cdot \nabla \bar{\chi}+\frac{A-A^{T}}{2} \cdot \bar{\chi}\right) M d A . \tag{6.19}
\end{align*}
$$

Now, we temporarily assume that

$$
\begin{equation*}
\bar{\chi} \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right), \tag{6.20}
\end{equation*}
$$

Then, because $\mu$ is the unique solution of (6.16), the right-hand side of (6.19) is equal to zero. This shows that $\mu$ is the unique solution of (6.5).

Now, we show (6.20). That $\bar{\chi}$ satisfies the invariance relation (6.8) is obvious. We now show that $\|\bar{\chi}\|_{H^{1}} \leq\|\chi\|_{H^{1}}$.

We first show that $\|\bar{\chi}\|_{L^{2}} \leq\|\chi\|_{L^{2}}$. By Cauchy-Schwarz inequality, Fubini's theorem and the translation invariance of the Haar measure, we have

$$
\begin{aligned}
\int_{\mathrm{SO}_{n}}|\bar{\chi}(A)|^{2} d A & =\int_{\mathrm{SO}_{n}}\left|\int_{\mathrm{SO}_{n}} g^{T} \chi\left(g A g^{T}\right) g d g\right|^{2} d A \leq \int_{\mathrm{SO}_{n}}\left(\int_{\mathrm{SO}_{n}}\left|g^{T} \chi\left(g A g^{T}\right) g\right|^{2} d g\right) d A \\
& =\int_{\mathrm{SO}_{n}}\left(\int_{\mathrm{SO}_{n}}\left|\chi\left(g A g^{T}\right)\right|^{2} d A\right) d g=\int_{\mathrm{SO}_{n}}|\chi(A)|^{2} d A
\end{aligned}
$$

We now show that $\|\nabla \bar{\chi}\|_{L^{2}} \leq\|\nabla \chi\|_{L^{2}}$. Differentiating (6.18) with respect to $A$ and using (4.14), we get

$$
|\nabla \bar{\chi}(A)|^{2}=\frac{1}{2} \sum_{k, \ell=1}^{n}\left|\nabla \bar{\chi}_{k \ell}(A)\right|^{2}=\frac{1}{2} \sum_{k, \ell=1}^{n}\left|\int_{\mathrm{SO}_{n}}\left(\sum_{i, j=1}^{n} g_{i k} g_{j l} g^{T} \nabla \chi_{i j}\left(g A g^{T}\right) g\right) d g\right|^{2} .
$$

Applying Cauchy-Schwarz formula, this leads to

$$
\begin{aligned}
& |\nabla \bar{\chi}(A)|^{2} \leq \frac{1}{2} \sum_{k, \ell=1}^{n} \int_{\mathrm{SO}_{n}}\left|\sum_{i, j=1}^{n} g_{i k} g_{j l} g^{T} \nabla \chi_{i j}\left(g A g^{T}\right) g\right|^{2} d g \\
& =\frac{1}{2} \sum_{i, j, i^{\prime} j^{\prime}, k, \ell=1}^{n} \int_{\mathrm{SO}_{n}} g_{i k} g_{j \ell} g_{i^{\prime} k} g_{j^{\prime} \ell}\left(g^{T} \nabla \chi_{i^{\prime} j^{\prime}}\left(g A g^{T}\right) g\right) \cdot\left(g^{T} \nabla \chi_{i j}\left(g A g^{T}\right) g\right) d g \\
& =\frac{1}{2} \sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}} \nabla \chi_{i j}\left(g A g^{T}\right) \cdot \nabla \chi_{i j}\left(g A g^{T}\right) d g,
\end{aligned}
$$

where we have applied that $\sum_{k=1}^{n} g_{i k} g_{i^{\prime} k}=\delta_{i i^{\prime}}$ and similarly for the sum over $\ell$. Thus,

$$
\begin{aligned}
& \int_{\mathrm{SO}_{n}}|\nabla \bar{\chi}(A)|^{2} d A \leq \frac{1}{2} \sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}}\left(\int_{\mathrm{SO}_{n}} \nabla \chi_{i j}\left(g A g^{T}\right) \cdot \nabla \chi_{i j}\left(g A g^{T}\right) d A\right) d g \\
& =\frac{1}{2} \sum_{i, j=1}^{n} \int_{\mathrm{SO}_{n}} \nabla \chi_{i j}(A) \cdot \nabla \chi_{i j}(A) d A=\int_{\mathrm{SO}_{n}}|\nabla \chi(A)|^{2} d A,
\end{aligned}
$$

which shows the result and ends the proof of (i)
(ii) Let $\chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Then, the functions $A \mapsto M(A) \nabla \mu(A) \cdot \nabla \chi(A)$ and $A \mapsto M \frac{A-A^{T}}{2} \cdot \chi(A)$ are class functions (the proof relies on similar computations as those just made above and is omitted). Then, (6.17) is simply a consequence of Weyl's integration formula (5.7). This ends the proof.

### 6.3. Derivation and well-posedness of system (3.11) for $\alpha$

Now, we investigate how the condition $\chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ translates onto $\tau$ and define the following spaces:

- $C_{\mathrm{per}}^{\infty, 2 \mathcal{V}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ is the set of periodic, $C^{\infty}$ functions $\mathcal{T} \rightarrow \mathbb{R}^{p}$ which commute with the Weyl group, i.e. such that (6.10) is satisfied in $\mathcal{T}$, for all $W \in \mathfrak{W}$,
- $\mathcal{H}$ is the closure of $C_{\text {per }}^{\infty, 23}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ for the norm

$$
\|\tau\|_{\mathcal{H}}^{2}=: \sum_{i=1}^{p} \int_{\mathcal{T}}\left|\tau_{i}(\Theta)\right|^{2} u_{n}(\Theta) d \Theta
$$

- $\mathcal{V}$ is the closure of $C_{\mathrm{per}}^{\infty, 2 \mathcal{D}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ for the norm

$$
\begin{aligned}
\|\tau\|_{\mathcal{V}}^{2} & =:\|\tau\|_{\mathcal{H}}^{2}+\int_{\mathcal{T}}\left\{\sum_{i, j=1}^{p}\left|\frac{\partial \tau_{i}}{\partial \theta_{j}}(\Theta)\right|^{2}+\sum_{1 \leq i<i \leq p}\left(\frac{\left|\left(\tau_{i}-\tau_{j}\right)(\Theta)\right|^{2}}{1-\cos \left(\theta_{i}-\theta_{j}\right)}\right.\right. \\
& \left.\left.+\frac{\left|\left(\tau_{i}+\tau_{j}\right)(\Theta)\right|^{2}}{1-\cos \left(\theta_{i}+\theta_{j}\right)}\right)+\epsilon_{n} \sum_{i=1}^{p} \frac{\left|\tau_{i}(\Theta)\right|^{2}}{1-\cos \theta_{i}}\right\} u_{n}(\Theta) d \Theta .
\end{aligned}
$$

Remark 6.2. We note that for $\tau \in C_{\text {per }}^{\infty, 2 \mathcal{Y}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$, we have $\|\tau\|_{\mathcal{V}}<\infty$, which shows that the definition of $\mathcal{V}$ makes sense. Indeed since $\tau$ commutes with $\mathfrak{W J}$, we have

$$
\begin{aligned}
& \left(\tau_{i}-\tau_{j}\right)\left(\ldots, \theta_{i}, \ldots, \theta_{j} \ldots\right)=\tau_{i}\left(\ldots, \theta_{i}, \ldots, \theta_{j} \ldots\right)-\tau_{i}\left(\ldots, \theta_{j}, \ldots, \theta_{i} \ldots\right) \\
& =\left(\theta_{j}-\theta_{i}\right)\left(\left(\frac{\partial}{\partial \theta_{j}}-\frac{\partial}{\partial \theta_{i}}\right) \tau_{i}\right)\left(\ldots, \theta_{i}, \ldots, \theta_{i} \ldots\right)+\mathcal{O}\left(\left(\theta_{j}-\theta_{i}\right)^{2}\right)=\mathcal{O}\left(\left|\theta_{j}-\theta_{i}\right|\right),
\end{aligned}
$$

as $\theta_{j}-\theta_{i} \rightarrow 0$, while

$$
1-\cos \left(\theta_{i}-\theta_{j}\right)=2 \sin ^{2}\left(\frac{\theta_{i}-\theta_{j}}{2}\right)=\frac{1}{2}\left|\theta_{j}-\theta_{i}\right|^{2}+\mathcal{O}\left(\left|\theta_{j}-\theta_{i}\right|^{4}\right)
$$

Thus,

$$
\frac{\left|\left(\tau_{i}-\tau_{j}\right)(\Theta)\right|^{2}}{1-\cos \left(\theta_{i}-\theta_{j}\right)}<\infty
$$

The same computation holds when $\theta_{j}+\theta_{i} \rightarrow 0$ and, in the odd-dimensional case, when $\theta_{i} \rightarrow 0$.
Proposition 6.6. $\chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ if and only if $\chi$ is given by (6.11) with $\tau \in \mathcal{V}$.
Proof. Let $\chi \in C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ be an element of the space of smooth functions satisfying the invariance relation (6.8). Then, it is clear that $\tau$ associated with $\chi$ through (6.9) belongs to $C_{\text {per }}^{\infty, 2 \mathcal{V}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$. For such
$\chi$ and $\tau$, we temporarily assume that

$$
\begin{equation*}
\|\chi\|_{H^{1}}^{2}=\frac{\gamma_{n}}{(2 \pi)^{p}}\|\tau\|_{\mathcal{V}}^{2} \tag{6.21}
\end{equation*}
$$

We also assume that

$$
\begin{equation*}
C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right) \text { is dense in } H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right) . \tag{6.22}
\end{equation*}
$$

Let now $\chi$ be an element of $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and $\left(\chi^{q}\right)_{q \in \mathbb{N}}$ be a sequence of elements of $C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ which converges to $\chi$ in $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Then, the associated sequence $\left(\tau^{q}\right)_{q \in \mathbb{N}}$ is such that $\tau^{q} \in$ $C_{\text {per }}^{\infty, 2 \mathcal{V}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ and by $(6.21)\left(\tau^{q}\right)_{q \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{V}$. Thus, there is an element $\tau \in \mathcal{V}$ such that $\tau^{q} \rightarrow \tau$ in $\mathcal{V}$. Now, up to the extraction of subsequences, we have $\chi^{q} \rightarrow \chi$, a.e. in $\mathrm{SO}_{n}$ and $\tau^{q} \rightarrow \tau$, a.e. in $\mathcal{T}$. Hence,

$$
\chi^{q}\left(A_{\Theta}\right)=\sum_{i=1}^{p} \tau_{i}^{q}(\Theta) F_{2 i-12 i} \rightarrow \sum_{i=1}^{p} \tau_{i}(\Theta) F_{2 i-12 i}=\chi\left(A_{\Theta}\right) \quad \text { a.e. } \quad \Theta \in \mathcal{T}
$$

and, since $\chi$ satisfies (6.8), $\chi(A)$ is given by (6.11). Therefore, if $\chi$ belongs to $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$, there exists $\tau \in \mathcal{V}$ such that $\chi$ is given by (6.11).

Therefore, Prop. 6.6 will be proved if we prove the converse property, namely

$$
\begin{equation*}
\text { For any } \tau \in \mathcal{V} \text {, then } \chi \text { given by (6.9) belongs to } \mathrm{H}_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{\mathrm{n}}, \mathfrak{s o}_{\mathrm{n}}\right) \text {, } \tag{6.23}
\end{equation*}
$$

as well as Properties (6.21) and (6.22).
Proof of (6.22). Let $\chi \in H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Since $C^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{5 o}_{n}\right)$ is dense in $H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$, there exists a sequence $\left(\chi^{q}\right)_{q \in \mathbb{N}}$ in $C^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ such that $\chi^{q} \rightarrow \chi$. Now, $\bar{\chi}^{q}$ obtained from $\chi^{q}$ through (6.18) belongs to $C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. And because the map $\chi \mapsto \bar{\chi}$ is continuous on $H^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ (see proof of Prop. 6.5), we get $\bar{\chi}^{q} \rightarrow \bar{\chi}$ as $q \rightarrow \infty$. But since $\chi$ satisfies (6.9), we have $\bar{\chi}=\chi$, which shows the requested density result.

Proof of (6.21). Let $\chi \in C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Since the function $A \mapsto|\chi(A)|^{2}$ is a class function, we have, thanks to Weyl's integration formula (5.7):

$$
\begin{equation*}
\|\chi\|_{L^{2}}^{2}=\frac{\gamma_{n}}{(2 \pi)^{p}} \int_{\mathcal{T}}\left|\chi\left(A_{\Theta}\right)\right|^{2} u_{n}(\Theta) d \Theta=\frac{\gamma_{n}}{(2 \pi)^{p}} \int_{\mathcal{T}} \sum_{i=1}^{p}\left|\tau_{i}(\Theta)\right|^{2} u_{n}(\Theta) d \Theta \tag{6.24}
\end{equation*}
$$

which shows that $\|\chi\|_{L^{2}}^{2}=\frac{\gamma_{n}}{(2 \pi)^{\rho}}\|\tau\|_{\mathcal{H}}^{2}$.
Now, we show that

$$
\begin{align*}
& \|\nabla \chi\|_{L^{2}}^{2}=\frac{\gamma_{n}}{(2 \pi)^{p}} \int_{\mathcal{T}}\left\{\sum_{i, j=1}^{p}\left|\frac{d \tau_{i}}{d \theta_{j}}(\Theta)\right|^{2}+\sum_{1 \leq i<j \leq p}\left(\frac{\left|\left(\tau_{i}-\tau_{j}\right)(\Theta)\right|^{2}}{1-\cos \left(\theta_{i}-\theta_{j}\right)}+\frac{\left|\left(\tau_{i}+\tau_{j}\right)(\Theta)\right|^{2}}{1-\cos \left(\theta_{i}+\theta_{j}\right)}\right)\right. \\
& \left.\quad+\epsilon_{n} \sum_{i=1}^{p} \frac{\tau_{i}^{2}(\Theta)}{1-\cos \theta_{i}}\right\} u_{n}(\Theta) d \Theta \tag{6.25}
\end{align*}
$$

The function $A \mapsto|\nabla \chi(A)|^{2}$ is a class function (the proof relies on similar computations to those made in the proof of Prop. 6.5 and is omitted), and we can use Weyl's integration formula to evaluate $\|\nabla \chi\|_{L^{2}}^{2}$. For this, we need to compute $\left|\nabla \chi\left(A_{\Theta}\right)\right|^{2}$. This will be done by means of (6.3), which requires to find a convenient basis of $\mathfrak{s o}_{n}$ and to compute the action of the derivation operator $\varrho$ on each term. The latter will be achieved thanks to (5.8). Given that $\chi$ satisfies (6.8), we get, for all $A \in \mathrm{SO}_{n}$ and $X \in \mathfrak{5 o}_{n}$ :

$$
\left.\frac{d}{d t}\left(\chi\left(e^{t X} A e^{-t X}\right)\right)\right|_{t=0}=\left.\frac{d}{d t}\left(e^{t X} \chi(A) e^{-t X}\right)\right|_{t=0}=[X, \chi(A)] .
$$

When inserted into (5.8), this leads to

$$
\begin{equation*}
\left(\varrho\left(\operatorname{Ad}\left(A^{-1}\right) X-X\right) \chi\right)(A)=[X, \chi(A)], \quad \forall A \in \mathrm{SO}_{n}, \quad \forall X \in \mathfrak{s o}_{n} . \tag{6.26}
\end{equation*}
$$

We will also use the formula

$$
\begin{align*}
& \left(\varrho\left(F_{2 k-12 k}\right)(\chi)\right)\left(A_{\Theta}\right)=\left.\frac{d}{d t} \chi\left(A_{\Theta} e^{t F_{2 k-12 k}}\right)\right|_{t=0}=\left.\frac{d}{d t} \chi\left(A_{\left(\theta_{1}, \ldots, \theta_{k}-t, \ldots, \theta_{p}\right)}\right)\right|_{t=0} \\
& =\left.\sum_{\ell=1}^{p} \frac{d}{d t} \tau_{\ell}\left(\theta_{1}, \ldots, \theta_{k}-t, \ldots, \theta_{p}\right)\right|_{t=0} F_{2 \ell-12 \ell}=-\sum_{\ell=1}^{p} \frac{\partial \tau_{\ell}}{\partial \theta_{k}}(\Theta) F_{2 \ell-12 \ell}, \tag{6.27}
\end{align*}
$$

which is a consequence of (6.9).
It will be convenient to first treat the special examples of dimension $n=3$ and $n=4$, before generalising them to dimensions $n=2 p$ and $n=2 p+1$.

Case of $\mathrm{SO}_{3}$. This is an even-dimensional case $n=2 p+1$ with $p=1$. We have $\Theta=\theta_{1}$. Then, $A_{\Theta}=$ $R_{\theta_{1}}\left(\right.$ where $R_{\theta}$ is given by (5.1)) and we have $\chi\left(A_{\Theta}\right)=\tau_{1}\left(\theta_{1}\right) F_{12}$. The triple $\left(F_{12}, G^{+}, G^{-}\right)$with $G^{ \pm}=$ $\frac{1}{\sqrt{2}}\left(F_{13} \pm F_{23}\right)$ is an orthonormal basis of $\mathfrak{s o}_{3}$ which we will use to compute (6.3). Thanks to (6.27), we first have

$$
\left(\varrho\left(F_{12}\right) \chi\right)\left(A_{\Theta}\right)=-\frac{d \tau_{1}}{d \theta_{1}}\left(\theta_{1}\right) F_{12} .
$$

Now, we apply (6.26) with $A=A_{\Theta}$ and $X=G^{+}$or $G^{-}$. Since $A_{\Theta}^{-1}=A_{-\Theta}$, easy computations (see also [18]) lead to

$$
\begin{aligned}
& \operatorname{Ad}\left(A_{-\Theta}\right) G^{+}-G^{+}=\left(\cos \theta_{1}-1\right) G^{+}+\sin \theta_{1} G^{-} \\
& \operatorname{Ad}\left(A_{-\Theta}\right) G^{-}-G^{-}=-\sin \theta_{1} G^{+}+\left(\cos \theta_{1}-1\right) G^{-}
\end{aligned}
$$

and, using (5.9),

$$
\left[G^{+}, \chi\left(A_{\Theta}\right)\right]=-\tau_{1}\left(\theta_{1}\right) G^{-}, \quad\left[G^{-}, \chi\left(A_{\Theta}\right)\right]=\tau_{1}\left(\theta_{1}\right) G^{+}
$$

Thus,

$$
\begin{aligned}
\left(\left(\left(\cos \theta_{1}-1\right) \varrho\left(G^{+}\right)+\sin \theta_{1} \varrho\left(G^{-}\right)\right) \chi\right)\left(A_{\Theta}\right) & =-\tau_{1}\left(\theta_{1}\right) G^{-} \\
\left(\left(-\sin \theta_{1} \varrho\left(G^{+}\right)+\left(\cos \theta_{1}-1\right) \varrho\left(G^{-}\right)\right) \chi\right)\left(A_{\Theta}\right) & =\tau_{1}\left(\theta_{1}\right) G^{+}
\end{aligned}
$$

which leads to

$$
\begin{align*}
\left(\varrho\left(G^{+}\right) \chi\right)\left(A_{\Theta}\right) & =-\frac{\tau_{1}\left(\theta_{1}\right)}{2\left(1-\cos \theta_{1}\right)}\left(\sin \theta_{1} G^{+}+\left(\cos \theta_{1}-1\right) G^{-}\right),  \tag{6.28}\\
\left(\varrho\left(G^{-}\right) \chi\right)\left(A_{\Theta}\right) & =\frac{\tau_{1}\left(\theta_{1}\right)}{2\left(1-\cos \theta_{1}\right)}\left(\left(\cos \theta_{1}-1\right) G^{+}-\sin \theta_{1} G^{-}\right) \tag{6.29}
\end{align*}
$$

From (6.3), it follows that

$$
\left|\nabla \chi\left(A_{\Theta}\right)\right|^{2}=\left|\frac{d \tau_{1}}{d \theta_{1}}\left(\theta_{1}\right)\right|^{2}+\frac{\tau_{1}^{2}\left(\theta_{1}\right)}{1-\cos \theta_{1}}
$$

which leads to (6.25) for $n=3$.
Case of $\mathrm{SO}_{4}$ : this is an odd-dimensional case $n=2 p$ with $p=2$. We have $\Theta=\left(\theta_{1}, \theta_{2}\right)$ and

$$
\chi\left(A_{\Theta}\right)=\tau_{1}\left(\theta_{1}, \theta_{2}\right) F_{12}+\tau_{2}\left(\theta_{1}, \theta_{2}\right) F_{34} .
$$

The system $\left(F_{12}, F_{34}, H^{+}, H^{-}, K^{+}, K^{-}\right)$with $H^{ \pm}=\frac{1}{\sqrt{2}}\left(F_{13} \pm F_{24}\right)$ and $K^{ \pm}=\frac{1}{\sqrt{2}}\left(F_{14} \pm F_{23}\right)$ is an orthonormal basis of $\mathfrak{s o}_{4}$, which will be used to express (6.3). Then, we have

$$
\begin{align*}
& \left(\varrho\left(F_{12}\right) \chi\right)\left(A_{\Theta}\right)=-\frac{d \tau_{1}}{d \theta_{1}}(\Theta) F_{12}-\frac{d \tau_{2}}{d \theta_{1}}(\Theta) F_{34},  \tag{6.30}\\
& \left(\varrho\left(F_{34}\right) \chi\right)\left(A_{\Theta}\right)=-\frac{d \tau_{1}}{d \theta_{2}}(\Theta) F_{12}-\frac{d \tau_{2}}{d \theta_{2}}(\Theta) F_{34} \tag{6.31}
\end{align*}
$$

Now, we compute:

$$
\begin{aligned}
& \operatorname{Ad}\left(A_{-\Theta}\right) H^{+}-H^{+}=\left(c_{1} c_{2}+s_{1} s_{2}-1\right) H^{+}-\left(c_{1} s_{2}-s_{1} c_{2}\right) K^{-}, \\
& \operatorname{Ad}\left(A_{-\Theta}\right) H^{-}-H^{-}=-\left(c_{1} s_{2}+s_{1} c_{2}\right) K^{+}+\left(c_{1} c_{2}-s_{1} s_{2}-1\right) H^{-}, \\
& \operatorname{Ad}\left(A_{-\Theta}\right) K^{+}-K^{+}=\left(c_{1} c_{2}-s_{1} s_{2}-1\right) K^{+}+\left(c_{1} s_{2}+s_{1} c_{2}\right) H^{-}, \\
& \operatorname{Ad}\left(A_{-\Theta}\right) K^{-}-K^{-}=\left(c_{1} s_{2}-s_{1} c_{2}\right) H^{+}+\left(c_{1} c_{2}+s_{1} s_{2}-1\right) K^{-},
\end{aligned}
$$

with $c_{i}=\cos \theta_{i}$ and $s_{i}=\sin \theta_{i}, i=1,2$. We also compute, using (5.9):

$$
\begin{array}{ll}
{\left[H^{+}, \chi\left(A_{\Theta}\right)\right]=\left(-\tau_{1}+\tau_{2}\right) K^{-},} & {\left[H^{-}, \chi\left(A_{\Theta}\right)\right]=\left(\tau_{1}+\tau_{2}\right) K^{+},} \\
{\left[K^{+}, \chi\left(A_{\Theta}\right)\right]=-\left(\tau_{1}+\tau_{2}\right) H^{-},} & {\left[K^{-}, \chi\left(A_{\Theta}\right)\right]=\left(\tau_{1}-\tau_{2}\right) H^{+} .}
\end{array}
$$

where we omit the dependence of $\tau_{i}$ on $\Theta$ for simplicity. Applying (6.26), we get two independent linear systems of equations for $\left(\left(\varrho\left(H^{+}\right) \chi\right)\left(A_{\Theta}\right),\left(\varrho\left(K^{-}\right) \chi\right)\left(A_{\Theta}\right)\right)$ on one hand and $\left(\left(\varrho\left(K^{+}\right) \chi\right)\left(A_{\Theta}\right),\left(\varrho\left(H^{-}\right) \chi\right)\left(A_{\Theta}\right)\right)$ on the other hand, which can both easily be resolved into

$$
\begin{align*}
& \left(\varrho\left(H^{+}\right) \chi\right)\left(A_{\Theta}\right)=\frac{1}{2}\left(\tau_{1}-\tau_{2}\right)\left(K^{-}-\frac{\sin \left(\theta_{1}-\theta_{2}\right)}{1-\cos \left(\theta_{1}-\theta_{2}\right)} H^{+}\right),  \tag{6.32}\\
& \left(\varrho\left(K^{-}\right) \chi\right)\left(A_{\Theta}\right)=\frac{1}{2}\left(\tau_{1}-\tau_{2}\right)\left(-\frac{\sin \left(\theta_{1}-\theta_{2}\right)}{1-\cos \left(\theta_{1}-\theta_{2}\right)} K^{-}-H^{+}\right),  \tag{6.33}\\
& \left(\varrho\left(H^{-}\right) \chi\right)\left(A_{\Theta}\right)=\frac{1}{2}\left(\tau_{1}+\tau_{2}\right)\left(-K^{+}-\frac{\sin \left(\theta_{1}+\theta_{2}\right)}{1-\cos \left(\theta_{1}+\theta_{2}\right)} H^{-}\right),  \tag{6.34}\\
& \left(\varrho\left(K^{+}\right) \chi\right)\left(A_{\Theta}\right)=\frac{1}{2}\left(\tau_{1}+\tau_{2}\right)\left(-\frac{\sin \left(\theta_{1}+\theta_{2}\right)}{1-\cos \left(\theta_{1}+\theta_{2}\right)} K^{+}+H^{-}\right) . \tag{6.35}
\end{align*}
$$

Taking the squared norms in $\mathfrak{S o}_{4}$ of (6.30) to (6.35), we get

$$
\left|\nabla \chi\left(A_{\Theta}\right)\right|^{2}=\sum_{i, j=1}^{2}\left|\frac{d \tau_{i}}{d \theta_{j}}\right|^{2}+\frac{\left|\tau_{1}-\tau_{2}\right|^{2}}{1-\cos \left(\theta_{1}-\theta_{2}\right)}+\frac{\left|\tau_{1}+\tau_{2}\right|^{2}}{1-\cos \left(\theta_{1}+\theta_{2}\right)},
$$

which leads to (6.25) for $n=4$.
Case of $\mathrm{SO}_{2 p}$ : Define $H_{j k}^{ \pm}=\frac{1}{\sqrt{2}}\left(F_{2 j-12 k-1} \pm F_{2 j 2 k}\right)$ and $K_{j k}^{ \pm}=\frac{1}{\sqrt{2}}\left(F_{2 j-12 k} \pm F_{2 j 2 k-1}\right)$ for $1 \leq j<k \leq p$. Then, the system $\left(\left(F_{2 j-12 j}\right)_{j=1, \ldots, p},\left(H_{j k}^{+}, H_{j k}^{-}, K_{j k}^{+}, K_{j k}^{-}\right)_{1 \leq j<k \leq p}\right)$ is the orthonormal basis of $\mathfrak{s o}_{2 p} \mathbb{R}$ which will be used to evaluate (6.3). Then, we remark that the computations of $\operatorname{Ad}\left(A_{-\Theta}\right) H_{j k}^{ \pm}$and $\operatorname{Ad}\left(A_{-\Theta}\right) K_{j k}^{ \pm}$only involve the $4 \times 4$ matrix subblock corresponding to line and column indices belonging to $\{2 j-1,2 j\} \cup$ $\{2 k-1,2 k\}$. Thus, restricted to these $4 \times 4$ matrices, the computations are identical to those done in the case of $\mathrm{SO}_{4} \mathbb{R}$. This directly leads to (6.25) for $n=2 p$.

Case of $\mathrm{SO}_{2 p+1}$ : this case is similar, adding to the previous basis the elements $G_{j}^{ \pm}=\frac{1}{\sqrt{2}}\left(F_{2 j-12 p+1} \pm\right.$ $\left.F_{2 j 2 p+1}\right)$. These additional terms contribute to terms like in the $\mathrm{SO}_{3}$ case, which leads to (6.25) for $n=$ $2 p+1$.

This finishes the proof of (6.25).
Proof of (6.23). Consider $\tau \in \mathcal{V}$ and a sequence $\left(\tau^{q}\right)_{q \in \mathbb{N}}$ of elements of $C_{\text {per }}^{\infty, 2 \mathcal{V}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ which converges to $\tau$ in $\mathcal{V}$. Let $\chi^{q}$ be associated with $\tau^{q}$ through (6.11). From (6.9), we see that the function $\Theta \rightarrow \chi^{q}\left(A_{\Theta}\right)$ belongs to $C^{\infty}\left(\mathcal{T}, \mathfrak{s o}_{n}\right)$. However, we cannot deduce directly from it that $\chi^{q}$ belongs to $C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Indeed, for a given $A \in \mathrm{SO}_{n}$, the pair $(g, \Theta) \in \mathrm{SO}_{n} \times \mathcal{T}$ such that $A=g A_{\oplus} g^{T}$ is not unique, and consequently, the map $\mathrm{SO}_{n} \times \mathcal{T} \rightarrow \mathrm{SO}_{n},(g, \Theta) \mapsto g A_{\Theta} g^{T}$ is not invertible. Therefore, we cannot deduce that $\chi^{q}$ is smooth from the smoothness of the map $\mathrm{SO}_{n} \times \mathcal{T} \rightarrow \mathfrak{s o}_{n},(g, \Theta) \mapsto g \chi^{q}\left(A_{\Theta}\right) g^{T}$. The result is actually true but the proof requires a bit of topology (see Remark 6.3 below). Here, we give a proof of (6.23) that avoids proving that $\chi^{q}$ is smooth and which is thus simpler.

Temporarily dropping the superscript $q$ from $\chi^{q}$, we first show that $\chi$ is a differentiable function $\mathrm{SO}_{n} \rightarrow \mathfrak{s o}_{n}$ at any point $A \in \mathbb{T}$ (which means that the derivatives in all directions of the tangent space $T_{A}=A \mathfrak{s o}_{n}$ of $\mathrm{SO}_{n}$ at $A \in \mathbb{T}$ are defined, not only those derivatives in the direction of an element of the tangent space $T_{A} \mathbb{T}=A \mathfrak{h}$ of $\mathbb{T}$ at $A$ ). Indeed, this is a consequence of the proof of (6.21) above. This proof shows that for an orthonormal basis $\left(\Phi_{i}\right)_{i=1}^{\mathcal{N}}\left(\right.$ with $\left.\mathcal{N}=\operatorname{dim} \mathfrak{s o}_{n}\right)$ whose precise definition depends on $n$ (see proof of (6.21)), then $\left(\varrho\left(\Phi_{i}\right)(\chi)\right)(A)$ exists for all $A \in \mathbb{T}$ and all $i \in\{1, \ldots \mathcal{N}\}$, which is exactly saying that the derivatives of $\chi$ in all the direction of $T_{A}$ exist for all $A \in \mathbb{T}$. If we refer to the $n=3$ case for instance, $\left(\varrho\left(F_{12}\right)(\chi)\right)\left(A_{\Theta}\right)$ exists because $\left(d \tau_{1} / d \theta\right)\left(\theta_{1}\right)$ exists since $\tau$ is $C^{\infty}$. Then, (6.28) and (6.29) tell us that $\left(\varrho\left(G^{+}\right)(\chi)\right)\left(A_{\Theta}\right)$ and $\left(\varrho\left(G^{-}\right)(\chi)\right)\left(A_{\Theta}\right)$ exist, except maybe when $\cos \theta_{1}=1$. But, because $\tau$ commutes with the Weyl group, Eqs. (6.28) and (6.29) lead to finite values of $\left(\varrho\left(G^{ \pm}\right)(\chi)\right)\left(A_{\Theta}\right)$ when $\cos \theta_{1}=1$ thanks to a Taylor expansion similar to that made in Remark 6.2. It is straightforward to see that dimensions $n \geq 4$ can be treated in a similar fashion.

From this, we deduce that $\nabla \chi(A)$ exists for all $A \in \mathrm{SO}_{n}$. Indeed, by construction, $\chi$ satisfies (6.8). So, we deduce that

$$
\begin{equation*}
\nabla\left(\chi \circ \xi_{g}\right)(A)=\nabla\left(g \chi g^{T}\right)(A), \quad \forall A, g \in \mathrm{SO}_{n}, \tag{6.36}
\end{equation*}
$$

where $\xi_{g}$ is defined by (4.12). Applying (6.2) with the basis $\left(\Phi_{i}\right)_{i=1}^{\mathcal{N}}=\left(\Psi_{i}\right)_{i=1}^{\mathcal{N}}=\left(F_{i j}\right)_{1 \leq i<j \leq n}$, we get, thanks to (4.14),

$$
\begin{equation*}
\nabla\left(\chi \circ \xi_{g}\right)(A)=\sum_{k<\ell} \sum_{k^{\prime}<\ell^{\prime}}\left(\nabla \chi_{k \ell}\left(g A g^{T}\right) \cdot g A F_{k^{\prime} \ell^{\prime}} g^{T}\right) F_{k \ell} \otimes A F_{k^{\prime} \ell^{\prime}}, \tag{6.37}
\end{equation*}
$$

while

$$
\begin{equation*}
\nabla\left(g \chi g^{T}\right)(A)=\sum_{k<\ell} \sum_{k^{\prime}<\ell^{\prime}}\left(\nabla \chi_{k \ell}(A) \cdot A F_{k^{\prime} \ell^{\prime}}\right)\left(g F_{k \ell} g^{T}\right) \otimes A F_{k^{\prime} \ell^{\prime}}, \tag{6.38}
\end{equation*}
$$

where $\sum_{k<\ell}$ means the sum over all pairs $(k, \ell)$ such that $1 \leq k<\ell \leq n$ and similarly for $\sum_{k^{\prime}<\ell^{\prime}}$. Thus, using the fact that the basis $\left(F_{k \ell} \otimes A F_{k^{\prime} \ell^{\prime}}\right)_{k<\ell, k^{\prime}<\ell^{\prime}}$ is an orthonormal basis of $\mathfrak{s o}_{n} \otimes T_{A}$ and that the two expressions (6.37) and (6.38) are equal thanks to (6.36), we get

$$
\begin{equation*}
\nabla \chi_{k \ell}\left(g A g^{T}\right) \cdot g A F_{k^{\prime} \ell^{\prime}} g^{T}=\sum_{k_{1}<\ell_{1}}\left(\nabla \chi_{k_{1} \ell_{1}}(A) \cdot A F_{k^{\prime} \ell^{\prime}}\right)\left(g F_{k_{1} \ell_{1}} g^{T} \cdot F_{k \ell}\right) \tag{6.39}
\end{equation*}
$$

We apply this formula with $A=A_{\Theta}$. Because we know that $\nabla \chi\left(A_{\Theta}\right)$ exists for all $\Theta \in \mathcal{T}$, the righthand side of (6.39) is well-defined. Thus, the left-hand side of (6.39) tells us that $\nabla \chi(A)$ is defined (by its components on the basis $\left.\left(F_{k \ell} \otimes A F_{k^{\prime} \ell^{\prime}}\right)_{k<\ell, k^{\prime}<\ell^{\prime}}\right)$ for all $A$ such that there exists $(g, \Theta) \in \mathrm{SO}_{n} \times \mathcal{T}$ with $A=g A_{\ominus} g^{T}$. But of course, such $A$ range over the whole group $\mathrm{SO}_{n}$, which shows that $\nabla \chi$ exists everywhere.

Now, we note that formula (6.21) applies to $\chi$. Indeed, because $\chi$ satisfies (6.8), $|\chi|^{2}$ and $|\nabla \chi|^{2}$ are class functions, so they only depend on their values on $\mathbb{T}$, which are given by the same formulas in terms of $\tau$ as those found in the proof of (6.21). Hence, the value of $\|\chi\|_{H^{1}}^{2}$ is still given by (6.21). In particular, it is finite and so, we have that $\chi \in H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$.

Now, putting the superscript $q$ back, we have $\chi^{q} \in H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and up to an unimportant constant, $\left\|\chi^{q}\right\|_{H^{1}}=\left\|\tau^{q}\right\|_{\mathcal{V}}$. Since $\tau^{q} \rightarrow \tau$ in $\mathcal{V}, \chi^{q}$ is a Cauchy sequence in $H_{\text {inv }}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. Thus, it converges to an element $\chi \in H_{\mathrm{inv}}^{1}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ and by the same reasoning as when we proved the direct implication, we deduce that $\chi$ and $\tau$ are related with each other by (6.11), which ends the proof.
Remark 6.3. We sketch a direct proof that, for any $\tau \in C_{\text {per }}^{\infty, 2 \mathcal{L}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$, the function $\chi$ given by (6.11) belongs to $C_{\text {inv }}^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$. We consider the mapping $\Pi$ : $\mathrm{SO}_{n} \times \mathcal{T} \rightarrow \mathrm{SO}_{n},(g, \Theta) \mapsto g A_{\Theta} g^{T}$. Suppose $g^{\prime} \in g \mathbb{T}$, i.e. $\exists \Upsilon \in \mathcal{T}$ such that $g^{\prime}=g A_{\curlyvee}$. Then, $g^{\prime} A_{\Theta}\left(g^{\prime}\right)^{T}=g A_{\ominus} g^{T}$ because $\mathbb{T}$ is abelian. Thus, $\Pi$ defines a map $\tilde{\Pi}: \mathrm{SO}_{n} / \mathbb{T} \times \mathcal{T} \rightarrow \mathrm{SO}_{n},(g \mathbb{T}, \Theta) \mapsto g A_{\oplus} g^{T}$, where $\mathrm{SO}_{n} / \mathbb{T}$ is the quotient set, whose elements are the cosets $g \mathbb{T}$ for $g \in \mathrm{SO}_{n}$. From the discussion of the Weyl group in Section 5, we know that generically (i.e. for all $\Theta$ except those belonging to the boundary of one of the Weyl chambers), the map $\tilde{\Pi}$ is a $\operatorname{Card}(\mathfrak{W})$-sheeted covering of $\mathrm{SO}_{n}$ (see also [36, p. 443]). Thus, it is locally invertible and its inverse is
smooth. Let us generically denote by $(\tilde{\Pi})^{-1}$ one of these inverses. Now, we introduce $\bar{\chi}: \mathrm{SO}_{n} \times \mathcal{T} \rightarrow \mathfrak{s o}_{n}$, $(g, \Theta) \mapsto \sum_{k=1}^{p} \tau(\Theta) g F_{2 k-12 k} g^{T}$. This map is smooth. Then, it is easy to see that $\bar{\chi}$ defines a map $\tilde{\chi}$ : $\mathrm{SO}_{n} / \mathbb{T} \times \mathcal{T} \rightarrow \mathfrak{s o}_{n}$ in the same way as $\Pi$ did and likewise, $\tilde{\chi}$ is smooth. Then, by construction, we can write locally $\chi=\tilde{\chi} \circ(\tilde{\Pi})^{-1}$ in the neighbourhood of any $A$ such that the associated $\Theta$ 's do not belong to the boundary of one of the Weyl chambers. Since the maps $\tilde{\chi}$ and $(\tilde{\Pi})^{-1}$ are smooth, we deduce that $\chi$ is smooth. We need now to apply a special treatment when $\Theta$ belongs to the boundary of one of the Weyl chambers, because some of the sheets of the covering $\tilde{\Pi}$ intersect there. We will skip these technicalities in this remark. The case $\cos \theta_{1}=1$ in dimension $n=3$ that we encountered above and that required a Taylor expansion to show that $\nabla \chi\left(A_{\Theta}\right)$ existed is a perfect illustration of the kind of degeneracy which appears at the boundary of the Weyl chambers.

We can now write the variational formulation obeyed by $\alpha$ in the following:
Proposition 6.7. Let $\mu$ be the unique solution of the variational formulation (6.17). Then, $\mu$ is given by (6.14) where $\alpha=\left(\alpha_{i}\right)_{i=1}^{p}$ is the unique solution of the following variational formulation

$$
\left\{\begin{array}{l}
\alpha \in \mathcal{V}  \tag{6.40}\\
\mathcal{A}(\alpha, \tau)=\mathcal{L}(\tau), \quad \forall \tau \in \mathcal{V}
\end{array}\right.
$$

and with

$$
\begin{align*}
\mathcal{A}(\alpha, \tau)= & \int_{\mathcal{T}}\left\{\sum_{i, j=1}^{p} \frac{\partial \alpha_{i}}{\partial \theta_{j}} \frac{\partial \tau_{i}}{\partial \theta_{j}}+\sum_{1 \leq i<j \leq p}\left(\frac{\left(\alpha_{i}-\alpha_{j}\right)\left(\tau_{i}-\tau_{j}\right)}{1-\cos \left(\theta_{i}-\theta_{j}\right)}\right.\right. \\
+ & \left.\left.\frac{\left(\alpha_{i}+\alpha_{j}\right)\left(\tau_{i}+\tau_{j}\right)}{1-\cos \left(\theta_{i}+\theta_{j}\right)}\right)+\epsilon_{n} \sum_{i=1}^{p} \frac{\alpha_{i} \tau_{i}}{1-\cos \theta_{i}}\right\} m(\Theta) d \Theta,  \tag{6.41}\\
& \mathcal{L}(\tau)=\int_{\mathcal{T}}\left(\sum_{i=1}^{p} \sin \theta_{i} \tau_{i}\right) m(\Theta) d \Theta \tag{6.42}
\end{align*}
$$

We recall that $m(\Theta)$ is given by (3.10).
Proof. $\mathcal{A}$ and $\mathcal{L}$ are just the expression of the left-hand and right-hand sides of (6.17) when $\mu$ and $\chi$ are given the expressions (6.14) and (6.9), respectively. The computation of (6.41) follows closely the computations made in the proof of Prop. 6.6 and is omitted. That of (6.42) follows from

$$
\begin{equation*}
\frac{A_{\Theta}-A_{\Theta}^{T}}{2}=-\sum_{\ell=1}^{p} \sin \theta_{\ell} F_{2 \ell-12 \ell} \tag{6.43}
\end{equation*}
$$

which is a consequence of (5.2), (5.3).
To show that the variational formulation (6.40) is well-posed, we apply Lax-Milgram's theorem. $\mathcal{A}$ and $\mathcal{L}$ are clearly continuous bilinear and linear forms on $\mathcal{V}$, respectively. To show that $\mathcal{A}$ is coercive, it is enough to show a Poincaré inequality

$$
\mathcal{A}(\tau, \tau) \geq C\|\tau\|_{\mathcal{H}}^{2}, \quad \forall \tau \in \mathcal{V}
$$

for some $C>0$. Suppose that $p \geq 2$. Since $1-\cos \left(\theta_{i} \pm \theta_{j}\right) \leq 2$, we have

$$
\begin{aligned}
\mathcal{A}(\tau, \tau) & \geq \int_{\mathcal{T}} \sum_{1 \leq i<j \leq p}\left(\frac{\left|\tau_{i}-\tau_{j}\right|^{2}}{1-\cos \left(\theta_{i}-\theta_{j}\right)}+\frac{\left|\tau_{i}+\tau_{j}\right|^{2}}{1-\cos \left(\theta_{i}+\theta_{j}\right)}\right) m(\Theta) d \Theta \\
& \geq \frac{1}{2} \sum_{1 \leq i<j \leq p} \int_{\mathcal{T}}\left(\left|\tau_{i}-\tau_{j}\right|^{2}+\left|\tau_{i}+\tau_{j}\right|^{2}\right) m(\Theta) d \Theta \\
& =\sum_{1 \leq i<j \leq p} \int_{\mathcal{T}}\left(\left|\tau_{i}\right|^{2}+\left|\tau_{j}\right|^{2}\right) m(\Theta) d \Theta=(p-1)\|\tau\|_{\mathcal{H}}^{2}
\end{aligned}
$$

which shows the coercivity in the case $p \geq 2$. Suppose now that $p=1$, i.e. $n=3$. Then, by the same idea,

$$
\mathcal{A}(\tau, \tau) \geq \int_{\mathcal{T}} \frac{\left|\tau_{1}\right|^{2}}{1-\cos \theta_{1}} m(\Theta) d \Theta \geq \frac{1}{2} \int_{\mathcal{T}}\left|\tau_{1}\right|^{2} m(\Theta) d \Theta=\frac{1}{2}\|\tau\|_{\mathcal{H}}^{2}
$$

which shows the coercivity in the case $p=1$ and ends the proof.
The variational formulation (6.40) gives the equations satisfied by $\alpha$ in weak form. It is desirable to express this system in strong form and show that the latter is given by System (3.11). This is done in the following proposition.

Proposition 6.8. Let $\alpha$ be the unique solution of the variational formulation (6.40). Then, $\alpha$ is a distributional solution of System (3.11) on the open set

$$
\mathcal{O}=\left\{\Theta \in \mathcal{T} \mid \theta_{\ell} \neq \pm \theta_{k}, \forall k \neq \ell \text { and, in the case } n \text { even, } \theta_{\ell} \neq 0, \forall \ell \in\{1, \ldots, p\}\right\} .
$$

Proof. A function $f: \mathcal{T} \rightarrow \mathbb{R}$ is invariant by the Weyl group if and only if $f \circ W=f, \forall W \in \mathfrak{W}$. It is easily checked that the functions inside the integrals defining $\mathcal{A}$ and $\mathcal{L}$ in (6.41) and (6.42) are invariant by the Weyl group. If $f \in L^{1}(\mathcal{T})$ is invariant by the Weyl group, we can write, using (5.4) and (5.5) (with $\mathbb{R}^{p}$ replaced by $\mathcal{T}$ and $\mathcal{W}$ by $\mathcal{W}_{\text {per }}$ :

$$
\begin{equation*}
\int_{\mathcal{T}} f(\Theta) d \Theta=\sum_{W \in \mathfrak{2 \mathcal { S }}} \int_{\mathcal{W}_{\text {per }}} f \circ W(\Theta) d \Theta=\operatorname{Card}(\mathfrak{W}) \int_{\mathcal{W}_{\text {per }}} f(\Theta) d \Theta, \tag{6.44}
\end{equation*}
$$

where $\operatorname{Card}(\mathfrak{W})$ stands for the order of $\mathfrak{W}$. Thus, up to a constant which will factor out from (6.40), the integrals over $\mathcal{T}$ which are involved in the definitions of $\mathcal{A}$ and $\mathcal{L}$ in (6.41) and (6.42) can be replaced by integrals over $\mathcal{W}_{\text {per }}$.

Now, given $\ell \in\{1, \ldots p\}$, we wish to recover the $\ell$-th equation of System (3.11) by testing the variational formulation (6.40) with a convenient $p$-tuple of test functions $\tau=\left(\tau_{1}, \ldots, \tau_{p}\right)$. A natural choice is by taking $\tau_{\ell}=\varphi(\Theta)$ for a given $\varphi \in C_{c}^{\infty}\left(\operatorname{Int}\left(\mathcal{W}_{\text {per }}\right)\right.$ ) (where $C_{c}^{\infty}$ stands for the space of infinitely differentiable functions with compact support and Int for the interior of a set), while $\tau_{i}=0$ for $i \neq \ell$. However, this only defines $\tau$ on $\mathcal{W}_{\text {per }}$ and we have to extend it to the whole domain $\mathcal{T}$ and show that it defines a valid test function $\tau \in \mathcal{V}$.

More precisely, we claim that we can construct a unique $\tau \in \mathcal{V}$ such that

$$
\begin{equation*}
\tau_{i}(\Theta)=\varphi(\Theta) \delta_{i \ell}, \quad \forall \Theta \in \operatorname{Int}\left(\mathcal{W}_{\text {per }}\right), \quad \forall i \in\{1, \ldots p\} \tag{6.45}
\end{equation*}
$$

Indeed, we can check that

$$
\mathcal{O}=\bigcup_{W \in \mathscr{V D}} \operatorname{Int}\left(W\left(\mathcal{W}_{\text {per }}\right)\right)
$$

Thus, if $\Theta \in \mathcal{O}$, there exists a unique pair $\left(W, \Theta_{0}\right)$ with $W \in \mathfrak{W}$ and $\Theta_{0} \in \operatorname{Int}\left(\mathcal{W}_{\text {per }}\right)$ such that $\Theta=W\left(\Theta_{0}\right)$. Then, by the fact that $\tau$ must commute with the elements of the Weyl group, we necessarily have

$$
\begin{equation*}
\tau(\Theta)=\tau \circ W\left(\Theta_{0}\right)=W \circ \tau\left(\Theta_{0}\right) \tag{6.46}
\end{equation*}
$$

Since $\tau\left(\Theta_{0}\right)$ is determined by (6.45), then $\tau(\Theta)$ is determined by (6.46) in a unique way. It remains to determine $\tau$ on $\mathcal{T} \backslash \mathcal{O}$. But since $\varphi$ is compactly supported in $\operatorname{Int}\left(\mathcal{W}_{\text {per }}\right)$ its value on the boundary of $\partial \mathcal{W}_{\text {per }}$ of $\mathcal{W}_{\text {per }}$ is equal to 0 . By the action of the Weyl group on $\partial \mathcal{W}_{\text {per }}$, we deduce that $\tau$ must be identically 0 on $\mathcal{T} \backslash \mathcal{O}$. In particular, $\tau$ is periodic on $\mathcal{T}$. So, the so-constructed $\tau$ is in $C_{\text {per }}^{\infty, 2 \mathfrak{V}}\left(\mathcal{T}, \mathbb{R}^{p}\right)$ and thus in $\mathcal{V}$. The so-constructed $\tau$ is unique because we proceeded by necessary conditions throughout all this reasoning.

We use the so-constructed $\tau$ as a test function in (6.40) with $\mathcal{T}$ replaced by $\mathcal{W}_{\text {per }}$ in (6.41) and (6.42). This leads to

$$
\begin{aligned}
& \int_{\mathcal{W}_{\text {per }}}\left\{\sum_{k=1}^{p} \frac{\partial \alpha_{\ell}}{\partial \theta_{k}} \frac{\partial \varphi}{\partial \theta_{k}}+\left[\sum_{k \neq \ell}\left(\frac{\left(\alpha_{\ell}-\alpha_{k}\right)}{1-\cos \left(\theta_{\ell}-\theta_{k}\right)}+\frac{\left(\alpha_{\ell}+\alpha_{k}\right)}{1-\cos \left(\theta_{\ell}+\theta_{k}\right)}\right)\right.\right. \\
& \left.\left.\quad+\epsilon_{n} \frac{\alpha_{\ell}}{1-\cos \theta_{\ell}}\right] \varphi\right\} m(\Theta) d \Theta=\int_{\mathcal{W}_{\text {per }}} \sin \theta_{\ell} \varphi m(\Theta) d \Theta,
\end{aligned}
$$

for all $\ell \in\{1, \ldots, p\}$, for all $\varphi \in C_{c}^{\infty}\left(\operatorname{Int}\left(\mathcal{W}_{\text {per }}\right)\right)$, which is equivalent to saying that $\alpha$ is a distributional solution of (3.11) on $\operatorname{Int}\left(\mathcal{W}_{\text {per }}\right)$. Now, in (6.44), $\mathcal{W}_{\text {per }}$ can be replaced by $W\left(\mathcal{W}_{\text {per }}\right)$ for any $W \in \mathfrak{W}$. This implies that $\alpha$ is a distributional solution of (3.11) on the whole open set $\mathcal{O}$, which ends the proof.

Remark 6.4. Because of the singularity of System (3.11), it is delicate to give sense of it on $\mathcal{T} \backslash \mathcal{O}$. Observe however that since $\mu \in C^{\infty}\left(\mathrm{SO}_{n}, \mathfrak{s o}_{n}\right)$ (by elliptic regularity), then $\tau_{i}: \Theta \mapsto \mu\left(A_{\Theta}\right) \cdot F_{2 i-12 i}$ belongs to $C^{\infty}(\mathcal{T})$.

## 7. Hydrodynamic limit II: final steps of the proof

### 7.1. Use of the generalised collision invariant

Here, we note a slight confusion we have made so far between two different concepts. The reference frame $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ is used to define a rotation (temporarily noted as $\gamma$ ) which maps this frame to the average body frame $\left(\Omega_{1}, \ldots, \Omega_{n}\right)$ (i.e. $\Omega_{j}=\gamma\left(\mathbf{e}_{j}\right)$, see (3.5)). Now to identify the rotation $\gamma$ with a rotation matrix $\Gamma$, we can use a coordinate basis $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$ which is different from the reference frame $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$. The rotation matrix $\Gamma$ is defined by $\gamma\left(\mathbf{f}_{j}\right)=\sum_{i=1}^{n} \Gamma_{i j} \mathbf{f}_{i}$. So far, we have identified the rotation $\gamma$ and the matrix $\Gamma$, but of course, this requires to specify the coordinate basis $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$. Note that $\Gamma$ can be recovered from $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ and $\left(\Omega_{1}, \ldots, \Omega_{n}\right)$ by $\Gamma=T S^{T}$ where $S$ and $T$ are the transition matrices from $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$ to $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ and $\left(\Omega_{1}, \ldots, \Omega_{n}\right)$, respectively.

We denote by $e_{1 m}$ the $m$-th coordinate of $\mathbf{e}_{1}$ in the coordinate basis $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$, and we define a matrix $\mathbb{P}$ and a four-rank tensor $\mathbb{S}$ as follows:

$$
\begin{gather*}
\mathbb{P}=\Gamma^{T}\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)-\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)^{T} \Gamma+\kappa \rho \Gamma^{T} \partial_{t} \Gamma,  \tag{7.1}\\
\mathbb{S}_{i j m q}=\frac{1}{2} \sum_{k, \ell=1}^{n} \Gamma_{k i} \frac{\partial \Gamma_{k j}}{\partial x_{\ell}}\left(\Gamma_{\ell m} e_{1 q}+\Gamma_{\ell q} e_{1 m}\right), \tag{7.2}
\end{gather*}
$$

where in (7.2), $\mathbb{S}$ is read in the coordinate basis $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$. The symbol $\otimes$ denotes the tensor product of two vectors. Hence, the matrix $\nabla_{x} \rho \otimes \mathbf{e}_{1}$ has entries $\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)_{i j}=\left(\nabla_{x} \rho\right)_{i} e_{1 j}$. We note that $\mathbb{P}$ is an antisymmetric matrix while $\mathbb{S}$ is antisymmetric with respect to $(i, j)$ and symmetric with respect to $(m, q)$. We denote by $\mathcal{S}_{n}$ the space of $n \times n$ symmetric matrices. Now, we define two maps $L$ and $B$ as follows:

- $L$ is a linear map $\mathfrak{s o}_{n} \rightarrow \mathfrak{5 o}_{n}$ such that

$$
\begin{equation*}
L(P)=\int_{\mathrm{SO}_{n}}(A \cdot P) \mu(A) M(A) d A, \quad \forall P \in \mathfrak{s o}_{n} \tag{7.3}
\end{equation*}
$$

- B: $\mathfrak{s o}_{n} \times \mathfrak{5 o}_{n} \rightarrow \mathcal{S}_{n}$ is bilinear and defined by

$$
\begin{equation*}
B(P, Q)=\int_{\mathrm{So}_{n}}(A \cdot P)(\mu(A) \cdot Q) \frac{A+A^{T}}{2} M(A) d A, \quad \forall P, Q \in \mathfrak{s o}_{n} \tag{7.4}
\end{equation*}
$$

We can now state a first result about the equation satisfied by $\Gamma$.

Proposition 7.1. The functions $\rho$ and $\Gamma$ involved in (3.2) satisfy the following equations:

$$
\begin{equation*}
L(\mathbb{P})_{r s}+\kappa \rho \sum_{m, q=1}^{n} B_{m q}\left(\mathbb{S}_{. m q}, F_{r s}\right)=0, \quad \forall r, s \in\{1, \ldots, n\} \tag{7.5}
\end{equation*}
$$

 ( $m, q$ )-th entry of the symmetric matrix $B(P, Q)$ (for any $P, Q \in \mathfrak{s o}_{n}$ ).

Proof. Recalling the definition (6.1) of $\mu^{\Gamma}$, we have, thanks to (4.4)

$$
\int_{\mathrm{SO}_{n}} Q\left(f^{\varepsilon}\right) \mu^{\Gamma_{f^{\varepsilon}}} d A=0
$$

It follows from (3.17) that

$$
\int_{\mathrm{SO}_{n}}\left[\partial_{f} f^{\varepsilon}+\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x} f^{\varepsilon}\right] \mu^{\Gamma_{f^{\varepsilon}}} d A=0
$$

Letting $\varepsilon \rightarrow 0$ and noting that $\mu^{\Gamma}$ is a smooth function of $\Gamma$ and that $\Gamma_{f^{\varepsilon}} \rightarrow \Gamma$, we get

$$
\begin{equation*}
\int_{\mathrm{SO}_{n}}\left[\partial_{t} f^{0}+\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x} f^{0}\right] \mu^{\Gamma} d A=0 \tag{7.6}
\end{equation*}
$$

With (3.21), we compute

$$
\partial_{t} f^{0}+\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x} f^{0}=M_{\Gamma}\left\{\partial_{t} \rho+\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x} \rho+\kappa \rho P_{T_{\Gamma}} A \cdot\left[\partial_{t} \Gamma+\left(\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x}\right) \Gamma\right]\right\},
$$

where $\left(A \mathbf{e}_{1}\right) \cdot \nabla_{x}$ stands for the operator $\sum_{i=1}^{n}\left(A \mathbf{e}_{1}\right)_{i} \partial_{x_{i}}$. We insert this expression into (7.6), and we make the change of variables $A^{\prime}=\Gamma^{T} A$ with $d A=d A^{\prime}$ owing to the translation invariance of the Haar measure. With (6.7) and the fact that $M_{\Gamma}(A)=M\left(\Gamma^{T} A\right)$ and $P_{T_{\Gamma}}(\Gamma A)=\Gamma \frac{A-A^{T}}{2}$, we get (dropping the primes for clarity):

$$
\int_{\mathrm{SO}_{n}}\left\{\partial_{t} \rho+\left(\Gamma A \mathbf{e}_{1}\right) \cdot \nabla_{x} \rho+\kappa \rho \frac{A-A^{T}}{2} \cdot\left(\Gamma^{T}\left[\partial_{t} \Gamma+\left(\left(\Gamma A \mathbf{e}_{1}\right) \cdot \nabla_{x}\right) \Gamma\right]\right)\right\} M(A) \mu(A) d A=0 .
$$

Now, changing $A$ to $A^{T}$ in (6.4), we notice that $\mu\left(A^{T}\right)$ and $-\mu(A)$ satisfy the same variational formulation. By uniqueness of its solution, we deduce that $\mu\left(A^{T}\right)=-\mu(A)$.

Then, making the change of variables $A^{\prime}=A^{T}=A^{-1}$ and remarking that the Haar measure on $\mathrm{SO}_{n}$ is invariant by group inversion, we have, thanks to the fact that $M(A)=M\left(A^{T}\right)$,

$$
\int_{\mathrm{SO}_{n}}\left\{\partial_{t} \rho+\left(\Gamma A^{T} \mathbf{e}_{1}\right) \cdot \nabla_{x} \rho-\kappa \rho \frac{A-A^{T}}{2} \cdot\left(\Gamma^{T}\left[\partial_{t} \Gamma+\left(\left(\Gamma A^{T} \mathbf{e}_{1}\right) \cdot \nabla_{x}\right) \Gamma\right]\right)\right\} M(A) \mu(A) d A=0 .
$$

Subtracting the last two equations and halfing the result, we get

$$
\begin{align*}
& 0=\int_{\mathrm{SO}_{n}}\left\{\left(\Gamma \frac{A-A^{T}}{2} \mathbf{e}_{1}\right) \cdot \nabla_{x} \rho+\kappa \rho \frac{A-A^{T}}{2} \cdot\left(\Gamma^{T} \partial_{t} \Gamma\right)\right. \\
& \left.+\kappa \rho \frac{A-A^{T}}{2} \cdot\left(\Gamma^{T}\left[\left(\left(\Gamma \frac{A+A^{T}}{2} \mathbf{e}_{1}\right) \cdot \nabla_{x}\right) \Gamma\right]\right)\right\} M(A) \mu(A) d A=: \text { (a) }+ \text { (b) }+ \text { (c). } \tag{7.7}
\end{align*}
$$

We have

$$
\begin{aligned}
\left(\Gamma \frac{A-A^{T}}{2} \mathbf{e}_{1}\right) \cdot \nabla_{x} \rho & =\left(\frac{A-A^{T}}{2} \mathbf{e}_{1}\right) \cdot\left(\Gamma^{T} \nabla_{x} \rho\right)=2 \frac{A-A^{T}}{2} \cdot\left(\Gamma^{T}\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)\right) \\
& =\frac{A-A^{T}}{2} \cdot\left(\Gamma^{T}\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)-\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)^{T} \Gamma\right),
\end{aligned}
$$

products and the last two ones are matrix inner products. The factor 2 in the last expression of the first line arises because of the definition (2.1) of the matrix inner product. Finally, the second line is just a
consequence of the fact that $A-A^{T}$ is an antisymmetric matrix. Thus, the first two terms in (7.7) can be written as

$$
\begin{align*}
(a)+(b) & =\int_{\mathrm{SO}_{n}} \frac{A-A^{T}}{2} \cdot\left[\Gamma^{T}\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)-\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right)^{T} \Gamma+\kappa \rho \Gamma^{T} \partial_{t} \Gamma\right] M(A) \mu(A) d A \\
& =\int_{\mathrm{SO}_{n}}(A \cdot \mathbb{P}) M(A) \mu(A) d A=L(\mathbb{P}) . \tag{7.8}
\end{align*}
$$

To compute © © we first state the following lemma:
Lemma 7.2. For a vector $w \in \mathbb{R}^{n}$, we have

$$
\begin{equation*}
\left(\Gamma^{T}\left(w \cdot \nabla_{x}\right) \Gamma\right)_{i j}=\sum_{k, \ell=1}^{n} \Gamma_{k i} w_{\ell} \frac{\partial \Gamma_{k j}}{\partial x_{\ell}} . \tag{7.9}
\end{equation*}
$$

This lemma is not totally obvious as the differentiation is that of a matrix in $\mathrm{SO}_{n}$. It is proved in ref. [18] in its adjoint form (with $\Gamma^{T}$ to the right of the directional derivative). The proof of the present result is similar and is skipped.

Then, applying this lemma, we have

$$
\begin{aligned}
& \left(\Gamma^{T}\left[\left(\left(\Gamma \frac{A+A^{T}}{2} \mathbf{e}_{1}\right) \cdot \nabla_{x}\right) \Gamma\right]\right)_{i j}=\sum_{k=1}^{n} \Gamma_{k i} \sum_{\ell, m, q=1}^{n} \Gamma_{\ell m} \frac{A_{m q}+A_{q m}}{2} e_{1 q} \frac{\partial \Gamma_{k j}}{\partial x_{\ell}} \\
& \quad=\sum_{m, q=1}^{n} \frac{A_{m q}+A_{q m}}{2} \tilde{\mathbb{S}}_{i j m q}=\sum_{m, q=1}^{n} \frac{A_{m q}+A_{q m}}{2} \mathbb{S}_{i j m q},
\end{aligned}
$$

with

$$
\tilde{\mathbb{S}}_{i j m q}=\sum_{k, \ell=1}^{n} \Gamma_{k i} \Gamma_{\ell m} e_{1 q} \frac{\partial \Gamma_{k j}}{\partial x_{\ell}} \quad \text { and } \quad \mathbb{S}_{i j m q}=\frac{\tilde{\mathbb{S}}_{i j m q}+\tilde{\mathbb{S}}_{i j q m}}{2}
$$

Thus,

$$
\left(\mathbb{C}=\kappa \rho \sum_{i, j, m, q=1}^{n} \int_{\mathrm{SO}_{n}}\left(\frac{A-A^{T}}{2}\right)_{i j}\left(\frac{A+A^{T}}{2}\right)_{m q} M(A) \mu(A) d A \mathbb{S}_{i j m q} .\right.
$$

Now, because $\mu(A)_{r s}=\left(\mu(A) \cdot F_{r s}\right)$ and $\mathbb{S}_{i j m q}$ is antisymmetric with respect to $(i, j)$, the $(r, s)$ entry of the matrix © is given by

$$
\begin{align*}
\complement_{r s} & =\kappa \rho \sum_{m, q=1}^{n} \int_{\mathrm{SO}_{n}}\left(A \cdot \mathbb{S}_{. . m q}\right)\left(\mu(A) \cdot F_{r s}\right)\left(\frac{A+A^{T}}{2}\right)_{m q} M(A) d A \\
& =\kappa \rho \sum_{m, q=1}^{n} B_{m q}\left(\mathbb{S}_{\mathrm{Smq}}, F_{r s}\right) . \tag{7.10}
\end{align*}
$$

Now, combining (7.8) and (7.10), we get (7.5).

### 7.2. Expressions of the linear map $L$ and bilinear map $B$

Now, we give expressions of $L$ and $B$ defined in (7.3) and (7.4).
Proposition 7.3. (i) We have

$$
\begin{equation*}
L(P)=C_{2} P, \quad \forall P \in \mathfrak{s o}_{n}, \tag{7.11}
\end{equation*}
$$

with

$$
\begin{gather*}
C_{2}=\frac{2}{n(n-1)} \int_{\mathrm{SO}_{n}}(\mu(A) \cdot A) M(A) d A  \tag{7.12}\\
=-\frac{2}{n(n-1)} \frac{\int_{\mathcal{T}}\left(\sum_{k=1}^{p} \alpha_{k}(\Theta) \sin \theta_{k}\right) m(\Theta) d \Theta}{\int_{\mathcal{T}} m(\Theta) d \Theta} \tag{7.13}
\end{gather*}
$$

where $m$ is given by (3.10).
(ii) We have

$$
\begin{equation*}
B(P, Q)=C_{3} \operatorname{Tr}(P Q) \mathrm{I}+C_{4}\left(\frac{P Q+Q P}{2}-\frac{1}{n} \operatorname{Tr}(P Q) \mathrm{I}\right) \quad \forall P, Q \in \mathfrak{s o}_{n}, \tag{7.14}
\end{equation*}
$$

with

$$
\begin{gather*}
C_{3}=-\frac{1}{n^{2}(n-1)} \int_{\mathrm{SO}_{n}}(\mu(A) \cdot A) \operatorname{Tr}(A) M(A) d A  \tag{7.15}\\
=\frac{1}{n^{2}(n-1)} \frac{\int_{\mathcal{T}}\left(\sum_{k=1}^{p} \alpha_{k}(\Theta) \sin \theta_{k}\right)\left(2 \sum_{k=1}^{n} \cos \theta_{k}+\epsilon_{n}\right) m(\Theta) d \Theta}{\int_{\mathcal{T}} m(\Theta) d \Theta}, \tag{7.16}
\end{gather*}
$$

and

$$
\begin{equation*}
C_{4}=\frac{2 n}{n^{2}-4}\left(-2 C_{3}+C_{4}^{\prime}\right) \tag{7.17}
\end{equation*}
$$

where

$$
\begin{align*}
C_{4}^{\prime} & =\frac{1}{n(n-1)} \int_{\mathrm{SO}_{n}} \operatorname{Tr}\left\{\mu(A)\left(\frac{A+A^{T}}{2}\right)\left(\frac{A-A^{T}}{2}\right)\right\} M(A) d A  \tag{7.18}\\
& =\frac{2}{n(n-1)} \frac{\int_{\mathcal{T}}\left(\sum_{k=1}^{p} \alpha_{k}(\Theta) \sin \theta_{k} \cos \theta_{k}\right) m(\Theta) d \Theta}{\int_{\mathcal{T}} m(\Theta) d \Theta} \tag{7.19}
\end{align*}
$$

and where $\epsilon_{n}$ is given by (3.7).
Proof. The proof of (7.11) and (7.14) relies on Lie-group representations and Schur's Lemma. We refer to [19, Sect. 6] for a list of group representation concepts which will be useful for what follows. The proof will follow closely [19, Section 8 and 9$]$ but with some differences which will be highlighted when relevant.
(i) Proof of (7.11). Using (6.6) and the translation invariance (on both left and right) of the Haar measure, we easily find that

$$
\begin{equation*}
L\left(g P g^{T}\right)=g L(P) g^{T}, \quad \forall P \in \mathfrak{s o}_{n}, \quad \forall g \in \mathrm{SO}_{n} . \tag{7.20}
\end{equation*}
$$

Denote $V=\mathbb{C}^{n}$ (the standard complex representation of $\mathrm{SO}_{n}$ ) and by $\Lambda^{2}(V)=V \wedge V$ its exterior square. We recall that $\Lambda^{2}(V)=\operatorname{Span}_{\mathbb{C}}\left\{v \wedge w \mid(v, w) \in V^{2}\right\}$ where $v \wedge w=v \otimes w-w \otimes v$ is the antisymmetrised tensor product of $v$ and $w$. Clearly, $\Lambda^{2}(V)=\mathfrak{s o}_{n} \mathbb{C}$ where $\mathfrak{s o}_{n} \mathbb{C}$ is the complexification of $\mathfrak{s o}_{n}$. So, by linearity, we can extend $L$ into a linear map $\Lambda^{2}(V) \rightarrow \Lambda^{2}(V)$, which still satisfies (7.20) (with now $P \in$ $\Lambda^{2}(V)$ ). Thus, $L$ intertwines the representation $\Lambda^{2}(V)$.

- For $n \geq 3$ and $n \neq 4, \Lambda^{2}(V)$ is an irreducible representation of $\mathrm{SO}_{n}$. Thus, by Schur's Lemma, we have (7.11) (details can be found in [18, Sect. 8]).
- For $n=4, \Lambda^{2}(V)$ is not an irreducible representation of $\mathrm{SO}_{n}$. Still, (7.11) remains true but its proof requires additional arguments developed in Section 7.4.1.

Now, we show (7.12) and (7.13). Taking the matrix inner product of (7.11) with $P$, we get

$$
\int_{\mathrm{SO}_{n}}(A \cdot P)(\mu(A) \cdot P) M(A) d A=C_{2}(P \cdot P)
$$

For $P=F_{i j}$ with $i \neq j$, this gives

$$
C_{2}=\int_{\mathrm{SO}_{n}} \frac{A_{i j}-A_{j i}}{2} \mu(A)_{i j} M(A) d A .
$$

Averaging this formula over all pairs $(i, j)$ with $i \neq j$ leads to (7.12). Now, thanks to (6.6), the function $A \mapsto(A \cdot \mu(A)) M(A)$ is a class function. So, we can apply Weyl's integration formula (5.7). For $A=A_{\Theta}$, we have,

$$
\begin{equation*}
\operatorname{Tr}\left(A_{\Theta}\right)=2 \sum_{k=1}^{n} \cos \theta_{k}+\epsilon_{n} \tag{7.21}
\end{equation*}
$$

so that

$$
\begin{equation*}
M\left(A_{\Theta}\right)=\frac{1}{Z} \exp \left(\frac{\kappa}{2}\left(2 \sum_{k=1}^{n} \cos \theta_{k}+\epsilon_{n}\right)\right) \tag{7.22}
\end{equation*}
$$

Besides, dotting (6.14) with (6.43), we get

$$
\begin{equation*}
\left(A_{\Theta} \cdot \mu\left(A_{\Theta}\right)\right)=-\sum_{k=1}^{p} \alpha_{k}(\Theta) \sin \theta_{k} . \tag{7.23}
\end{equation*}
$$

Expressing the integral involved in $Z$ (see (3.1)) using Weyl's integration formula (5.7) as well and collecting (7.22) and (7.23) into (7.12), we get (7.13).
(ii) Proof of (7.14). By contrast to [18, Sect. 9], the bilinear form $B$ is not symmetric. Thus, we decompose

$$
\begin{align*}
& B(P, Q)=B_{s}(P, Q)+B_{a}(P, Q), \\
& B_{s}(P, Q)=\frac{1}{2}(B(P, Q)+B(Q, P)), \quad B_{a}(P, Q)=\frac{1}{2}(B(P, Q)-B(Q, P)) . \tag{7.24}
\end{align*}
$$

Again, using (6.6), we get

$$
\begin{equation*}
B\left(g P g^{T}, g Q g^{T}\right)=g B(P, Q) g^{T}, \quad \forall P, Q \in \mathfrak{s o}_{n}, \quad \forall g \in \mathrm{SO}_{n}, \tag{7.25}
\end{equation*}
$$

and similar for $B_{s}$ and $B_{a}$. Both $B_{s}$ and $B_{a}$ can be extended by bilinearity to the complexifications of $\mathfrak{s o}_{n}$ and $\mathcal{S}_{n}$ which are $\Lambda^{2}(V)$ and $\vee^{2}(V)$, respectively, (where $\vee^{2}(V)=V \vee V$ is the symmetric tensor square of $V$, spanned by elements of the type $v \vee w=v \otimes w+w \otimes v$, for $v, w$ in $V$ ). By the universal property of the symmetric and exterior products, $B_{s}$ and $B_{a}$ generate linear maps $\tilde{B}_{s}: V^{2}\left(\Lambda^{2}(V)\right) \rightarrow V^{2}(V)$ and $\tilde{B}_{a}$ : $\Lambda^{2}\left(\Lambda^{2}(V)\right) \rightarrow V^{2}(V)$ which intertwine the $\mathrm{SO}_{n}$ representations. By decomposing $\vee^{2}\left(\Lambda^{2}(V)\right), \Lambda^{2}\left(\Lambda^{2}(V)\right)$ and $V^{2}(V)$ into irreducible $\mathrm{SO}_{n}$ representations and applying Schur's lemma, we are able to provide generic expressions of $\tilde{B}_{s}$ and $\tilde{B}_{a}$.

For $\tilde{B}_{s}$, this decomposition was done in ref. [19, Sect. 9] and we get the following result.

- For $n \geq 3$ and $n \neq 4$, there exists real constants $C_{3}$ and $C_{4}$ such that

$$
\begin{equation*}
B_{s}(P, Q)=C_{3} \operatorname{Tr}(P Q) \mathrm{I}+C_{4}\left(\frac{P Q+Q P}{2}-\frac{1}{n} \operatorname{Tr}(P Q) \mathrm{I}\right) \quad \forall P, Q \in \mathfrak{s o}_{n} \tag{7.26}
\end{equation*}
$$

- For $n=4$, we still have (7.26) but this requires additional arguments developed in Section 7.4.2.

For $\tilde{B}_{a}$, thanks to Pieri's formula [36, Exercise 6.16] we have $\Lambda^{2}\left(\Lambda^{2}(V)\right)=\mathbb{S}_{(2,1,1)}$ where $\mathbb{S}_{(2,1,1)}$ denotes the Schur functor (or Weyl module) associated to partition $(2,1,1)$ of 4 . As a Schur functor, $\mathbb{S}_{(2,1,1)}$ is irreducible over $\mathfrak{s l}_{n} \mathbb{C}$, the Lie algebra of the group of unimodular matrices $\mathrm{SL}_{n} \mathbb{C}$. We apply Weyl's contraction method [36, Sect. 19.5] to decompose it into irreducible representations over $\mathfrak{s o}_{n} \mathbb{C}$.

It can be checked that all contractions with respect to any pair of indices of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ are either 0 or coincide (up to a sign), with the single contraction $\mathcal{K}$ defined as follows:

$$
\begin{aligned}
\mathcal{K}: \Lambda^{2}\left(\Lambda^{2}(V)\right) \rightarrow & \Lambda^{2}(V) \\
\left(v_{1} \wedge v_{2}\right) \wedge\left(v_{3} \wedge v_{4}\right) \mapsto & \left(v_{1} \cdot v_{3}\right) v_{2} \wedge v_{4}+\left(v_{2} \cdot v_{4}\right) v_{1} \wedge v_{3} \\
& -\left(v_{1} \cdot v_{4}\right) v_{2} \wedge v_{3}-\left(v_{2} \cdot v_{3}\right) v_{1} \wedge v_{4}, \quad \forall\left(v_{1}, \ldots, v_{4}\right) \in V^{4} .
\end{aligned}
$$

$\mathcal{K}$ is surjective as soon as $n \geq 3$. Indeed, Let $\left(e_{i}\right)_{i=1}^{n}$ be the canonical basis of $V$. Then,

$$
\mathcal{K}\left(\left(e_{i} \wedge e_{j}\right) \wedge\left(e_{i} \wedge e_{k}\right)\right)=e_{j} \wedge e_{k}, \quad \forall i, j, k \quad \text { all distinct. }
$$

We have $\operatorname{ker} \mathcal{K}=\mathbb{S}_{[2,1,1]}$ where $\mathbb{S}_{[2,1,1]}$ denotes the intersection of $\mathbb{S}_{(2,1,1)}$ with all the kernels of contractions with respect to pairs of indices (see [36, Sect. 19.5]) and consequently

$$
\Lambda^{2}\left(\Lambda^{2}(V)\right) \cong \mathbb{S}_{[2,1,1]} \oplus \Lambda^{2}(V)
$$

is a decomposition of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ in subrepresentations. We must discuss the irreducibility of $\mathbb{S}_{[2,1,1]}$ and $\Lambda^{2}(V)$ according to the dimension.

- If $n \geq 7$, by $[36$, Theorem 19.22$], \mathbb{S}_{[2,1,1]}$ and $\Lambda^{2}(V)$ are respectively the irreducible representations of $\mathfrak{s o}_{n} \mathbb{C}$ of highest weights $2 \mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{L}_{3}$ and $\mathcal{L}_{1}+\mathcal{L}_{2}$ (where $\left(\mathcal{L}_{i}\right)_{i=1}^{p}$ is the basis of the weight space, i.e. is the dual basis (in $\mathfrak{h}_{\mathbb{C}}^{*}$ ) of the basis $\left(F_{2 i-1,2 i}\right)_{i=1}^{p}$ of $\mathfrak{h}_{\mathbb{C}}$, the complexification of $\mathfrak{h}$ ). On the other hand, $V^{2}(V)=\mathbb{S}_{[2]} \oplus \mathbb{C}$ (where $\mathbb{S}_{[2]}$ is the space of symmetric trace-free matrices) is the decomposition of $V^{2}(V)$ into irreducible representations over $\mathfrak{s o}_{n} \mathbb{C}$ and corresponds to decomposing a symmetric matrix into a trace-free matrix and a scalar one. We note that $\mathbb{S}_{[2]}$ has highest weight $2 \mathcal{L}_{1}$ while $\mathbb{C}$ I has highest weight 0 . By [36, Prop. $26.6 \& 27.7$ ] the corresponding representations of $\mathfrak{s o}_{n}$ are irreducible and real. Hence, they are irreducible representations of $\mathrm{SO}_{n}$. Since the weights of $\mathbb{S}_{[2,1,1]}$ and $\Lambda^{2}(V)$ and those of $\mathbb{S}_{[2]}$ and $\mathbb{C} I$ are different, no irreducible subrepresentation of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ can be isomorphic to an irreducible subrepresentation of $\vee^{2}(V)$. Consequently, by Schur's Lemma we have

$$
\begin{equation*}
B_{a}(P, Q)=0 \quad \forall P, Q \in \mathfrak{s o}_{n}, \tag{7.27}
\end{equation*}
$$

- Case $n \in\{3, \ldots, 6\}$.
- Case $n=3$. We have $\Lambda^{2}(V) \cong V$ by the isomorphism $\eta: \Lambda^{2}(V) \rightarrow V$ such that $(\eta(v \wedge w) \cdot z)=$ $\operatorname{det}(v, w, z), \forall(v, w, z) \in V^{3}$. Consequently $\Lambda^{2}\left(\Lambda^{2}(V)\right) \cong V$ as well. But $V$ is an irreducible representation of $\mathrm{so}_{3} \mathbb{C}$ with highest weight $\mathcal{L}_{1}$. Hence, it can be isomorphic to neither $\mathbb{S}_{[2]}$ nor $\mathbb{C}$ I. Therefore, by Schur's lemma, (7.27) is true again.
- Case $n=4$. By [36, p. 297], the partitions $(2,1,1)$ and (2) are associated in the sense of Weyl. Hence $\mathbb{S}_{[2,1,1]} \cong \mathbb{S}_{[2]}$ as $\mathfrak{s o}_{4} \mathbb{C}$ representations. Since $\vee^{2}(V)$ decomposes into irreducible representations according to $\vee^{2}(V)=\mathbb{S}_{[2]} \oplus \mathbb{C}$, we see that Schur's lemma allows the possibility of a non-zero $\tilde{B}_{a}$ mapping the component $\mathbb{S}_{[2,1,1]}$ of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ into the component $\mathbb{S}_{[2]}$ of $\vee^{2}(V)$. Likewise, $\Lambda^{2}(V)$ is reducible. To show that (7.27) is actually true requires additional arguments which are developed in Section 7.4.3.
- Case $n=5$. Like in the case $n=4$, we find that the partitions $(2,1,1)$ and $(2,1)$ are associated and thus, $\mathbb{S}_{[2,1,1]} \cong \mathbb{S}_{[2,1]}$. The latter is an irreducible representation of $\mathfrak{s o}_{5} \mathbb{C}$ of highest weight $2 \mathcal{L}_{1}+\mathcal{L}_{2}$. Likewise, $\Lambda^{2}(V)$ is an irreducible representation of highest weight $\mathcal{L}_{1}+\mathcal{L}_{2}$. By [36, Prop. 26.6] these are real irreducible representation of $\mathfrak{s o}_{5}$. Thus, they are irreducible representations of $\mathrm{SO}_{5}$. Having different highest weights from those of $\mathbb{S}_{[2]}$ or $\mathbb{C}$, by the same argument as in the case $n \geq 7$, (7.27) holds true.
- Case $n=6$. In this case, the partition $(2,1,1)$ is self-associated. By [36, Theorem 19.22 (iii)], $\mathbb{S}_{[2,1,1]}$ decomposes into the direct sum of two non-isomorphic representations of $\mathfrak{s o}_{6} \mathbb{C}$ of highest weights $2 \mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{L}_{3}$ and $2 \mathcal{L}_{1}+\mathcal{L}_{2}-\mathcal{L}_{3}$. On the other hand, $\Lambda^{2}(V)$ is an irreducible representation of highest weight $\mathcal{L}_{1}+\mathcal{L}_{2}$. By [36, 27.7] the corresponding representations of $\mathfrak{s o}_{6}$ are irreducible and real and thus generate irreducible representations of $\mathrm{SO}_{6}$. Having different weights from those of $\mathbb{S}_{[2]}$ and $\mathbb{C I}$, the same reasoning applies again and (7.27) holds true.

Finally by adding (7.25) and (7.27), we get (7.14), which finishes the proof of Point (ii).
We now show (7.15) and (7.16). Taking the trace of (7.14), we get

$$
C_{3}=\frac{\operatorname{Tr}(B(P, Q))}{n \operatorname{Tr}(P Q)}, \quad \forall P, Q \in \mathfrak{s o}_{n} .
$$

Taking $P=Q=F_{i j}$ for $i \neq j$ and owing to the fact that $\operatorname{Tr}\left(F_{i j}^{2}\right)=-2 F_{i j} \cdot F_{i j}=-2$, we find

$$
C_{3}=-\frac{1}{2 n} \int_{\mathrm{SO}_{n}} \frac{A_{i j}-A_{j i}}{2} \mu(A)_{i j} \operatorname{Tr}(A) M(A) d A
$$

Now, averaging this formula over all pairs $(i, j)$ with $i \neq j$ leads to (7.15). Again, the function $A \mapsto$ $(A \cdot \mu(A)) \operatorname{Tr}(A) M(A)$ is a class function and Weyl's integration formula (5.7) can be applied. Inserting (7.21), (7.22), (7.23) into (7.15) leads to (7.16).

We finish with showing (7.17)-(7.19). We now insert $P=F_{i j}$ and $Q=F_{i \ell}$ with $i \neq j, i \neq \ell$ and $j \neq \ell$. Then, $F_{i j} \cdot F_{i \ell}=0$, so that $\operatorname{Tr}\left(F_{i j} F_{i \ell}\right)=0$. A small computation shows that

$$
\frac{F_{i j} F_{i \ell}+F_{i \ell} F_{i j}}{2}=-\frac{E_{j \ell}+E_{\ell j}}{2},
$$

where $E_{j \ell}$ is the matrix with $(j, \ell)$ entry equal to 1 and the other entries equal to 0 . It follows that

$$
\begin{equation*}
-C_{4} \frac{E_{j \ell}+E_{\ell j}}{2}=\int_{\mathrm{SO}_{n}}\left(\frac{A-A^{T}}{2}\right)_{i j} \mu(A)_{i \ell} \frac{A+A^{T}}{2} M(A) d A . \tag{7.28}
\end{equation*}
$$

Now, taking $P=Q=F_{i j}$ with $i \neq j$, and noting that $F_{i j}^{2}=-\left(E_{i i}+E_{j j}\right)$ and $\operatorname{Tr}\left(F_{i j}^{2}\right)=-2$, we get

$$
\begin{equation*}
-2 C_{3} \mathrm{I}+C_{4}\left(-\left(E_{i i}+E_{j j}\right)+\frac{2}{n} \mathrm{I}\right)=\int_{\mathrm{SO}_{n}}\left(\frac{A-A^{T}}{2}\right)_{i j} \mu(A)_{i j} \frac{A+A^{T}}{2} M(A) d A . \tag{7.29}
\end{equation*}
$$

Take $i, j$ with $i \neq j$ fixed. For any $\ell \neq j$, taking the ( $\ell, j$ )-th entry of (7.28), we get

$$
\begin{equation*}
\frac{C_{4}}{2}=\int_{\mathrm{SO}_{n}} \mu(A)_{i \ell}\left(\frac{A+A^{T}}{2}\right)_{\ell j}\left(\frac{A-A^{T}}{2}\right)_{j i} M(A) d A \tag{7.30}
\end{equation*}
$$

Likewise, taking the ( $j, j$ )-th entry of (7.29), we get

$$
\begin{equation*}
2 C_{3}-C_{4}\left(-1+\frac{2}{n}\right)=\int_{\mathrm{SO}_{n}} \mu(A)_{i j}\left(\frac{A+A^{T}}{2}\right)_{j j}\left(\frac{A-A^{T}}{2}\right)_{j i} M(A) d A . \tag{7.31}
\end{equation*}
$$

Now, summing (7.30) over $\ell \notin\{i, j\}$ and adding (7.31), we find

$$
2 C_{3}+C_{4} \frac{n^{2}-4}{2 n}=\sum_{\ell=1}^{n} \int_{\mathrm{SO}_{n}} \mu(A)_{i \ell}\left(\frac{A+A^{T}}{2}\right)_{\ell j}\left(\frac{A-A^{T}}{2}\right)_{j i} M(A) d A .
$$

Then, averaging this equation over all pairs $(i, j)$ such that $i \neq j$, we get (7.17) with $C_{4}^{\prime}$ given by (7.18). Again, one can check that the function $A \mapsto \operatorname{Tr}\left\{\mu(A)\left(\frac{A+A^{T}}{2}\right)\left(\frac{A-A^{T}}{2}\right)\right\} M(A)$ is a class function. Thanks to (6.14), (6.43) and to the fact that

$$
\begin{equation*}
\frac{A_{\Theta}+A_{\Theta}^{T}}{2}=\sum_{k=1}^{p} \cos \theta_{k}\left(E_{2 k-12 k-1}+E_{2 k 2 k}\right)+\epsilon_{n} E_{n n} \tag{7.32}
\end{equation*}
$$

we get

$$
\mu\left(A_{\Theta}\right)\left(\frac{A_{\Theta}+A_{\Theta}^{T}}{2}\right)\left(\frac{A_{\Theta}-A_{\Theta}^{T}}{2}\right)=\sum_{k=1}^{p} \alpha_{k}(\Theta) \cos \theta_{k} \sin \theta_{k}\left(E_{2 k-12 k-1}+E_{2 k 2 k}\right),
$$

and thus,

$$
\operatorname{Tr}\left\{\mu\left(A_{\Theta}\right)\left(\frac{A_{\Theta}+A_{\Theta}^{T}}{2}\right)\left(\frac{A_{\Theta}-A_{\Theta}^{T}}{2}\right)\right\}=2 \sum_{k=1}^{p} \alpha_{k}(\Theta) \cos \theta_{k} \sin \theta_{k}
$$

which leads to (7.19).

### 7.3. Final step: establishment of (3.4)

Now, we can finish with the following
Proposition 7.4. The functions $\rho$ and $\Gamma$ involved in (3.2) satisfy (3.4). The constants $c_{2}$ and $c_{4}$ are given by

$$
\begin{gather*}
c_{2}=-\frac{2}{C_{2}}\left(C_{3}-\frac{C_{4}}{n}\right)  \tag{7.33}\\
=\frac{1}{n^{2}-4} \frac{\int\left[n(\mu(A) \cdot A) \operatorname{Tr}(A)+2 \operatorname{Tr}\left(\mu(A) \frac{A+A^{T}}{2} \frac{A-A^{T}}{2}\right)\right] M(A) d A}{\int(\mu(A) \cdot A) M(A) d A}  \tag{7.34}\\
c_{4}=\frac{C_{4}}{2 C_{2}}  \tag{7.35}\\
=\frac{1}{2\left(n^{2}-4\right)} \frac{\int\left[2(\mu(A) \cdot A) \operatorname{Tr}(A)+n \operatorname{Tr}\left(\mu(A) \frac{A+A^{T}}{2} \frac{A-A^{T}}{2}\right)\right] M(A) d A}{\int(\mu(A) \cdot A) M(A) d A} \tag{7.36}
\end{gather*}
$$

where $C_{2}, C_{3}$ and $C_{4}$ are given in Prop. 7.3. Then, $c_{2}, c_{3}$ and $c_{4}$ are given by (3.13), (3.14) and (3.15), respectively.

Proof. We simplify (7.5) in light of (7.11) and (7.14). From (7.11), we have $L(\mathbb{P})=C_{2} \mathbb{P}$. With (7.1) and recalling that $\Omega_{1}$ is defined by (3.5), this leads to

$$
\begin{align*}
\rho \partial_{t} \Gamma & =\frac{1}{\kappa}\left[-\left(\left(\nabla_{x} \rho \otimes \mathbf{e}_{1}\right) \Gamma^{T}-\Gamma\left(\mathbf{e}_{1} \otimes \nabla_{x} \rho\right)\right)+\frac{1}{C_{2}} \Gamma L(\mathbb{P}) \Gamma^{T}\right] \Gamma \\
& =\left[-\frac{1}{\kappa} \nabla_{x} \rho \wedge \Omega_{1}+\frac{1}{C_{2} \kappa} \Gamma L(\mathbb{P}) \Gamma^{T}\right] \Gamma . \tag{7.37}
\end{align*}
$$

Now, we compute $\Gamma L(\mathbb{P}) \Gamma^{T}$ thanks to (7.5) and the expressions (7.14) of $B$ and (7.2) of $\mathbb{S}$. We have

$$
B(P, Q)=C^{\prime}{ }_{3} \operatorname{Tr}(P Q) \mathrm{I}+C_{4} \frac{P Q+Q P}{2}, \quad \forall P, Q \in \mathfrak{5 o}_{n}
$$

with $C^{\prime}{ }_{3}=C_{3}-\frac{C_{4}}{n}$. This leads to

$$
\begin{equation*}
\sum_{m, q=1}^{n} B_{m q}\left(\mathbb{S}_{. m q}, F_{r s}\right)=\sum_{m, q=1}^{n}\left[C_{3}^{\prime} \operatorname{Tr}\left(\mathbb{S}_{. m q} F_{r s}\right) \delta_{m q}+C_{4} \frac{\left(\mathbb{S}_{. m q} F_{r s}+F_{r s} \mathbb{S}_{. m q}\right)_{m q}}{2}\right] \tag{7.38}
\end{equation*}
$$

We compute, for $m, q, r, s, u, v$ in $\{1, \ldots, n\}$ :

$$
\left(\mathbb{S}_{. m q} F_{r s}\right)_{u v}=\mathbb{S}_{u r m q} \delta_{s v}-\mathbb{S}_{u s m q} \delta_{r v}, \quad\left(F_{r s} \mathbb{S}_{. m q}\right)_{u v}=\mathbb{S}_{s v m q} \delta_{r u}-\mathbb{S}_{r v m q} \delta_{s u} .
$$

Hence, $\operatorname{Tr}\left(\mathbb{S}_{. . m q} F_{r s}\right)=-2 \mathbb{S}_{r s m q}$ and

$$
\begin{align*}
\sum_{m, q=1}^{n} \operatorname{Tr}\left(\mathbb{S}_{. m q} F_{r s}\right) \delta_{m q} & =-2 \sum_{m=1}^{n} \mathbb{S}_{r s m m}=-2 \sum_{m, k, \ell=1}^{n} \Gamma_{k r} \frac{\partial \Gamma_{k s}}{\partial x_{\ell}} \Gamma_{\ell m} e_{1 m} \\
& =-2 \sum_{k, \ell=1}^{n} \Gamma_{k r} \frac{\partial \Gamma_{k s}}{\partial x_{\ell}} \Omega_{1 \ell}=-2 \sum_{k=1}^{n} \Gamma_{k r}\left(\Omega_{1} \cdot \nabla_{x}\right) \Gamma_{k s}, \tag{7.39}
\end{align*}
$$

where we have used Lemma 7.2. On the other hand, we have

$$
\begin{align*}
& \sum_{m, q=1}^{n} \frac{\left(\mathbb{S}_{. m q} F_{r s}+F_{r s} \mathbb{S}_{\ldots m q}\right)_{m q}}{2}=\frac{1}{2} \sum_{m, q=1}^{n}\left(\mathbb{S}_{m r m q} \delta_{s q}-\mathbb{S}_{m s m q} \delta_{r q}+\mathbb{S}_{s q m q} \delta_{r m}-\mathbb{S}_{r q m q} \delta_{s m}\right) \\
& =\frac{1}{2} \sum_{m=1}^{n}\left(\mathbb{S}_{m r m s}-\mathbb{S}_{m s m r}+\mathbb{S}_{s m r m}-\mathbb{S}_{r m s m}\right)=\sum_{m=1}^{n}\left(\mathbb{S}_{m r m s}-\mathbb{S}_{m s m r}\right) \\
& =\frac{1}{2} \sum_{k, \ell, m=1}^{n}\left(\Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{\ell}}\left(\Gamma_{\ell m} e_{1 s}+\Gamma_{\ell s} e_{1 m}\right)-\Gamma_{k m} \frac{\partial \Gamma_{k s}}{\partial x_{\ell}}\left(\Gamma_{\ell m} e_{1 r}+\Gamma_{\ell r} e_{1 m}\right)\right) . \tag{7.40}
\end{align*}
$$

Inserting (7.39) and (7.40) into (7.38) and using (7.5) and Lemma 7.2 leads to

$$
\begin{aligned}
& L(\mathbb{P})_{r s}=-\kappa \rho\left\{-2 C_{3}^{\prime} \sum_{k=1}^{n} \Gamma_{k r}\left(\Omega_{1} \cdot \nabla_{x}\right) \Gamma_{k s}\right. \\
& \left.+\frac{C_{4}}{2} \sum_{k, \ell m=1}^{n}\left(\Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{\ell}}\left(\Gamma_{\ell m} e_{1 s}+\Gamma_{\ell s} e_{1 m}\right)-\Gamma_{k m} \frac{\partial \Gamma_{k s}}{\partial x_{\ell}}\left(\Gamma_{\ell m} e_{1 r}+\Gamma_{\ell r} e_{1 m}\right)\right)\right\}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left(\Gamma L(\mathbb{P}) \Gamma^{T}\right)_{i j}=\sum_{r, s=1}^{n} \Gamma_{i r} L(\mathbb{P})_{r s} \Gamma_{j s} \\
& =-\kappa \rho\left\{-2 C_{3}^{\prime} \sum_{s=1}^{n}\left(\Omega_{1} \cdot \nabla_{x}\right) \Gamma_{i s} \Gamma_{j s}+\frac{C_{4}}{2}\left(\sum_{k, r, s=1}^{n}\left(\frac{\partial \Gamma_{k r}}{\partial x_{k}} \Gamma_{i r} \Gamma_{j s} e_{1 s}-\frac{\partial \Gamma_{k s}}{\partial x_{k}} \Gamma_{i r} \Gamma_{j s} e_{1 r}\right)\right.\right. \\
& \left.\left.\quad+\sum_{k, m, r=1}^{n}\left(\Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{j}} \Gamma_{i r} e_{1 m}-\Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{i}} \Gamma_{j r} e_{1 m}\right)\right)\right\}
\end{aligned}
$$

where we have used Lemma 7.2 again as well as that $\sum_{r=1}^{n} \Gamma_{j r} \Gamma_{i r}=\delta_{i j}$ and similar identities. We note that

$$
\sum_{k, r=1}^{n} \frac{\partial \Gamma_{k r}}{\partial x_{k}} \Gamma_{i r}=\left(\Gamma\left(\nabla_{x} \cdot \Gamma\right)\right)_{i}
$$

with $\nabla_{x} \cdot \Gamma$ being the divergence of the tensor $\Gamma$ defined in the statement of Prop. 7.4. On the other hand, since

$$
\sum_{k=1}^{n} \Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{j}}=-\sum_{k=1}^{n} \frac{\partial \Gamma_{k m}}{\partial x_{j}} \Gamma_{k r},
$$

we have

$$
\sum_{k, m, r=1}^{n} \Gamma_{k m} \frac{\partial \Gamma_{k r}}{\partial x_{j}} \Gamma_{i r} e_{1 m}=-\sum_{m=1}^{n} \frac{\partial \Gamma_{i m}}{\partial x_{j}} e_{1 m}=-\frac{\partial \Omega_{1 i}}{\partial x_{j}},
$$

because $\mathbf{e}_{1}$ does not depend on space nor time. Thus, we get

$$
\begin{equation*}
\left.\Gamma L(\mathbb{P}) \Gamma^{T}=-\kappa \rho\left\{-2 C^{\prime}\left(\Omega_{1} \cdot \nabla_{x}\right) \Gamma \Gamma^{T}+\frac{C_{4}}{2}\left(\Gamma\left(\nabla_{x} \cdot \Gamma\right)\right) \wedge \Omega_{1}+\nabla_{x} \wedge \Omega_{1}\right)\right\} . \tag{7.41}
\end{equation*}
$$

Inserting (7.41) into (7.37) yields (3.4) with (3.6) and formulas (7.33), (3.14), (7.35) for the coefficients. Formulas (7.34), (3.13), (7.36), (3.15) follow with a little bit of algebra from the formulas of Prop. 7.3.

### 7.4. Case of dimension $\boldsymbol{n}=\boldsymbol{4}$

In this subsection, we prove Prop. 7.3 for the special case $n=4$.

### 7.4.1. Proof of (7.11)

If $n=4$, there exists an automorphism $\beta$ of $\Lambda^{2}(V)$ (with $V=\mathbb{C}^{4}$ ) characterised by the following relation (see [19, Sect. 8])

$$
\begin{equation*}
\left(\beta\left(v_{1} \wedge v_{2}\right)\right) \cdot\left(v_{3} \wedge v_{4}\right)=\operatorname{det}\left(v_{1}, v_{2}, v_{3}, v_{4}\right), \quad \forall\left(v_{1}, \ldots, v_{4}\right) \in V^{4}, \tag{7.42}
\end{equation*}
$$

and where the dot product in $\Lambda^{2}(V)$ extends that of $\mathfrak{s o}_{4}$, namely $\left(v_{1} \wedge v_{2}\right) \cdot\left(v_{3} \wedge v_{4}\right)=\left(v_{1} \cdot v_{3}\right)\left(v_{2} \cdot v_{4}\right)-$ $\left(v_{1} \cdot v_{4}\right)\left(v_{2} \cdot v_{3}\right)$. In addition, $\beta$ intertwines $\Lambda^{2}(V)$ and itself as $\mathrm{SO}_{4}$ representations. It is also an involution (i.e. $\beta^{-1}=\beta$ ) with

$$
\begin{equation*}
\beta\left(F_{12}\right)=F_{34}, \quad \beta\left(F_{13}\right)=-F_{24}, \quad \beta\left(F_{14}\right)=F_{23} . \tag{7.43}
\end{equation*}
$$

The map $\beta$ has eigenvalues $\pm 1$ with associated eigenspaces $\Lambda_{ \pm}$such that

$$
\Lambda_{ \pm}=\operatorname{Span}\left\{F_{12} \pm F_{34}, F_{13} \mp F_{24}, F_{14} \pm F_{23}\right\} .
$$

Thus, $\operatorname{dim} \Lambda_{ \pm}=3$, each $\Lambda_{ \pm}$is an irreducible representation of $\mathrm{SO}_{4}$ and $\beta$ is the orthogonal symmetry in $\Lambda_{+}$. Thanks to this, it was shown in ref. [19, Sect. 8] that for a map $L: \mathfrak{s o}_{4} \rightarrow \mathfrak{s o}_{4}$ satisfying (7.20), there exist two real constants $C_{2}, C^{\prime}{ }_{2}$ such that

$$
L(P)=C_{2} P+C_{2}^{\prime} \beta(P), \quad \forall P \in \mathfrak{s o}_{4} .
$$

In ref. [19, Sect. 8], it was used that $L$ commutes, not only with conjugations with elements of $\mathrm{SO}_{4}$ (inner automorphisms) through (7.20), but also with those of $\mathrm{O}_{4} \backslash \mathrm{SO}_{4}$ (outer automorphisms). This simple observation allowed us to conclude that $C^{\prime}{ }_{2}=0$. However, here, it is not true anymore that $L$ commutes with outer automorphisms. Hence, we have to look for a different argument to infer that $C^{\prime}{ }_{2}=0$. This is what we develop now.

Taking the inner product of $L(P)$ with $\beta(P)$ and using (7.3), we get

$$
\int_{\mathrm{SO}_{4}}(A \cdot P)(\mu(A) \cdot \beta(P)) M(A) d A=C_{2}(P \cdot \beta(P))+C_{2}^{\prime}(\beta(P), \beta(P)) .
$$

We apply this equality with $P=F_{i j}$ for $i \neq j$, and we note that $\left(\beta\left(F_{i j}\right) \cdot F_{i j}\right)=0, \forall i, j$, and that $(\beta(P) . \beta(P))=(P . P)$ and $(\mu(A) \cdot \beta(P))=(\beta \circ \mu(A) \cdot P)$ due to the fact that $\beta$ is an orthogonal self-adjoint transformation of $\mathfrak{s o}_{4}$. This leads to

$$
C_{2}^{\prime}=\int_{\mathrm{SO}_{4}} \frac{A_{i j}-A_{j i}}{2}(\beta \circ \mu(A))_{i j} M(A) d A .
$$

Averaging over $(i, j)$ such that $i \neq j$, we get

$$
\begin{equation*}
C_{2}^{\prime}=\frac{1}{6} \int_{\mathrm{SO}_{4}}\left(\frac{A-A^{T}}{2} \cdot(\beta \circ \mu(A))\right) M(A) d A . \tag{7.44}
\end{equation*}
$$

Due to the fact that $\beta$ is an intertwining map, the function $A \mapsto(A \cdot(\beta \circ \mu(A))) M(A)$ is a class function. Thus, we can apply Weyl's integration formula (5.7). Using (6.43), (6.9), (7.22), (7.43) and the fact that $\left(F_{i j}\right)_{i<j}$ forms an orthonormal basis of $\mathfrak{s o}_{4}$, we get

$$
\begin{equation*}
C_{2}^{\prime}=-\frac{\int_{\mathcal{T}_{2}}\left(\sin \theta_{1} \alpha_{2}(\Theta)+\sin \theta_{2} \alpha_{1}(\Theta)\right) m(\Theta) d \Theta}{6 \int_{\mathcal{T}_{2}} m(\Theta) d \Theta} \tag{7.45}
\end{equation*}
$$

with $\Theta=\left(\theta_{1}, \theta_{2}\right)$ and $m(\Theta)=e^{\kappa\left(\cos \theta_{1}+\cos \theta_{2}\right)}\left(\cos \theta_{1}-\cos \theta_{2}\right)^{2}$. Now, we define

$$
\begin{equation*}
\tilde{\alpha}_{1}\left(\theta_{1}, \theta_{2}\right)=-\alpha_{1}\left(-\theta_{1}, \theta_{2}\right), \quad \tilde{\alpha}_{2}\left(\theta_{1}, \theta_{2}\right)=\alpha_{2}\left(-\theta_{1}, \theta_{2}\right) . \tag{7.46}
\end{equation*}
$$

We can check that $\tilde{\alpha}=\left(\tilde{\alpha}_{1}, \tilde{\alpha}_{2}\right)$ belongs to $\mathcal{V}$. Furthermore, using $\tilde{\tau}$ as a test function where $\tilde{\tau}$ is obtained from $\tau$ by the same formulas (7.46), we realise that $\tilde{\alpha}$ is another solution of the variational formulation (6.40). Since the solution of (6.40) is unique and equal to $\alpha$, we deduce that $\tilde{\alpha}=\alpha$, hence,

$$
\begin{equation*}
\alpha_{1}\left(-\theta_{1}, \theta_{2}\right)=-\alpha_{1}\left(\theta_{1}, \theta_{2}\right), \quad \alpha_{2}\left(-\theta_{1}, \theta_{2}\right)=\alpha_{2}\left(\theta_{1}, \theta_{2}\right) . \tag{7.47}
\end{equation*}
$$

Thus, changing $\theta_{1}$ into $-\theta_{1}$ in the integrals, the numerator of (7.45) is changed in its opposite, while the denominator is unchanged. It results that $C^{\prime}{ }_{2}=0$, ending the proof.

### 7.4.2. Proof of (7.26)

In ref. [19, Sect. 9] a symmetric bilinear map $B_{s}: \mathfrak{s o}_{4} \times \mathfrak{s o}_{4} \rightarrow \mathcal{S}_{4}$ satisfying (7.25) is shown to be of the form

$$
\begin{equation*}
B_{s}(P, Q)=C_{3} \operatorname{Tr}(P Q) \mathrm{I}+C_{4}\left(\frac{P Q+Q P}{2}-\frac{1}{4} \operatorname{Tr}(P Q) \mathrm{I}\right)+C_{5}(\beta(P) \cdot Q) \mathrm{I}, \quad \forall P, Q \in \mathfrak{s o}_{4} \tag{7.48}
\end{equation*}
$$

where $C_{3}, C_{4}$ and $C_{5}$ are real constants and $\beta$ is the map defined by (7.42). To show that $C_{5}=0$, we adopt the same method as in the previous section. Taking the trace of (7.48) and applying the resulting formula with $P=F_{i j}$ and $Q=\beta\left(F_{i j}\right)$, we get, with (7.24) and (7.4):

$$
\begin{aligned}
& \frac{1}{2} \int_{\mathrm{SO}_{4}}\left\{\left(\frac{A-A^{T}}{2} \cdot F_{i j}\right)\left(\beta \circ \mu(A) \cdot F_{i j}\right)\right. \\
& \left.\quad+\left(\beta\left(\frac{A-A^{T}}{2}\right) \cdot F_{i j}\right)\left(\mu(A) \cdot F_{i j}\right)\right\} \operatorname{Tr}(A) M(A) d A=4 C_{5} .
\end{aligned}
$$

Averaging the result over $i, j$, such that $i \neq j$, we get

$$
\begin{aligned}
8 C_{5} & =\frac{1}{6} \int_{\mathrm{SO}_{4}}\left\{\left(\frac{A-A^{T}}{2} \cdot \beta \circ \mu(A)\right)+\left(\beta\left(\frac{A-A^{T}}{2}\right) \cdot \mu(A)\right)\right\} \operatorname{Tr}(A) M(A) d A \\
& =\frac{1}{3} \int_{\mathrm{SO}_{4}}\left(\frac{A-A^{T}}{2} \cdot \beta \circ \mu(A)\right) \operatorname{Tr}(A) M(A) d A .
\end{aligned}
$$

This formula is similar to (7.44) but for the additional factor $\operatorname{Tr}(A)$. This factor adds one more factor to the formula corresponding to $(7.45)$ and this additional factor is an even function of the $\theta_{k}$. Thus, the conclusion remains that the corresponding integral vanishes by antisymmetry, and this leads to $C_{5}=0$.

### 7.4.3. Proof of (7.27)

We have already shown that $\Lambda^{2}\left(\Lambda^{2}(V)\right)=W \oplus Z$, where $W \cong \mathbb{S}_{[2]}$ and $Z \cong \Lambda(V)$. If $n=4, \Lambda(V)$ is not irreducible. Instead, it decomposes into two irreducible representations of highest weights $\mathcal{L}_{1}+\mathcal{L}_{2}$ and $\mathcal{L}_{1}-\mathcal{L}_{2}$. On the other hand, $\mathcal{S}_{2}$ decomposes into the irreducible representations $\mathbb{S}_{[2]}$ and $\mathbb{C} I$, which have highest weights $2 \mathcal{L}_{1}$ and 0 . Thus, by Schur's lemma, a non-zero intertwining map $\tilde{B}_{a}: \Lambda^{2}\left(\Lambda^{2}(V)\right) \rightarrow \mathcal{S}_{2}$
must be an isomorphism between $W$ and $\mathbb{S}_{[2]}$ and equal to zero on the complement $Z$ of $W$ in $\Lambda^{2}\left(\Lambda^{2}(V)\right)$. We now identify such a map.

If $n=4$, there exists an isomorphism $\zeta: \Lambda^{3}(V) \rightarrow V$ such that $\zeta\left(v_{1} \wedge v_{2} \wedge v_{3}\right) \cdot v_{4}=\operatorname{det}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)$, $\forall\left(v_{1}, \ldots, v_{4}\right) \in V^{4}$. Now, we define the map $\mathcal{R}$ as follows:

$$
\begin{aligned}
\mathcal{R}: \Lambda^{2}\left(\Lambda^{2}(V)\right) \rightarrow & \vee^{2}(V) \\
\left(v_{1} \wedge v_{2}\right) \wedge\left(v_{3} \wedge v_{4}\right) \mapsto & \zeta\left(v_{1} \wedge v_{2} \wedge v_{3}\right) \vee v_{4}-\zeta\left(v_{1} \wedge v_{2} \wedge v_{4}\right) \vee v_{3} \\
& -\zeta\left(v_{3} \wedge v_{4} \wedge v_{1}\right) \vee v_{2}+\zeta\left(v_{3} \wedge v_{4} \wedge v_{2}\right) \vee v_{1}, \quad \forall\left(v_{1}, \ldots, v_{4}\right) \in V^{4} .
\end{aligned}
$$

$\mathcal{R}$ intertwines the representations $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ and $V^{2}(V)$ of $\mathrm{so}_{4} \mathbb{C}$. Thus, its kernel and image are subrepresentations of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ and $V^{2}(V)$ of $\mathrm{so}_{4} \mathbb{C}$ respectively. One has

$$
\begin{aligned}
\operatorname{Tr}\left\{\mathcal{R}\left(\left(v_{1} \wedge v_{2}\right) \wedge\left(v_{3} \wedge v_{4}\right)\right)\right\}= & 2\left\{\zeta\left(v_{1} \wedge v_{2} \wedge v_{3}\right) \cdot v_{4}-\zeta\left(v_{1} \wedge v_{2} \wedge v_{4}\right) \cdot v_{3}\right. \\
& \left.-\zeta\left(v_{3} \wedge v_{4} \wedge v_{1}\right) \cdot v_{2}+\zeta\left(v_{3} \wedge v_{4} \wedge v_{2}\right) \cdot v_{1}\right\} \\
= & 4\left(\operatorname{det}\left(v_{1}, v_{2}, v_{3}, v_{4}\right)-\operatorname{det}\left(v_{3}, v_{4}, v_{1}, v_{2}\right)\right)=0
\end{aligned}
$$

Hence, $\operatorname{im}(\mathcal{R}) \subset \mathbb{S}_{[2]}$. Furthermore $\operatorname{im}(\mathcal{R}) \neq\{0\}$. Indeed,

$$
\mathcal{R}\left(\left(e_{1} \wedge e_{2}\right) \wedge\left(e_{3} \wedge e_{4}\right)\right)=-\left(e_{1} \vee e_{1}+e_{2} \vee e_{2}\right)+e_{3} \vee e_{3}+e_{4} \vee e_{4} \neq 0
$$

where $\left(e_{i}\right)_{i=1}^{4}$ is the canonical basis of $V=\mathbb{C}^{4}$. Since $\mathbb{S}_{[2]}$ is irreducible and $\operatorname{im}(\mathcal{R})$ is a non-trivial subrepresentation of $\mathbb{S}_{[2]}$, we have $\operatorname{im}(\mathcal{R})=\mathbb{S}_{[2]}$. We have $\operatorname{dim} \Lambda^{2}\left(\Lambda^{2}(V)\right)=15$, $\operatorname{dim} \mathbb{S}_{[2]}=9$; hence by the rank nullity theorem, $\operatorname{dim}(\operatorname{ker} \mathcal{R})=6=\operatorname{dim} \Lambda^{2}(V)$. Thus, $\operatorname{ker} \mathcal{R}=Z$ (indeed, $\operatorname{ker} \mathcal{R}$ has to be a subrepresentation of $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ and $Z \cong \Lambda^{2}(V)$ is the only such representation which has the right dimension). Consequently, $\mathcal{R}$ is an isomorphism from the complement $W$ of $Z$ in $\Lambda^{2}\left(\Lambda^{2}(V)\right)$ onto $\mathbb{S}_{[2]}$ and is zero when restricted to $Z$. This shows that $\mathcal{R}$ is the map that needed to be identified. By Schur's lemma, there is a constant $C_{6} \in \mathbb{C}$ such that $\tilde{B}_{a}=C_{6} \mathcal{R}$.

We have

$$
\zeta\left(e_{i} \wedge e_{j} \wedge e_{k}\right)=\sum_{m=1}^{4} \varepsilon_{i j k m} e_{m},
$$

where $\varepsilon_{i j k m}$ is equal to zero if two or more indices $i, j, k, m$ are equal and equal to the signature of the permutation

$$
\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
i & j & k & m
\end{array}\right)
$$

otherwise. Then,

$$
\mathcal{R}\left(\left(e_{i} \wedge e_{j}\right) \wedge\left(e_{k} \wedge e_{\ell}\right)\right)=\sum_{m=1}^{4}\left[\varepsilon_{i j k m} e_{m} \vee e_{\ell}-\varepsilon_{i j e m} e_{m} \vee e_{k}-\varepsilon_{k i m} e_{m} \vee e_{j}+\varepsilon_{k \ell j m} e_{m} \vee e_{i}\right] .
$$

It follows that

$$
B_{a}\left(F_{i j}, F_{i k}\right)_{i \ell}=C_{6} \mathcal{R}\left(\left(e_{i} \wedge e_{j}\right) \wedge\left(e_{i} \wedge e_{k}\right)\right)_{i \ell}=2 C_{6} \varepsilon_{i j k \ell}
$$

Thus,

$$
\sum_{i, j, k, \ell} \epsilon_{i j k \ell} B_{a}\left(F_{i j}, F_{i k}\right)_{i \ell}=2 C_{6} \sum_{i, j, k, \ell} \epsilon_{i j k \ell} \varepsilon_{i j k \ell}=2 C_{6} \operatorname{Card}\left(\mathfrak{S}_{4}\right)=48 C_{6} .
$$

On the other hand,

$$
\begin{aligned}
& \sum_{i, j, k, \ell} \epsilon_{i j k \ell} B_{a}\left(F_{i j}, F_{i k}\right)_{i \ell}=\frac{1}{2} \int_{\mathrm{SO}_{4}} \sum_{i, j, k, \ell} \epsilon_{i j k \ell}\left[\left(\frac{A-A^{T}}{2}\right)_{i j} \mu(A)_{i k}\right. \\
&\left.-\mu(A)_{i j}\left(\frac{A-A^{T}}{2}\right)_{i k}\right]\left(\frac{A+A^{T}}{2}\right)_{i \ell} M(A) d A \\
&=-\int_{\mathrm{SO}_{4}} \sum_{j, k, \ell, i} \epsilon_{j k t i}\left(\frac{A-A^{T}}{2} e_{i}\right)_{j}\left(\mu(A) e_{i}\right)_{k}\left(\frac{A+A^{T}}{2} e_{i}\right)_{\ell} M(A) d A \\
&=-\int_{\mathrm{SO}_{4}} \sum_{i} \zeta\left(\frac{A-A^{T}}{2} e_{i} \wedge \mu(A) e_{i} \wedge \frac{A+A^{T}}{2} e_{i}\right) \cdot e_{i} M(A) d A \\
&=-\int_{\mathrm{SO}_{4}} \sum_{i} \operatorname{det}\left(\frac{A-A^{T}}{2} e_{i}, \mu(A) e_{i}, \frac{A+A^{T}}{2} e_{i}, e_{i}\right) M(A) d A,
\end{aligned}
$$

where we have used that

$$
\zeta(u \wedge v \wedge w)=\sum_{i, j, k, \ell} \epsilon_{i j k \ell} u_{i} v_{j} w_{k} e_{\ell}
$$

with $u_{i}$ the $i$-th coordinates of $u$ in the basis $\left(e_{i}\right)_{i=1}^{n}$ and similarly for $v_{j}$ and $w_{k}$. Now, we use (6.15) and get

$$
\begin{align*}
& \mathcal{D}_{i}=: \int_{\mathrm{SO}_{4}} \operatorname{det}\left(\frac{A-A^{T}}{2} e_{i}, \mu(A) e_{i}, \frac{A+A^{T}}{2} e_{i}, e_{i}\right) M(A) d A \\
& =\int_{\mathcal{T}} \int_{\mathrm{SO}_{4}} \operatorname{det}\left(g \frac{A_{\Theta}-A_{\Theta}^{T}}{2} g^{T} e_{i}, g \mu\left(A_{\Theta}\right) g^{T} e_{i}, g \frac{A_{\Theta}+A_{\Theta}^{T}}{2} g^{T} e_{i}, e_{i}\right) d g m(\Theta) d \Theta \\
& =\int_{\mathcal{T}} \int_{\mathrm{SO}_{4}} \operatorname{det}\left(\frac{A_{\Theta}-A_{\Theta}^{T}}{2} g^{T} e_{i}, \mu\left(A_{\Theta}\right) g^{T} e_{i}, \frac{A_{\Theta}+A_{\Theta}^{T}}{2} g^{T} e_{i}, g^{T} e_{i}\right) d g m(\Theta) d \Theta \\
& =\int_{\mathcal{T}} \int_{\mathrm{SO}_{4}} \sum_{j, k, \ell, m} g_{i j} g_{i k} g_{i l} g_{i m} \\
& \quad \operatorname{det}\left(\frac{A_{\Theta}-A_{\Theta}^{T}}{2} e_{j}, \mu\left(A_{\Theta}\right) e_{k}, \frac{A_{\Theta}+A_{\Theta}^{T}}{2} e_{\ell}, e_{m}\right) m(\Theta) d \Theta \tag{7.49}
\end{align*}
$$

Now, thanks to (6.43), (6.14), (7.32), we notice that the matrices $\frac{A_{\Theta}-A_{\Theta}^{T}}{2}, \mu\left(A_{\Theta}\right), \frac{A_{\Theta}+A_{\Theta}^{T}}{{ }^{2}}$ are sparse. Hence, the determinant in (7.49) is equal to zero for many values of the quadruple $(j, k, \ell, m) \in\{1, \ldots, 4\}^{4}$. The non-zero values of this determinant are given in Table 1.
It results that

$$
\begin{align*}
\mathcal{D}_{i}= & \int_{\mathcal{T}}\left(\alpha_{2}(\Theta) \sin \theta_{1}-\alpha_{1}(\Theta) \sin \theta_{2}\right)\left(\cos \theta_{1}-\cos \theta_{2}\right) m(\Theta) d \Theta \\
& \times \int_{\mathrm{SO}_{4}}\left(g_{i 1}^{2}+g_{i 2}^{2}\right)\left(g_{i 3}^{2}+g_{i 4}^{2}\right) d g \tag{7.50}
\end{align*}
$$

and the first integral in (7.50) is equal to 0 by the symmetry relations (7.47).

## 8. Conclusion

In this paper, we have derived a fluid model for a system of stochastic differential equations modelling rigid bodies interacting through body-attitude alignment in arbitrary dimensions. This follows earlier

Table 1. Table of the non-zero values of the determinant in (7.49) (called 'det' in the table) as a function of $(j, k, \ell, m)$. The quantities $\alpha_{q}, c_{q}$ and $s_{q}$ for $q=1,2$ refer to $\alpha\left(\theta_{q}\right)$, $\cos \left(\theta_{q}\right), \sin \left(\theta_{q}\right)$

| $j$ | $k$ | $\ell$ | $m$ | $\operatorname{det}$ | $j$ | $k$ | $\ell$ | $m$ | $\operatorname{det}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | $-\alpha_{1} s_{1} c_{2}$ | 3 | 1 | 1 | 3 | $-\alpha_{1} s_{2} c_{1}$ |
| 1 | 2 | 4 | 3 | $\alpha_{1} s_{1} c_{2}$ | 3 | 1 | 3 | 1 | $\alpha_{1} s_{2} c_{2}$ |
| 1 | 3 | 1 | 3 | $\alpha_{2} s_{1} c_{1}$ | 3 | 2 | 2 | 3 | $-\alpha_{1} s_{2} c_{1}$ |
| 1 | 3 | 3 | 1 | $-\alpha_{2} s_{1} c_{2}$ | 3 | 2 | 3 | 2 | $\alpha_{1} s_{2} c_{2}$ |
| 1 | 4 | 1 | 4 | $\alpha_{2} s_{1} c_{1}$ | 3 | 4 | 1 | 2 | $\alpha_{2} s_{2} c_{1}$ |
| 1 | 4 | 4 | 1 | $-\alpha_{2} s_{1} c_{2}$ | 3 | 4 | 2 | 1 | $-\alpha_{2} s_{2} c_{1}$ |
| 2 | 1 | 3 | 4 | $\alpha_{1} s_{1} c_{2}$ | 4 | 1 | 1 | 4 | $-\alpha_{1} s_{2} c_{1}$ |
| 2 | 1 | 4 | 3 | $-\alpha_{1} s_{1} c_{2}$ | 4 | 1 | 4 | 1 | $\alpha_{1} s_{2} c_{2}$ |
| 2 | 3 | 2 | 3 | $\alpha_{2} s_{1} c_{1}$ | 4 | 2 | 2 | 4 | $-\alpha_{1} s_{2} c_{1}$ |
| 2 | 3 | 3 | 2 | $-\alpha_{2} s_{1} c_{2}$ | 4 | 2 | 4 | 2 | $\alpha_{1} s_{2} c_{2}$ |
| 2 | 4 | 2 | 4 | $\alpha_{2} s_{1} c_{1}$ | 4 | 3 | 1 | 2 | $\alpha_{2} s_{2} c_{1}$ |
| 2 | 4 | 4 | 2 | $-\alpha_{2} s_{1} c_{2}$ | 4 | 3 | 2 | 1 | $-\alpha_{2} s_{2} c_{1}$ |

work where this derivation was done in dimension 3 only on the one hand or for simpler jump processes on the other hand. This extension was far from being straightforward. The main output of this work is to highlight the importance of concepts from Lie-group theory such as maximal torus, Cartan subalgebra and Weyl group in this derivation. We may anticipate that these concepts (which were hidden although obviously present in earlier works) may be key to more general collective dynamics models in which the control variables of the agents, i.e. the variable that determines their trajectory, belong to a Lie group or to a homogeneous space (which can be regarded as the quotient of a Lie group by one of its subgroups). At least when these Lie groups or homogeneous spaces are compact, we may expect that similar concepts as those developed in this paper are at play. Obviously, extensions to non-compact Lie groups or homogeneous spaces may be even more delicate.
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## Appendix

## A Direct derivation of strong form of equations satisfied by $\left(\boldsymbol{\alpha}_{k}\right)_{k=1}^{p}$

Beforehand, we need to give an expression of the radial Laplacian, defined by (5.6).

$$
\begin{gather*}
L \varphi=\sum_{j=1}^{p}\left(\frac{\partial^{2} \varphi}{\partial \theta_{j}^{2}}+\epsilon_{n} \frac{\sin \theta_{j}}{1-\cos \theta_{j}} \frac{\partial \varphi}{\partial \theta_{j}}\right) \\
+\sum_{1 \leq j<k \leq p} \frac{2}{\cos \theta_{k}-\cos \theta_{j}}\left(\left(\sin \theta_{j} \frac{\partial \varphi}{\partial \theta_{j}}-\sin \theta_{k} \frac{\partial \varphi}{\partial \theta_{k}}\right)\right)  \tag{A.1}\\
=\sum_{j=1}^{p}\left[\frac{\partial^{2} \varphi}{\partial \theta_{j}^{2}}+\left(\sum_{k \neq j} \frac{2}{\cos \theta_{k}-\cos \theta_{j}}+\frac{\epsilon_{n}}{1-\cos \theta_{j}}\right) \sin \theta_{j} \frac{\partial \varphi}{\partial \theta_{j}}\right] .  \tag{A.2}\\
=\frac{1}{u_{n}} \nabla_{\Theta} \cdot\left(u_{n} \nabla_{\Theta} \varphi\right), \tag{A.3}
\end{gather*}
$$

with $\epsilon_{n}$ given by (3.7).
In this section, we give a direct derivation of the strong form of the equations satisfied by $\left(\alpha_{k}\right)_{k=1}^{p}$. For this, we use a strategy based on [30, Section 8.3] (See also [18]). It relies on the following formula. Let $f$ be a function $\mathrm{SO}_{n} \rightarrow V$, where $V$ is a finite-dimensional vector space over $\mathbb{R}$. Then, we have

$$
\begin{equation*}
\varrho\left(\operatorname{Ad}\left(A^{-1}\right) X-X\right)^{2} f(A)-\varrho\left(\left[\operatorname{Ad}\left(A^{-1}\right) X, X\right]\right) f(A)=\left.\frac{d^{2}}{d t^{2}}\left(f\left(e^{t X} A e^{-t X}\right)\right)\right|_{t=0} . \tag{A.4}
\end{equation*}
$$

for all $X \in \mathfrak{5 0}_{n}$ and all $A \in \mathrm{SO}_{n}$, where $\varrho$ is defined at (2.4). We note in passing that $\varrho$ is a Lie algebra representation of $\mathfrak{s o}_{n}$ into $C^{\infty}\left(\mathrm{SO}_{n}, V\right)$, i.e. it is a linear map $\mathfrak{s o}_{n} \rightarrow \mathcal{L}\left(C^{\infty}\left(\mathrm{SO}_{n}, V\right)\right)\left(\right.$ where $\mathcal{L}\left(C^{\infty}\left(\mathrm{SO}_{n}, V\right)\right)$ is the space of linear maps of $C^{\infty}\left(\mathrm{SO}_{n}, V\right)$ into itself) which satisfies

$$
\varrho([X, Y]) f=[\varrho(X), \varrho(Y)] f, \quad \forall X, Y \in \mathfrak{s o}_{n}, \quad \forall f \in C^{\infty}\left(\mathrm{SO}_{n}, V\right) .
$$

In the previous formula, the bracket on the left is the usual Lie bracket in $\mathfrak{s o}_{n}$ while the bracket on the right is the commutator of two elements of $\mathcal{L}\left(C^{\infty}\left(\mathrm{SO}_{n}, V\right)\right)$.

The following proposition gives the equation satisfied by $\left(\alpha_{k}\right)_{k=1}^{p}$ in strong form.

Proposition A.1. (i) The functions $\left(\alpha_{k}\right)_{k=1}^{p}$ defined by (6.9) satisfy the following system of partial differential equations:

$$
\begin{align*}
& L \alpha_{\ell}-\kappa\left(\sum_{k=1}^{p} \sin \theta_{k} \frac{\partial}{\partial \theta_{k}}\right) \alpha_{\ell}-\sum_{k \neq \ell}\left(\frac{\alpha_{\ell}-\alpha_{k}}{1-\cos \left(\theta_{\ell}-\theta_{k}\right)}+\frac{\alpha_{\ell}+\alpha_{k}}{1-\cos \left(\theta_{\ell}+\theta_{k}\right)}\right) \\
& \quad-\epsilon_{n} \frac{\alpha_{\ell}}{1-\cos \theta_{\ell}}+\sin \theta_{\ell}=0, \quad \forall \ell=1, \ldots, p \tag{A.5}
\end{align*}
$$

(ii) System (A.5) is identical with (3.11).

Proof. (i) Eq. (6.4) can be equivalently written

$$
\begin{equation*}
\Delta \mu(A)+(\nabla \log M \cdot \nabla \mu)(A)=\frac{A-A^{T}}{2} \tag{A.6}
\end{equation*}
$$

We evaluate (A.6) at $A=A_{\Theta}$ for $\Theta \in \mathcal{T}$. We recall the expression (6.43) of $\frac{A_{\ominus}-A_{\Theta}^{T}}{2}$. Besides, with (3.1) and (3.21), we get

$$
\nabla \log M=\kappa \nabla(A \cdot \mathrm{I})=\kappa P_{T_{A}} \mathrm{I}=\kappa A \frac{A^{T}-A}{2}
$$

which, thanks to (6.43) and (2.5), leads to

$$
\begin{align*}
(\nabla \log M \cdot \nabla \mu)\left(A_{\Theta}\right) & =\kappa \sum_{k=1}^{p} \sin \theta_{k}(\nabla \mu)\left(A_{\Theta}\right) \cdot\left(A_{\Theta} F_{2 k-12 k}\right) \\
& =\kappa \sum_{k=1}^{p} \sin \theta_{k}\left(\varrho\left(F_{2 k-12 k}\right)(\mu)\right)\left(A_{\Theta}\right) . \tag{A.7}
\end{align*}
$$

We recall (6.27). The following identity is proved in the same manner:

$$
\begin{equation*}
\left(\varrho\left(F_{2 k-12 k}\right)^{2}(\mu)\right)\left(A_{\Theta}\right)=\sum_{\ell=1}^{p} \frac{\partial^{2} \alpha_{\ell}}{\partial \theta_{k}^{2}}\left(A_{\Theta}\right) F_{2 \ell-12 \ell} . \tag{A.8}
\end{equation*}
$$

Inserting (6.27) into (A.7), we eventually get

$$
\begin{equation*}
(\nabla \log M \cdot \nabla \mu)\left(A_{\Theta}\right)=\sum_{\ell=1}^{p}\left(-\kappa \sum_{k=1}^{p} \sin \theta_{k} \frac{\partial \alpha_{\ell}}{\partial \theta_{k}}\left(A_{\Theta}\right)\right) F_{2 \ell-12_{\ell}} \tag{A.9}
\end{equation*}
$$

It remains to find an expression of $\Delta \mu\left(A_{\Theta}\right)$. We use Formula (2.7) for $\Delta$. For $A=A_{\Theta}$, we see that $\varrho\left(F_{2 k-12 k}\right)^{2}(\mu)$ for $k=1, \ldots, p$ is explicit thanks to (A.8). On the other hand, $\varrho\left(F_{i j}\right)^{2}(\mu)$ for $(i, j) \notin\{(2 k-$ $1,2 k), k=1, \ldots, p\}$ is not. To compute them, we apply the same strategy as in [30, Section 8.3] and in ref. [18] based on (A.4). Given (6.6), we get, after a few lines of computations

$$
\left.\frac{d^{2}}{d t^{2}}\left(\mu\left(e^{t X} A e^{-t X}\right)\right)\right|_{t=0}=\left.\frac{d^{2}}{d t^{2}}\left(e^{t X} \mu(A) e^{-t X}\right)\right|_{t=0}=[X,[X, \mu(A)]]
$$

and so, (A.4) leads to

$$
\begin{equation*}
\varrho\left(\operatorname{Ad}\left(A^{-1}\right) X-X\right)^{2} \mu(A)-\varrho\left(\left[\operatorname{Ad}\left(A^{-1}\right) X, X\right]\right) \mu(A)=[X,[X, \mu(A)]] \tag{A.10}
\end{equation*}
$$

We adopt the same proof outline as in ref. [18] for the determination of the radial Laplacian. As in the proof of Prop. 6.6, we successively treat the cases of $\mathrm{SO}_{3}, \mathrm{SO}_{4}, \mathrm{SO}_{2 p}, \mathrm{SO}_{2 p+1}$. We refer to the proof of Prop. 6.6 for the notations.

Case of $\mathrm{SO}_{3}$. We use (A.10) with $A=A_{\Theta}$ and with $X=G^{+}$and $X=G^{-}$successively, and we add up the resulting equations. The details of the computations of what comes out of the left-hand side of (A.10) can be found in ref. [18]. On the other hand, after easy computations using (5.9), the right-hand side gives

$$
\left[G^{+},\left[G^{+}, \mu\left(A_{\Theta}\right)\right]\right]+\left[G^{-},\left[G^{-}, \mu\left(A_{\Theta}\right)\right]\right]=-2 \alpha_{1}\left(\theta_{1}\right) F_{12} .
$$

Thus, we get:

$$
2(1-\cos \theta)\left(\left(\varrho\left(G^{+}\right)^{2}+\varrho\left(G^{-}\right)^{2}\right) \mu\right)\left(A_{\Theta}\right)+2 \sin \theta\left(\varrho\left(F_{12}\right) \mu\right)\left(A_{\Theta}\right)=-2 \alpha_{1}\left(\theta_{1}\right) F_{12}
$$

With (6.27) and (A.8), this yields

$$
\begin{aligned}
\Delta \mu\left(A_{\Theta}\right) & =\left(\frac{\partial^{2} \alpha_{1}}{\partial \theta_{1}^{2}}\left(\theta_{1}\right)+\frac{\sin \theta_{1}}{1-\cos \theta_{1}} \frac{\partial \alpha_{1}}{\partial \theta_{1}}\left(\theta_{1}\right)-\frac{1}{1-\cos \theta_{1}} \alpha_{1}\left(\theta_{1}\right)\right) F_{12} \\
& =\left(\left(L \alpha_{1}\right)\left(\theta_{1}\right)-\frac{1}{1-\cos \theta_{1}} \alpha_{1}\left(\theta_{1}\right)\right) F_{12} .
\end{aligned}
$$

Case of $\mathrm{SO}_{4}$. We use (A.10) with $A=A_{\Theta}$ and with $X=H^{+}$and $X=K^{-}$successively, and we add up the resulting equations. We do similarly with $X=H^{-}$and $X=K^{+}$. Again, what results from the left-hand sides of (A.10) can be found in ref. [18], while the right-hand sides, using (5.9), give:

$$
\begin{aligned}
& {\left[H^{+},\left[H^{+}, \mu\left(A_{\Theta}\right)\right]\right]+\left[K^{-},\left[K^{-}, \mu\left(A_{\Theta}\right)\right]\right]=2\left(-\alpha_{1}+\alpha_{2}\right)(\Theta)\left(F_{12}-F_{34}\right),} \\
& {\left[H^{-},\left[H^{-}, \mu\left(A_{\Theta}\right)\right]\right]+\left[K^{+},\left[K^{+}, \mu\left(A_{\Theta}\right)\right]\right]=-2\left(\alpha_{1}+\alpha_{2}\right)(\Theta)\left(F_{12}+F_{34}\right) .}
\end{aligned}
$$

We get

$$
\begin{aligned}
& 2\left(1-\cos \left(\theta_{2}-\theta_{1}\right)\right)\left(\left(\varrho\left(H^{+}\right)^{2}+\varrho\left(K^{-}\right)^{2}\right) \mu\right)\left(A_{\Theta}\right) \\
& \quad-2 \sin \left(\theta_{2}-\theta_{1}\right)\left(\left(\varrho\left(F_{12}\right)-\varrho\left(F_{34}\right)\right) \mu\right)\left(A_{\Theta}\right)=2\left(-\alpha_{1}+\alpha_{2}\right)(\Theta)\left(F_{12}-F_{34}\right), \\
& 2\left(1-\cos \left(\theta_{1}+\theta_{2}\right)\right)\left(\left(\varrho\left(H^{-}\right)^{2}+\varrho\left(K^{+}\right)^{2}\right) \mu\right)\left(A_{\Theta}\right) \\
& \quad+2 \sin \left(\theta_{1}+\theta_{2}\right)\left(\left(\varrho\left(F_{12}\right)+\varrho\left(F_{34}\right)\right) \mu\right)\left(A_{\Theta}\right)=-2\left(\alpha_{1}+\alpha_{2}\right)(\Theta)\left(F_{12}+F_{34}\right),
\end{aligned}
$$

Collecting the results and using (6.27) and (A.8), we get

$$
\begin{aligned}
\Delta \mu\left(A_{\Theta}\right)= & \left\{\left(L \alpha_{1}\right)(\Theta)-\left(\frac{\left(\alpha_{1}-\alpha_{2}\right)(\Theta)}{1-\cos \left(\theta_{1}-\theta_{2}\right)}+\frac{\left(\alpha_{1}+\alpha_{2}\right)(\Theta)}{1-\cos \left(\theta_{1}+\theta_{2}\right)}\right)\right\} F_{12} \\
& +\left\{\left(L \alpha_{2}\right)(\Theta)-\left(\frac{\left(\alpha_{2}-\alpha_{1}\right)(\Theta)}{1-\cos \left(\theta_{2}-\theta_{1}\right)}+\frac{\left(\alpha_{2}+\alpha_{1}\right)(\Theta)}{1-\cos \left(\theta_{2}+\theta_{1}\right)}\right)\right\} F_{34} .
\end{aligned}
$$

Case of $\mathrm{SO}_{2 p}$. The computations are straightforward extensions of those done in the case of $\mathrm{SO}_{4} \mathbb{R}$ and lead to

$$
\begin{equation*}
\Delta \mu\left(A_{\Theta}\right)=\sum_{\ell=1}^{p}\left\{L \alpha_{\ell}(\Theta)-\sum_{k \neq \ell}\left(\frac{\left(\alpha_{\ell}-\alpha_{k}\right)(\Theta)}{1-\cos \left(\theta_{\ell}-\theta_{k}\right)}+\frac{\left(\alpha_{\ell}+\alpha_{k}\right)(\Theta)}{1-\cos \left(\theta_{\ell}+\theta_{k}\right)}\right)\right\} F_{2 \ell-12 \ell} . \tag{A.11}
\end{equation*}
$$

Case of $\mathrm{SO}_{2 p+1}$. In this case, we combine the computations done for the cases $\mathrm{SO}_{2 p}$ and $\mathrm{SO}_{3}$. They lead to

$$
\begin{align*}
\Delta \mu\left(A_{\Theta}\right)=\sum_{\ell=1}^{p} & \left\{L \alpha_{\ell}(\Theta)-\sum_{k \neq \ell}\left(\frac{\left(\alpha_{\ell}-\alpha_{k}\right)(\Theta)}{1-\cos \left(\theta_{\ell}-\theta_{k}\right)}+\frac{\left(\alpha_{\ell}+\alpha_{k}\right)(\Theta)}{1-\cos \left(\theta_{\ell}+\theta_{k}\right)}\right)\right. \\
& \left.-\epsilon_{n} \frac{\alpha_{\ell}(\Theta)}{1-\cos \theta_{\ell}}\right\} F_{2 \ell-12 \ell} . \tag{A.12}
\end{align*}
$$

Now, collecting (6.43), (A.9) and (A.11) or (A.12) (according to the parity of $n$ ) and inserting them into (A.6) gives a matrix identity which is decomposed on the basis vectors $\left(F_{2 \ell-12 \ell}\right)_{\ell=1}^{p}$ of $\mathfrak{h}$. Hence, it must be satisfied componentwise, which leads to (A.5) and ends the proof of Point (i).
(ii) We have

$$
\begin{equation*}
m^{-1} \nabla_{\Theta} \cdot\left(m \nabla_{\Theta} \alpha_{\ell}\right)=\Delta_{\Theta} \alpha_{\ell}+\nabla_{\Theta} \log m \cdot \nabla_{\Theta} \alpha_{\ell} \tag{A.13}
\end{equation*}
$$

where $\Delta_{\Theta}$ is the Laplacian with respect to $\Theta$ (i.e. $\Delta_{\Theta} \varphi=\nabla_{\Theta} \cdot\left(\nabla_{\Theta} \varphi\right)$ for any smooth function $\varphi \in \mathcal{T}$ ). Then, from [18, Eq. (4.6) \& (4.7)], we have

$$
\frac{\partial \log m}{\partial \theta_{j}}=-\kappa \sin \theta_{j}+\frac{\partial \log u_{n}}{\partial \theta_{j}}=\sin \theta_{j}\left(2 \sum_{k \neq j} \frac{1}{\cos \theta_{k}-\cos \theta_{j}}+\frac{\epsilon_{n}}{1-\cos \theta_{\ell}}-\kappa\right) .
$$

Inserting this into (A.13) and using (A.2), we find that the first term at the left-hand side of (3.11) corresponds to the first two terms of (A.5). The other terms of (3.11) have exact correspondence with terms of (A.5), which shows the identity of these equations.
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