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OSCILLATORY INTEGRALS WITH NONHOMOGENEOUS PHASE
FUNCTIONS RELATED TO SCHRÖDINGER EQUATIONS

LAWRENCE A. KOLASA

ABSTRACT. In this paper we consider solutions to the free Schrödinger equation in
n + 1 dimensions. When we restrict the last variable to be a smooth function of the first
n variables we find that the solution, so restricted, is locally in L2, when the initial data
is in an appropriate Sobolev space.

1. Introduction. Consider, for a fixed smooth function t(x), the solution to the
Schrödinger equation

(
i]tu(xÒ t) + ∆xu(xÒ t) = 0 (xÒ t) 2 Rn+1

u(xÒ 0) = f (x) 2 L2(Rn)

at time t = t(x)—u
�
xÒ t(x)

�
. We obtain results of the form




u� Ð Ò t( Ð )�



L2(Dn)

� C k fkHs Ò

where s depends on the smoothness of t. Here Hs(Rn) denotes the L2-Sobolev space,

Hs(Rn) =
(

f 2 L2(Rn) : k fkHs =
�Z

Rn
(1 + jòj2)sj f̂ (ò)j2 dò

�1Û2
Ú 1

)
Ò

and Dn denotes the closed unit disk in Rn.
This is motivated by a desire to understand the Schrödinger maximal operator,

uŁ(x) = sup
jtj�1

ju(xÒ t)j

One would like to prove an estimate of the form

(11) kuŁkL2(Dn) � C k fkHs Ò

which in turn implies that lim
t!0

u(xÒ t) = f (x) a.e., whenever f 2 Hs(Rn). One way to prove

an estimate as in (1.1) is to consider, for an arbitrary bounded measurable function t(x),
the operator St: Hs ! L2(Dn) defined by

Stf (x) = (2ô)�n
Z
Rn

eixÐòeit(x)jòj2 f̂ (ò) dò = u
�
xÒ t(x)

�
Ò
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and show that

kSt fk =



u� Ð Ò t( Ð )�




L2(Dn)
� C k fkHs Ò

where C is uniform over the family of operators St. When n = 1 the definitive result is
that (1.1) is satisfied for all f 2 Hs if and only if s ½ 1Û4. There are no such sharp results
when n ½ 2; s ½ 1Û4 is always a necessary condition, while s Ù 1Û2 is a sufficient
condition when n ½ 3, and s Ù 1Û2 � è for some positive è is a sufficient condition
when n = 2. See [1], [2], [3], [8], [10] and [12].

When studying St one may first consider for k = 0Ò 1Ò    the family of operators
Rk: L2(Rn) ! L2(Dn) of the form,

(12) Rk f (x) =
Z
Rn

ei(xÐy+t(x)jyj2)ík( y) f ( y) dyÒ

so as to reduce Hs estimates to L2 estimates. Here fíkg1k=0 is a partition of unity subordinate
to dyadic intervals. This family of operators Rk is similar to another one-parameter family
of operators, the so-called oscillatory integral operators, Tï: L2(Rn) ! L2(Rn), of the form

(13) Tï f (x) =
Z
Rn

eiïû(xÒy)a(xÒ y) f ( y) dy

These operators are typically studied when the phase function, û(xÒ y), is smooth, and the
amplitude a(xÒ y) is a smooth, compactly supported function ([4], [6], [7], [9], and [11])1.
Strictly speaking, Rk is not an oscillatory integral operator, even if t(x) is a smooth
function, since the “phase function” x Ð y + t(x)jyj2 is not homogeneous. If we make the
change of variables y ! 2ky, Rk cannot be put in the form Tï. So even if we do assume
that t(x) is a smooth function, the fact that we will prove estimates of the form

kRk fkL2(Dn) � C2s0k k fk2

for Rk in Section 3 is novel. Here s0 is a number that depends on the smoothness of the
function t.

We prove the following theorems in this paper.

THEOREM 1. Suppose t 2 C1 is such that rt(x) does not vanish on Dn. Then for any
s Ù 0, 


u� Ð Ò t( Ð )�




L2(Dn)
� C k fkHs Ò

where C may depend on s and t.

THEOREM 2. Suppose that t has only non-degenerate critical points. Then for any
s Ù 0, 


u� Ð Ò t( Ð )�




L2(Dn)
� C k fkHs Ò

when n = 1 or n = 2.

1 See [1] for an example of a non-smooth phase function.
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THEOREM 3. There is a smooth function t(x) such that an estimate




u� Ð Ò t( Ð )�



L2(Dn)

� C k fkHs

cannot hold for all f 2 Hs whenever s Ú 1Û4.

2. Preliminary Lemmas. Throughout this paper we shall let t(x) denote a fixed,
given C1(Dn) function. We will use a standard partition of unity subordinate to dyadic
intervals fíkg1k=0: í0 2 C1

0 (jyj � 2), í0( y) = 1 when jyj � 1; ík( y) = í0(2�ky) �
í0(21�ky), when k ½ 1.

If a(xÒ y) is a function of x 2 Rn and y 2 Rm, then denote by suppx(a) the projection
onto the x-coordinates of the support of a. Let rya(xÒ y) denote the gradient of a as a
function of y with x held fixed.

The expression x Ú¾ y means that there is a constant C whose particular value is
unimportant such that x � Cy.

Recalling the definition of Rk in (1.2), we begin with the following lemma whose
purpose, as noted earlier, is to reduce Hs estimates to L2 estimates. This approach is
found in [1].

LEMMA 1. Suppose there are constants C and s0 such that

kRk fkL2(Dn) � C2s0k k fk2 

Then for any s Ù s0 there is a constant Cs depending on C and s such that




u� Ð Ò t( Ð )�



L2(Dn)

� Cs k fkHs 

PROOF. Note that Rk f̂ = Rk(ü[supp(ík)] f̂ ). Hence

kRk f̂kL2(Dn) � C2s0k
 Z

supp(ík)
j f̂ ( y)j2 dy

!1Û2

Ú¾ (2�(s�s0))k
�Z

Rn
jyj2sj f̂ ( y)j2 dy

�1Û2 � C2�(s�s0)k k fkHs 

Then by Minkowski’s inequality,




u� Ð Ò t( Ð )�



L2(Dn)

�
1X

k=0
kRk f̂kL2(Dn) � C

1X
k=0

2�(s�s0)k k fkHs = Cs k fkHs Ò

as desired.

REMARK. We may multiply Rk by a C1
0 functionãwhich is unity on Dn, if necessary,

and all results about this “new” Rk will be the same as for that in (1.2). By abuse of
notation Rk will denote either one.

We shall also need the converse of Lemma 1.
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LEMMA 2. Suppose there are constants C and ö, independent of k, such that, as an
operator form L2(Rn) ! L2(Dn),

(21) kRkk ½ C2ök

Then the map

(22) St f (x) = u
�
xÒ t(x)

�

is not a bounded map from Hs(Rn) ! L2(Dn) for any s Ú ö.

PROOF. The condition (2.1) means that for each k = 1Ò 2Ò    there exists a function
fk 2 L2 such that k fkk2 = 1, supp( fk) 2 supp(ík) and for which

kRk fkkL2(Dn) ½ C2ök

Choose gk 2 L2 such that ĝk = fk. Fix an s for which S in (2.2) is a bounded map from
Hs(Rn) ! L2(Dn). On the one hand, by (2.1),

kStgkkL2(Dn) = kRk fkkL2(Dn) ½ C2ök

On the other hand, by the choice of s,

kSt(x)gkkL2(Dn) � C0kgkkHs = C0
�Z

j fk(x)j2(1 + jxj2)s dx
�1Û2

� C002skk fkk2 = C002sk

Hence 2(ö�s)k Ú¾ 1 for each k, which is only possible when ö � s.

Our proof of Theorem 1 exploits the similarities between Rk and Tï in (1.3). We use
the fact that when the mixed Hessian of û, the nð n matrix Hû(xÒ y) defined by

�
Hû(xÒ y)

�
iÒj

=
] 2û

] xi] yj
(xÒ y)Ò

is non-singular on the support of a, the decay of kTïk is as rapid as possible.

LEMMA 3. Suppose that Hû is non-singular on supp(a) and that the following quan-
tities are uniformly bounded on supp(a):

(i) kH�1
û (xÒ y)k

(ii) kryDã
x ûkL1(X) for all ã with jãj = 2

(iii)



rxDã

yû





L1(X)
for all ã with jãj � n + 2.

Then if M = maxf1Ò j suppx(a)jg and

Ma = kak1
�

Mj suppy(a)j
n X
jãj�n+1

sup
xyz

jDã
y a(xÒ y)a(xÒ z)j

o n
n+1

�1Û2
Ò
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then
kTï fk2 � CMaï�nÛ2 k fk2 Ò

where C is bounded.

A proof of Lemma 3 may be found in [7]. See also [6], [11]. That the power of ï
which appears in the conclusion of Lemma 3 is optimal is a consequence of the next
lemma. The idea for this lemma, which we use to prove Theorem 3, is found in [6].

LEMMA 4. Let Tï be as in (1.3). Suppose that there are measurable sets A ² suppx(a)
and Ã ² suppy(a) and measurable functions û1 and û2 such that

(23) ïjû(xÒ y) � û1(x) � û2( y)j Ú 1Û2 when (xÒ y) 2 Að Ã

If ja(xÒ y)j ½ c Ù 0 when (xÒ y) 2 Að Ã, and

(24)
þþþþZ

Ã
a(xÒ y) dy

þþþþ ½ 3Û4
Z

Ã
ja(xÒ y)j dy

then there is a positive constant C such that

kTïk ½ C
q
jAj jÃj

PROOF. Let f ( y) = e�iïû2( y)üeA( y); then k fk2 = jÃj1Û2. When x 2 A,

jTï f (x)j = je�iïû1(x)Tï f (x)j
½
þþþþZ

Ã
a(xÒ y) dy

þþþþ �
þþþþZ

Ã
(eiï(û(xÒy)�û1(x)�û2( y)) � 1)a(xÒ y) dy

þþþþ
= I + II

By condition (2.3)
jIIj � 1Û2

Z
Ã
ja(xÒ y)j dy

Thus (2.4) guarantees that

Z
A
jTï f (x)j2 dx ½ CjAj jÃj2Ò

and dividing by k fk2
2 gives the result.

When the mixed Hessian is degenerate having rank n � 1, it may be beneficial
to split coordinates. If xÒ y 2 Rn, write x = (x0Ò xn) and y = ( y0Ò yn) where x0Ò y0 2
Rn�1, the idea being that (after perhaps a change of variables) the mixed Hessian is
nondegenerate in the x0Ò y0 variables. To execute this line of thinking we must recall
the notion of frozen operators. For an operator of the form Tf (x) =

R
K(xÒ y) f ( y) dy,

for each choice of xnÒ yn we define the frozen operator Txnyn : L2(Rn�1) ! L2(Rn�1) by
Txnyn f (x0) =

R
K(x0Ò xnÒ y0Ò yn) f ( y0) dy0. Lemma 5 and Lemma 6 are the main technical

device regarding frozen operators that we make use of in the proof of Theorem 1. Their
proofs are elementary and may be found in [7].
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LEMMA 5. Let T be as above, TŁ the adjoint of T. Then as operators from L2(Rn�1)
to L2(Rn�1)

kTxnznk �
�Z 1

�1
k(TŁ)znynk2 dyn

�1Û2 �Z 1

�1
k(T)xnynk2 dyn

�1Û2


LEMMA 6. Suppose there exists a measurable function ë(xnÒ yn) such that

kTxnyn fkL2(Rn�1) � ë(xnÒ yn) k fkL2(Rn�1) Ò



Z ë(xnÒ yn)h( yn) dyn






L2(R)

� CkhkL2(R)

Then
kTfkL2(Rn) � C k fkL2(Rn) 

Finally, our proofs rely on stationary phase estimates, which, while at times delicate,
are standard. The reader is referred to [5], [7] or [11] for details.

3. A Proof of Theorem 1. Given Lemma 1 a proof of Theorem 1 follows from the
appropriate estimate for Rk.

PROPOSITION 1. Suppose t 2 C1 is such that rt(x) 6= 0 for all x 2 Dn. Then there is
a constant C, which is independent of k, such that

kRk fkL2(Dn) � C k fk2 

PROOF. Since rt does not vanish we may assume that suppx(a) is a small neighbor-
hood of the origin of Rn on which there is a C1 diffeomorphism ö such that t Ž ö(x) = xn,
and for which Dö(0) = I, the nð n identity matrix. Let ï = 2k. After making a change of
variables

�
x ! ö(x)Ò y ! ïy

�
it suffices to show that

(31) kR̃ï fkL2(Dn)
Ú¾ ï�nÛ2 k fk2 Ò

where
R̃ï f (x) = ã(x)

Z
Rn

ei(ïö(x)Ðy+ï2xnjyj2)í1( y) f ( y) dy
Here ã is a cut off function to Dn. Write a(xÒ y) = ã(x)í1( y) and proceed. If

K(xÒ z) =
Z
Rn

exp
�

i
n
ï
�
ö(x) � ö(z)

�
Ð y + ï2(xn � zn)jyj2

o�
a(xÒ y)a(zÒ y) dyÒ

then, letting Sï = R̃ïR̃Ł
ï,

Sï f (x) =
Z
Rn

f (z)K(xÒ z)†
� xn � zn

è
�

dz +
Z
Rn

f (z)K(xÒ z)†̃
�xn � zn

è
�

dz

= S1
ï f (x) + S2

ï f (x)Ò

where † 2 C1
0 is such that † � 1 near 0 and †̃ = 1 � †.
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We find that the frozen operators (S1
ï)xnzn have the form

(32) (S1
ï)xnzn f (x0) = †

�xn � zn

è
�

(R̃ïR̃Ł
ï)xnzn f (x0)

For fixed xn, since xnjyj2 is a function of y only, we may consider (R̃ï)xnyn as an oscillatory
integral operator with phase function ö(x0Ò xn) Ð ( y0Ò yn). Clearly, by the construction of ö,
the mixed Hessian of this phase function is non-degenerate on supp(a) . Consequently
by Lemma 3

(33)



(R̃ï)xnyn f





L2(Rn�1)

Ú¾ ï�(n�1)Û2 k fkL2(Rn�1) 

By (3.2), (3.3) and Lemma 5,




(S1
ï)xnzn f





L2(Rn�1)

Ú¾ †
�xn � zn

è
� 


(R̃ïR̃Ł

ï)xnzn f (x0)





L2(Rn�1)

Ú¾ †
�xn � zn

è
�
ï�(n�1) k fkL2(Rn�1) 

It follows then from Lemma 6 and the generalized Young’s inequality that

(34)



S1

ï f





2
Ú¾ ï�n+1è k fk2 = ï�n k fk2 Ò

if we take è = ï�1. In what follows we shall take è = ï�1, and in doing so we may
assume, given the support properties of †̃, that ïjxn � znj Ù¾ 1.

Now we turn our attention to S2
ï. Note that

ï
�
ö(x) � ö(z)

�
Ð y + ï2(xn � zn)jyj2 = ï2(xn � zn)jy + F(xÒ z)j2 � jö(x) � ö(z)j2

4(xn � zn)
Ò

where F(xÒ z) = ö(x)�ö(z)
2ï(xn�zn) . Let A(xÒ zÒ y) = a(xÒ y)a(zÒ y) and ñ = ï2(xn � zn). Then the

kernel of S2
ï is

†̃
�xn � zn

è
�

exp

0
@�i

jö(x) � ö(z)j2
4(xn � zn)

1
A Z

Rn
eiñjyj2A

�
xÒ zÒF(xÒ z)

�
dy

Here we have that
Z
Rn

eiñjyj2A
�
xÒ zÒF(xÒ z)

�
dy

=
 

iñ
ô
!�nÛ2 �

A
�
xÒ zÒF(xÒ z)

�
+
Z
Rn

r1(ijòj2Û4ñ)e�iòÐF(xÒz)Â(xÒ zÒ �ò) dò
�
Ò

where r1 is the remainder term in the first order Taylor expansion of ex, and Â denotes
the Fourier transform in the last variable. So (S2

ï)xnzn is the sum of two terms, (S2
ï)0xnzn

and
(S2

ï)00xnzn
having kernels K0(x0Ò z0) and K00(x0Ò z0) respectively. Since

K0(x0Ò z0) =
 

iñ
ô
!�nÛ2

†̃
�xn � zn

è
�

exp
�
iï0jö(x) � ö(z)j2

�
A
�
xÒ zÒF(xÒ z)

�
Ò
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where ï0 = 1
4(xn�zn) , we may treat (S2

ï)0xnzn
as an oscillatory integral operator with phase

function jö(x0Ò xn)�ö(z0Ò zn)j2 and amplitude A
�
xÒ zÒF(xÒ z)

�
. And although this amplitude

function does depend on ï, because (ïjxn � znj)�1 Ú¾ 1 we may uniformly bound finitely
many z0-derivatives of A. Moreover, since jxjÒ jzj � 2, then j suppz0 Aj Ú¾ 1. So by
Lemma 3,

(35)



(S2

ï)0xnzn
f





L2(Rn�1)
Ú¾ †̃

�xn � zn

è
�
ï�njxn � znj�1Û2 k fkL2(Rn�1) 

Also (S2
ï)00xnzn

may be treated as an oscillatory integral operator as

K00(x0Ò z0) = (�iô)nÛ2ñ�nÛ2�1†̃
�xn � zn

è
�

exp
�
iï0jö(x) � ö(z)j2

�

ð ñ
Z
Rn

r1(ijòj2Û4ñ)e�iòÐF(xÒz)Â(xÒ zÒ �ò) dò

The phase function is the same as in the previous case, but the amplitude is different. To
apply Lemma 3 we must consider z0-derivatives and the volume of the z0-support of this
amplitude,

ñ
Z
Rn

r1(ijòj2Û4ñ)e�iòÐF(xÒz)Â(xÒ zÒ �ò) dòÒ
and find L1 bounds on these quantities which are independent of ï. Since jxjÒ jzj � 2
when this amplitude does vanish, and by consideration of stationary phase estimates it
suffices to show that for s Ù nÛ2

X
jãj�2+s

þþþDã
òDå

z0

�
e�iòÐF(xÒz)Â(xÒ zÒ �ò) dò

�þþþ
L2(dò)

Ú¾ 1Ò

for all jåj � n, and this is easily seen to be so given that jï(xn � zn)j ½ 1. Then Lemma 3
shows that

(36)



(S2

ï)00xnzn
f





L2(Rn�1)
Ú¾ †̃

�xn � zn

è
�
ï�n�2jxn � znj�3Û2 k fkL2(Rn�1) 

Using (3.5) and (3.6) and the fact that jxn � znjï Ù¾ 1 on supp †̃ we see that

(37)



(S2

ï)xnzn





L2(Rn�1)

Ú¾ ï�njxn � znj�1Û2 k fkL2(Rn�1) 

Then Lemma 6 and the generalized Young’s inequality imply

kSï fk2
Ú¾ ï�n k fk2 Ò

and this implies (3.1).

4. Nondegenerate Critical Points. The case when rt 6= 0 represents the easiest
to treat using the methods of Theorem 1. When rt vanishes, the situation is more
complicated. However the case when the Hessian of t is non-singular whenever rt
vanishes—i.e., t has non-degenerate critical points—is treated below. We limit ourselves
to the case when n = 1 or n = 2. Theorem 2 will follow from Lemma 1 once we prove
the following.
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PROPOSITION 2. Suppose that t(x) has only non-degenerate critical points. Then

kRk fk � CknÛ2 k fk2 Ò
when n = 1 or n = 2.

Before giving the proof of Proposition 2, we state a technical lemma whose proof is
given at the end of this section.

LEMMA 7. Let n = 1 or n = 2, and suppose that A is an nð n diagonal matrix whose
eigenvalues are š1. If A(x) denotes the quadratic form A x Ð x, then

(41) sup
jzj�1

Z
Dn

dx�
1 + ï2jA(x) �A(z)j

�nÛ2
Ú¾
 

ln(ï)
ï

!n



PROOF OF PROPOSITION 2. We know that t only has finitely many isolated critical
points in Dn. Away from these critical points jrtj ½ c Ù 0. Near a given critical point
we may change variables in such a way that t is a quadratic form. After a partition of
unity, an application of Theorem 1 and a change of variables, we may assume that Rk is
of the form

Rk f (x) = ïnÛ2
Z
Rn

exp
�
i
h
ïö(x) Ð y + ï2A(x)jyj2

i�
a(xÒ y) f ( y) dyÒ

where ï = 2k, A is as in Lemma 7, ö is a C1 diffeomorphism and a 2 C1
0 (Dn ð Dn). As

always RkRŁ
k has a kernel K of the form

K(xÒ z) = ïn
Z
Rn

exp
�

i
�
ï
�
ö(x) � ö(z)

�
Ð y + ï2

�
A(x) �A(z)

�
jyj2

½�
a(xÒ y)a(zÒ y) dy

In general jK(xÒ z)j Ú¾ ïn, while by stationary phase jK(xÒ z)j Ú¾ ïn
�
ï2
�
A(x)�A(z)

���nÛ2
.

Then an application of the generalized Young’s inequality and Lemma 7 yields the desired
result.

We restrict ourselves to the case n = 1Ò 2 because the estimate in (4.1) is no longer
valid for larger n. The estimate that one does get for n ½ 3 is not good enough to prove
results that are better than those already found in [10] and [12].

PROOF OF LEMMA 6. We consider the cases of when n = 1 and n = 2 separately.
Case 1. n = 1.
After a change of variables, x 7! xÛï it suffices to show that

sup
jzj�ï

Z ï

0

dx

(1 + jx2 � z2j)1Û2
Ú¾ ln(ï)

We calculate, for fixed jzj � ï, that

Z ï

0

dx

(1 + jx2 � z2j)1Û2
=
Z jzj

0

dx

(1 + z2 � x2)1Û2
+
Z ï

jzj

dx

(1 + x2 � z2)1Û2

= arcsin
 

zp
1 + z2

!
+ ln

0
@ï +

p
1 � z2 + ï2

jzj + 1

1
A Ú¾ ln(ï)

https://doi.org/10.4153/CMB-1998-043-1 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1998-043-1


OSCILLATORY INTEGRALS 315

Case 2. n = 2 and A = š I (say A = I).
Again we change variables as before, so it suffices to show that

(532) sup
jzj�ï

Z ï

0

r dr�
1 +

þþþr2 � jzj2
þþþ� Ú¾ ln(ï)2

We make a further change of variables, s = r2 so that the left-hand side of (5.3.2) is equal
to (modulo a constant factor)

Z ï2

0

dr
1 + jr � jzj2j =

Z jzj2

0

dr
1 + jzj2 � r

+
Z ï2

jzj2

dr
1 + r � jzj2

= ln(1 + jzj2) + ln(1 + ï2 � jzj2) Ú¾ ln(ï)

Case 3. n = 2 and A = š
 

1 0
0 �1

!
.

We must consider, where c = Az Ð z,

Z
B(0Ò1)

dx dy
1 + ïjx2 � y2 � cj 

After the change of variables u = x + yÒ v = x � y and a dilation, we may consider

Z ï

�ï

Z ï

�ï

dx dy
1 + jxy � cj jcj � ï2

In fact it is clear that we only have to consider

Z ï

1

Z ï

1

dx dy
1 + jxy � cj jcj � ï2

By changing variables the above is equal to

Z ï

1

1
y

 Z ïy

y

dx
1 + jx � cj

!
dy Ú¾ ln(ï)2Ò

and this completes the proof.

5. Lower Bounds. It is not possible that we may always get estimates as in The-
orems 1 and 2 for all s Ù 0, as Theorem 3 shows. Lemma 2 tells us that we need
to find a lower bound for Rk. Here again we take advantage of the similarity be-
tween Rk and the general oscillatory integral operator Tï: we let our phase function
be û(xÒ y) = x Ð y + ït(x)jyj2; the fact that it depends on the parameter ï does not worry
us in this case, as Lemma 4 is still applicable.

Theorem 3 follows from Lemma 2 and the next result.

PROPOSITION 3. There is a smooth function t(x) such that for any è Ù 0 we may find
a constant Cè such that

kRkk ½ Cè2kÛ4�è
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PROOF. We define a function, ú, of a single variable, r, locally and extend using a
standard construction. For j = 1Ò 2Ò    let rj = 1Ûj and notice that the distance between
two consecutive points in this sequence is

rj � rj�1 =
1

j( j + 1)
¾ 1

j2


Define
új(r) = 2�j(r � rj)

Let †j be a sequence of C1
0 functions with 0 � †j � 1 such that †j � 1 when

kr�rjk � (10j)�2, and suppûi\suppûj is empty when ji�jj ½ 2. Then ú(r) =
P†j(r)új(r)

and t(x) = ú(xn).
Make the change of variables y ! 2ky. We have to show that

kR̃kk ½ Cè2
k(�nÛ2+1Û4�è)

where
R̃k f (x) =

Z
Rn

ei2kû(xÒy)í1( y) f ( y) dyÒ
and

û(xÒ y) = x Ð y + 2kt(x)jyj2
Let xk = (0Ò    Ò 0Ò rk), and yk = (0Ò    Ò 0Ò �1Û2) and define

Φ(xÒ y) = û(xÒ y) � û(xkÒ y) � û(xÒ yk) + û(xkÒ yk)

In the language of Lemma 4, û1(x) = û(xÒ yk) + û(xkÒ yk) and û2( y) = û(xkÒ y). Let A be
the rectangle jx0j � C2�kÛ2, jxn � rkj � Ck�2 and let Ã be the rectangle jy0j � C2�kÛ2,
jyn + 1Û2j � C2�kÛ2, where C is a small (absolute) constant. In this region we have that

Φ(xÒ y) = x0 Ð y0 + (xn � rk)( yn + 1Û2)2

We see on A ð Ã that 2kjΦ(xÒ y)j Ú 1Û2 for a proper choice of C. An application of
Lemma 4 shows that

kRkk Ù¾
q
jAjjÃj Ù¾ 2�nÛ2+1Û4k�2 ½ Cè2

k(�nÛ2+1Û4�è)
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