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Abstract

Quiver Hopf algebras are classified by means of ramification systems with irreducible representations.
This leads to the classification of Nichols algebras over group algebras and pointed Hopf algebras of type
one.
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1. Introduction

Hopf algebras have important applications in mathematics and mathematical physics.
Indeed, quasitriangular Hopf algebras give rise to braided tensor categories and Yang–
Baxter equations with important applications to integrable systems and statistical
mechanics (see, for example, [11] and references therein). Semisimple Hopf algebras
and nonsemisimple Hopf algebras are related to conformal field theory (see, for
example, [9]).

Classification of Hopf algebras is a main objective in Hopf algebra research. So far,
many important results have been obtained in the classification of finite-dimensional
pointed Hopf algebras (see, for example, [1–4, 10]). Classification of PM quiver Hopf
algebras was completed by means of a ramification system with characters in [20].
The classification of ramification systems with characters over the symmetric group
Sn with n , 6 was obtained in [18]. Irreducible Hopf bimodules over a finite group
were described in [8]. They correspond to pairs (Os, ρ), where Os is a conjugacy class
containing s in G and ρ is an irreducible representation of the centraliser Gs in G.

In this paper, quiver Hopf algebras, Nichols algebras over group algebras and
pointed Hopf algebras of type one are classified by means of a ramification system
with irreducible representations (RSR in short). As examples we classify RSRs over
the symmetric group Sn with n , 6.

c© 2012 Australian Mathematical Publishing Association Inc. 0004-9727/2012 $16.00

216

https://doi.org/10.1017/S0004972712000494 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972712000494


[2] Classification of quiver Hopf algebras and pointed Hopf algebras of type one 217

Quivers [6, 7, 14, 19] and tensor algebras of Hopf bimodules [12, 15] have been
applied widely in representation theory, Hopf algebras and quantum groups. We
use quivers to describe Yetter–Drinfeld kG-modules, kG-Hopf bimodules, Nichols
algebras in the braided tensor category kG

kGYD, pointed Hopf algebras of type one and
quiver Hopf algebras.

Preliminaries

Throughout this paper we assume that G is a finite group and k is a field.
Let Ĝ denote the set of all isomorphism classes of irreducible representations of

group G and Zs the centraliser of s in G. For h ∈G and an isomorphism φ from G
to G′, define a map φh from G to G′ by sending x to φ(h−1xh) for any x ∈G. The
dimension of a representation space of representation ρ is denoted by deg(ρ).

LetN and Z denote the sets of all nonnegative integers and all integers, respectively.
For a set X, we denote by |X| the number of elements in X. If X =

⊕
i∈I X(i) as

vector spaces, then we denote by ιi the natural injection from X(i) to X and by πi the
corresponding projection from X to X(i). We will use µ to denote the multiplication
of an algebra and use ∆ to denote the comultiplication of a coalgebra. For a (left or
right) module and a (left or right) comodule, denote by α−, α+, δ− and δ+ the left
module, right module, left comodule and right comodule structure maps, respectively.
Sweedler’s sigma notations for coalgebras and comodules are ∆(x) =

∑
x(1) ⊗ x(2),

δ−(x) =
∑

x(−1) ⊗ x(0), δ+(x) =
∑

x(0) ⊗ x(1).
A quiver Q = (Q0, Q1, s, t) is an oriented graph, where Q0 and Q1 are the sets of

vertices and arrows, respectively; s and t are two maps from Q1 to Q0. For any arrow
a ∈ Q1, s(a) and t(a) are called its start vertex and end vertex, respectively, and a is
called an arrow from s(a) to t(a). For any n ≥ 0, an n-path or a path of length n in
the quiver Q is an ordered sequence of arrows p = anan−1 . . . a1 with t(ai) = s(ai+1)
for all 1 ≤ i ≤ n − 1. Note that a 0-path is precisely a vertex and a 1-path is precisely
an arrow. In this case, we define s(p) = s(a1), the start vertex of p, and t(p) = t(an),
the end vertex of p. For a 0-path x, we have s(x) = t(x) = x. Let Qn be the set
of n-paths. Let yQx

n denote the set of all n-paths from x to y, x, y ∈ Q0. That is,
yQx

n = {p ∈ Qn | s(p) = x, t(p) = y}.
A quiver Q is finite if Q0 and Q1 are finite sets. A quiver Q is locally finite if yQx

1 is
a finite set for any x, y ∈ Q0.

Let G be a group. LetK(G) denote the set of conjugacy classes in G. A formal sum
r =

∑
C∈K(G) rCC of conjugacy classes of G with cardinal number coefficients is called

a ramification (or ramification data) of G, that is, for any C ∈ K(G), rC is a cardinal
number. In particular, a formal sum r =

∑
C∈K(G) rCC of conjugacy classes of G with

nonnegative integer coefficients is a ramification of G.
For any ramification r and a C ∈ K(G), without loss of generality, we can choose a

set IC(r) such that its cardinal number is rC . Let

Kr(G) := {C ∈ K(G) | rC , 0} = {C ∈ K(G) | IC(r) , ∅}.
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If there exists a ramification r of G such that the cardinal number of yQx
1 is equal to

rC for any x, y ∈G with x−1y ∈C ∈ K(G), then Q is called a Hopf quiver with respect
to the ramification data r. In this case, there is a bijection from IC(r) to yQx

1, and
hence we write yQx

1 = {a(i)
y,x | i ∈ IC(r)} for any x, y ∈G with x−1y ∈C ∈ K(G). Denote

by (Q,G, r) the Hopf quiver of G with respect to r.
If φ : A→ A′ is an algebra homomorphism and (M, α−) is a left A′-module, then

M becomes a left A-module with the A-action given by a · x = φ(a) · x for any a ∈ A,
x ∈ M, called a pullback A-module through φ, written as φM. Dually, if φ : C→C′

is a coalgebra homomorphism and (M, δ−) is a left C-comodule, then M is a left C′-
comodule with the C′-comodule structure given by δ′− := (φ ⊗ id)δ−, called a push-out
C′-comodule through φ, written as φM.

If B is a Hopf algebra and M is a B-Hopf bimodule, then we say that (B, M)
is a Hopf bimodule. For any two Hopf bimodules (B, M) and (B′, M′), if φ is a
Hopf algebra homomorphism from B to B′ and ψ is simultaneously a B-bimodule
homomorphism from M to φM′φ and a B′-bicomodule homomorphism from φMφ

to M′, then (φ, ψ) is called a pull–push Hopf bimodule homomorphism. If ψ is a
bijection, then we say that (φ, ψ) is a pull–push Hopf bimodule isomorphism, written
as (B, M) � (B′, M′) as pull–push Hopf bimodules. In particular, if B = B′ we also
write M � M′ as pull–push B-Hopf bimodules. Similarly, we say that (B, M) and
(B, X) are a Yetter–Drinfeld module and a Yetter–Drinfeld Hopf algebra, respectively,
if M is a Yetter–Drinfeld B-module and X is a braided Hopf algebra in Yetter–Drinfeld
category B

BYD. For any two Yetter–Drinfeld modules (B, M) and (B′, M′), if φ is a
Hopf algebra homomorphism from B to B′, and ψ is simultaneously a left B-module
homomorphism from M to φM′ and a left B′-comodule homomorphism from φM to
M′, then (φ, ψ) is called a pull–push Yetter–Drinfeld module homomorphism. For
any two Yetter–Drinfeld Hopf algebras (B, X) and (B′, X′), if φ is a Hopf algebra
homomorphism from B to B′, ψ is simultaneously a left B-module homomorphism
from X to φX′ and a left B′-comodule homomorphism from φX to X′, and at the same
time ψ is also an algebra and coalgebra homomorphism from X to X′, then (φ, ψ)
is called a pull–push Yetter–Drinfeld Hopf algebra homomorphism. (See the remark
after Theorem 4 in [20].)

Let A be an algebra and M be an A-bimodule. Then the tensor algebra TA(M) of M
over A is a graded algebra with TA(M)(0) = A, TA(M)(1) = M and TA(M)(n) =

⊗n
A M

for n > 1. That is,

TA(M) = A ⊕
(⊕

n>0

n⊗
A

M
)

(see [12]). Let D be another algebra. If h is an algebra map from A to D and
f is an A-bimodule map from M to D = hDh, then by the universal property of
TA(M) (see [12, Proposition 1.4.1]) there is a unique algebra map TA(h, f ) : TA(M)→
D such that TA(h, f )ι0 = h and TA(h, f )ι1 = f . We can easily see that TA(h, f ) =

h +
∑

n>0 µ
n−1Tn( f ). For details, the reader is referred to [12, Section 1.4] or [20].

Dually, let C be a coalgebra and let M be a C-bicomodule. Then the cotensor

https://doi.org/10.1017/S0004972712000494 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972712000494


[4] Classification of quiver Hopf algebras and pointed Hopf algebras of type one 219

coalgebra T c
C(M) of M over C is a graded coalgebra with T c

C(M)(0) = C, T c
C(M)(1) = M

and T c
C(M)(n) =

n
C M for n > 1. That is,

T c
C(M) = C ⊕

(⊕
n>0

n

C

M
)

(see [12] or [20]). If B is a Hopf algebra and M is a B-Hopf bimodule, then both
TB(M) and T c

B(M) are graded Hopf algebras. Furthermore, the subalgebra generated
by H and M in T c

B(M), written as H[M], is a Hopf subalgebra of T c
B(M) and H[M] is

called a Hopf algebra of type one.

2. Classification of quiver Hopf algebras

D 2.1. We call (G, r, −→ρ , u) a ramification system with irreducible representa-
tions (RSR) if r is a ramification of G; u is a map from K(G) to G with u(C) ∈C for
any C ∈ K(G); IC(r, u) and JC(i) are sets with |JC(i)| = deg(ρ(i)

C ) and IC(r) = {(i, j) | i ∈
IC(r, u), j ∈ JC(i)} for any C ∈ Kr(G), i ∈ IC(r, u); and

−→ρ = {ρ(i)
C }i∈IC (r,u),C∈Kr(G) ∈

∏
C∈Kr(G)

(Ẑu(C))|IC (r,u)|

with ρ(i)
C ∈ Ẑu(C) for any i ∈ IC(r, u),C ∈ Kr(G). Also RSR(G, r, −→ρ , u) and

RSR(G′, r′,
−→
ρ′, u′) are said to be isomorphic if the following conditions are satisfied.

• There exists a group isomorphism φ : G→G′.
• For any C ∈ K(G), there exists an element hC ∈G such that φ(h−1

C u(C)hC) =

u′(φ(C)).
• For any C ∈ Kr(G), there exists a bijective map φC : IC(r, u)→ Iφ(C)(r′, u′)

such that ρ(i)
C � ρ′

(φC (i))
φ(C) φhc as representations of kZu(C) for all i ∈ IC(r, u), where

φhC (h) = φ(h−1
C hhC) for any h ∈G.

R 2.2. Assume that G = G′, r = r′, u(C) = u′(C) and IC(r, u) = IC(r′, u′) for any
C ∈ Kr(G). If there is a permutation φC on IC(r, u) for any C ∈ Kr(G) such that

ρ′
(φC (i))
C � ρ(i)

C for all i ∈ IC(r, u), then obviously RSR(G, r, −→ρ , u) � RSR(G, r,
−→
ρ′, u).

E 2.3. Assume that k is a complex field and G = S3. Then there are three
elements inK(G), which are {(1)}, {(12), (13), (23)}, {(123), (132)}, and there are three
nonisomorphic irreducible representations, namely two one-dimensional irreducible
representations, ε and sgn, and one two-dimensional irreducible representation, ρ.
Obviously Zu({1}) = G. The set {RSR(G, r, −→ρ , u) | −→ρ = ρ, (sgn, sgn), (ε, sgn), (ε, ε)}
gives all the representatives of isomorphic classes of RSRs with r = rCr and C = {(1)}.
Furthermore, when −→ρ = ρ, we can set IC(r, u) = {1} and JC(1) = {1}. In this case
ρ(1)

C = ρ. When −→ρ = (ε, sgn), we can set IC(r, u) = {1, 2} and JC(1) = JC(2) = {1}. In
this case ρ(1)

C = ε, ρ(2)
C = sgn.
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Let
G =

⋃
θ∈ΘC

Zu(C)gθ, (2.1)

where ΘC is an index set, be a coset decomposition of Zu(C) in G. It is easy to check
that |ΘC | = |C|. We always assume that the representative element of the coset Zu(C) is
the identity 1 of G. For any h ∈G and θ ∈ ΘC , there exist unique h′ ∈ Zu(C) and θ′ ∈ ΘC

such that gθh = h′gθ′ . Let ζθ(h) = h′. Then

gθh = ζθ(h)gθ′ .

Let Q = (G, Q1, s, t) be a quiver of a group G. Then kQ1 becomes a kG-bicomodule
under the natural comodule structures:

δ−(a) = t(a) ⊗ a, δ+(a) = a ⊗ s(a), a ∈ Q1,

called an arrow comodule, written as kQc
1. In this case, the path coalgebra kQc is

exactly isomorphic to the cotensor coalgebra T c
kG(kQc

1) over kG in a natural way (see
[6, 7]). We will set kQc = T c

kG(kQc
1) in the following. Moreover, when G is finite, kQ1

becomes a (kG)∗-bimodule with the module structures defined by

p · a := 〈p, t(a)〉a, a · p := 〈p, s(a)〉a, p ∈ (kG)∗, a ∈ Q1,

written as kQa
1, called an arrow module. Therefore, we have a tensor algebra

T(kG)∗(kQa
1). Note that the tensor algebra T(kG)∗(kQa

1) of kQa
1 over (kG)∗ is exactly

isomorphic to the path algebra kQa. We will set kQa = T(kG)∗(kQa
1) in the following.

P 2.4. If N is a kG-Hopf bimodule, then there exist a Hopf quiver (Q,G, r),
an RSR(G, r, −→ρ , u) and a kG-Hopf bimodule (kQc

1, α
−, α+) with

α−(h ⊗ a(i, j)
y,x ) := h · a(i, j)

y,x = a(i, j)
hy,hx, α+(a(i, j)

y,x ⊗ h) := a(i, j)
y,x · h =

∑
s∈JC (i)

k(i, j,s)
C,h a(i,s)

yh,xh (2.2)

for some k(i, j,s)
C,h ∈ k such that N � (kQc

1, α
−, α+) as kG-Hopf bimodules, where x, y, h ∈

G with x−1y = g−1
θ u(C)gθ, ζθ is given by [20, (0.3)], and

C ∈ Kr(G), i ∈ IC(r, u), j ∈ JC(i), x(i, j)
C · ζθ(h) =

∑
s∈JC (i)

k(i, j,s)
C,h x(i,s)

C .

P. Since N is a kG-Hopf bimodule, there exists an object
∏

C∈K(G) M(C) in∏
C∈K(G)MkZu(C) such that M(C) is a kZu(C)-module for any C ∈ K(G) and

N �
⊕

y=xg−1
θ u(C)gθ ,x,y∈G

x ⊗ M(C)
⊗
kZu(C)

gθ

as kG-Hopf bimodules by [6] or [20, Theorem 1]. Let r =
∑

C∈K(G) rCC with rC =

dimM(C) for any C ∈ K(G). Notice that dimM(C) denotes the cardinal number
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of a basis of M(C) when M(C) is infinite-dimensional. Since M(C) is a kZu(C)-
module and kZu(C) is semisimple, there exists a family of irreducible representations
{(X(i)

C , ρ
(i)
C ) | i ∈ IC(r, u)} such that

M(C) =
⊕

i∈IC (r,u)

(X(i)
C , ρ

(i)
C ).

Let {x(i, j)
C | j ∈ JC(i)} be a k-basis of X(i)

C for any i ∈ IC(r, u). Then for any h ∈G there
are some k(i, j,s)

C,h ∈ k such that

x(i, j)
C · ζθ(h) =

∑
s∈JC (i)

k(i, j,s)
C,h x(i,s)

C

for all i ∈ IC(r, u) and j ∈ JC(i) since x(i, j)
C · ζθ(h) ∈ X(i)

C .
It remains to show that (kQc

1, α
−, α+) is isomorphic to⊕

y=xg−1
θ u(C)gθ ,x,y∈G

x ⊗ M(C)
⊗
kZu(C)

gθ

as kG-Hopf bimodules. Observe that there is a canonical kG-bicomodule isomorphism

ϕ : kQ1→
⊕

y=xg−1
θ u(C)gθ ,x,y∈G

x ⊗ M(C)
⊗
kZu(C)

gθ

given by
ϕ(a(i, j)

y,x ) = x ⊗ x(i, j)
C

⊗
kZu(C)

gθ

where x, y ∈G with x−1y = g−1
θ u(C)gθ, C ∈ Kr(G), i ∈ IC(r, u) and j ∈ JC(r). Then

ϕ(α−(h ⊗ a(i, j)
y,x )) = ϕ(a(i, j)

hy,hx) = hx ⊗ x(i, j)
C

⊗
kZu(C)

gθ

= h ·
(
x ⊗ x(i, j)

C

⊗
kZu(C)

gθ
)

(see [20, (1.2)])

= h · ϕ(a(i, j)
y,x ).

Thus ϕ is a left kG-module isomorphism. Moreover,

α+(ϕ(a(i, j)
y,x ) ⊗ h) = xh ⊗ x(i, j)

C · ζθ(h) ⊗ gθ′

= xh ⊗
( ∑

s∈JC (i)

k(i, j,s)
C,h x(i,s)

C

)
⊗ gθ′

= ϕ
( ∑

s∈JC (i)

k(i, j,s)
C,h a(i,s)

yh,xh

)
= ϕ(α+(a(i, j)

y,x ⊗ h)) (by (2.2)).

Consequently, ϕ is a kG-Hopf bimodule isomorphism. �
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Let (kQc
1,G, r, −→ρ , u) denote the kG-Hopf bimodule (kQc

1, α
−, α+) given in

Proposition 2.4. Furthermore, if (kQc
1, kQa

1) is an arrow dual pairing, that is, kQc
1 is

isomorphic to the dual of kQa
1 as kG-Hopf bimodules or kQa

1 is isomorphic to the dual
of kQc

1 as (kG)∗-Hopf bimodules under the isomorphisms in [20, Lemma 1.7] (see the
argument before [20, Definition 1.8]), then we denote the (kG)∗-Hopf bimodule kQa

1 by
(kQa

1,G, r, −→ρ , u). We obtain six quiver Hopf algebras kQc(G, r, −→ρ , u), kQs(G, r, −→ρ , u),
kG[kQc

1,G, r, −→ρ , u], kQa(G, r, −→ρ , u), kQsc(G, r, −→ρ , u), (kG)∗[kQa
1,G, r, −→ρ , u], called

the quiver Hopf algebras determined by RSR(G, r, −→ρ , u).
From Proposition 2.4, it seems that the right kG-action on (kQc

1,G, r, −→ρ , u) depends
on the choice of the set {gθ | θ ∈ ΘC} of coset representatives of Zu(C) in G (see (2.1)
above or [20, (0.1)]). The following lemma shows that (kQc

1,G, r, −→ρ , u) is, in fact,
independent of the choice of the coset representative set {gθ | θ ∈ ΘC}, up to kG-
Hopf bimodule isomorphisms. For the time being, we write (kQc

1,G, r, −→ρ , u) =

(kQc
1,G, r, −→ρ , u, {gθ}), as given before. Now let {hθ ∈G | θ ∈ ΘC} be another coset

representative set of Zu(C) in G for any C ∈ K(G). That is,

G =
⋃
θ∈ΘC

Zu(C)hθ.

L 2.5. With the above notation, (kQc
1,G, r, −→ρ , u, {gθ}) and (kQc

1,G, r, −→ρ , u, {hθ})
are isomorphic kG-Hopf bimodules.

P. We may assume that Zu(C)hθ = Zu(C)gθ for any C ∈ K(G) and θ ∈ ΘC . Then
gθh−1

θ ∈ Zu(C). Now let x, y, h ∈G with x−1y = g−1
θ u(C)gθ. Then

x−1y = h−1
θ (gθh−1

θ )−1u(C)(gθh−1
θ )hθ = h−1

θ u(C)hθ

and
hθh = (hθg−1

θ )gθh = (hθg−1
θ )ζθ(h)gθ′ = (hθg−1

θ )ζθ(h)(gθ′h−1
θ′ )hθ′ , (2.3)

where gθh = ζθ(h)gθ′ .
For any C ∈ K(G), let M(C) be a right kZu(C)-module. Let

N :=
⊕

y=xg−1
θ u(C)gθ ,x,y∈G

x ⊗ M(C)
⊗
kZu(C)

gθ

and
M :=

⊕
y=xh−1

θ u(C)hθ ,x,y∈G

x ⊗ M(C)
⊗
kZu(C)

hθ

be two kG-Hopf bimodules. It is sufficient to show N � M as kG-Hopf bimodules by
the proof of Proposition 2.4.

Considering
x ⊗ w

⊗
kZu(C)

gθ = x ⊗ w · gθh
−1
θ

⊗
kZu(C)

hθ,
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we have that f : N→ M given by

f
(
x ⊗ w

⊗
kZu(C)

gθ
)

= x ⊗ w · gθh
−1
θ

⊗
kZu(C)

hθ

for any w ∈ M(C), any x, y ∈G with x−1y = g−1
θ u(C)gθ, C ∈ Kr(G) and i ∈ IC(r, u), is

a k-linear isomorphism. It is clear that f is a kG-bicomodule isomorphism and a left
kG-module isomorphism from N to M. Moreover,(

f (x ⊗ x(i, j)
C

⊗
kZu(C)

gθ)
)
· h

=

(
x ⊗ (x(i, j)

C )ρ(i)
C (gθh−1

θ )
⊗
kZu(C)

hθ
)
· h

= xh ⊗ (x(i, j)
C )ρ(i)

C (ζθ(h))ρ(i)
C (gθ′h−1

θ′ )
⊗
kZu(C)

hθ′ (by (2.3))

= f
(
(x ⊗ x(i, j)

C

⊗
kZu(C)

gθ) · h
)
,

for any x, y, h ∈G, i ∈ IC(r, u), j ∈ JC(i), C ∈ Kr(G) with x−1y = g−1
θ u(C)gθ. Thus f is

a right kG-module homomorphism. �

We now state one of our main results, which classifies the quiver Hopf algebras.

T 2.6. Let (G, r, −→ρ , u) and (G′, r′,
−→
ρ′, u′) be two RSRs. Then the following

statements are equivalent.

(i) RSR(G, r, −→ρ , u) � RSR(G′, r′,
−→
ρ′, u′).

(ii) There exists a Hopf algebra isomorphism φ : kG→ kG′ such that

(kQc
1,G, r, −→ρ , u) � φ−1

φ ((kQ′1
c,G′, r′,

−→
ρ′, u′))φ

−1

φ

as kG-Hopf bimodules.
(iii) kQc(G, r, −→ρ , u) � kQ′c(G, r, −→ρ , u).
(iv) kQs(G, r, −→ρ , u) � kQ′ s(G′, r′, −→ρ ′, u′).
(v) kG[kQc

1,G, r, −→ρ , u] � kG′[kQ′1
c,G′, r′, −→ρ ′, u′].

Furthermore, if Q is finite, then the above are equivalent to the following.

(vi) kQa(G, r, −→ρ , u) � kQ′a(G′, r′, −→ρ ′, u′).
(vii) kQsc(G, r, −→ρ , u) � kQ′ sc(G′, r′, −→ρ ′, u′).
(viii) (kG)∗[kQa

1,G, r, −→ρ , u] � (kG′)∗[kQ′1
a,G′, r′, −→ρ ′, u′].

P. By [20, Lemmas 1.5 and 1.6], we only have to prove (i)⇔ (ii).

(i) ⇒ (ii). Assume that RSR(G, r, −→ρ , u) � RSR(G′, r′,
−→
ρ′, u′). Let (X(i)

C , ρ
(i)
C )

and (X′(i
′)

C′ , ρ
′(i′)
C′ ) be irreducible representations over Zu(C) and Zu′(C′), respectively.
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Then there exist a group isomorphism φ : G→G′, an element hC ∈G such that
φ(h−1

C u(C)hC) = u′(φ(C)) for any C ∈ K(G) and a bijective map φC : IC(r, u)→

Iφ(C)(r′, u′) such that (X(i)
C , ρ

(i)
C )

ξ(i)
C
� (X′(φC (i))

φ(C) , ρ′
(φC (i))
φ(C) φhc ) as right kZu(C)-modules for all

i ∈ IC(r, u).
Now let

G =
⋃
θ∈ΘC

Zu(C)gθ

as in (2.1) or [20, (0.1)] for any C ∈ K(G). Let x, y, h ∈G with x−1y = g−1
θ u(C)gθ,

C ∈ Kr(G) and θ ∈ ΘC . Assume that

gθh
−1
C = ζθ(h−1

C )gη, gθh = ζθ(h)gθ′ , gη(hChh−1
C ) = ζη(hChh−1

C )gη′

and
gθ′h

−1
C = ζθ′(h−1

C )gθ′′

with ζθ(h−1
C ), ζθ(h), ζη(hChh−1

C ), ζθ′(h−1
C ) ∈ Zu(C) and η, θ′, η′, θ′′ ∈ ΘC . Then

gθhh−1
C = ζθ(h)gθ′h−1

C = ζθ(h)ζθ′(h−1
C )gθ′′

and

gθhh−1
C = (gθh−1

C )(hChh−1
C ) = ζθ(h−1

C )gη(hChh−1
C ) = ζθ(h−1

C )ζη(hChh−1
C )gη′ . (2.4)

It follows that

θ′′ = η′ and ζθ(h)ζθ′(h−1
C ) = ζθ(h−1

C )ζη(hChh−1
C ). (2.5)

Moreover,
(xh)−1(yh) = h−1g−1

θ u(C)gθh = g−1
θ′ u(C)gθ′

and
gθ = gθh

−1
C hC = ζθ(h−1

C )gηhC .

Thus

φ(x)−1φ(y) = φ(x−1y) = φ(g−1
θ u(C)gθ) = φ(h−1

C g−1
η u(C)gηhC)

= φ(h−1
C g−1

η hC)φ(h−1
C u(C)hC)φ(h−1

C gηhC)

= φ(h−1
C gηhC)−1u′(φ(C))φ(h−1

C gηhC).

Also
φ(h−1

C gηhC)φ(h) = φ(h−1
C gηhChh−1

C hC)

= φ(h−1
C ζη(hChh−1

C )gη′hC)

= φ(h−1
C ζη(hChh−1

C )hC)φ(h−1
C gη′hC).

(2.6)
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Since

φhC (gη′)φ(xh)−1φ(yh) = φ(h−1
C (ζη(hChh−1

C ))−1(ζθ(h−1
C ))−1u(C)gθh) (by 2.4)

= u′(φ(C))φhC (gη′) (by 2.4),

it follows that
φ(xh)−1φ(yh) = φhC (gη′)−1u′(φ(C))φhC (gη′). (2.7)

It is clear that
G′ =

⋃
θ∈ΘC

Zu′(φ(C))(φ(h−1
C gθhC))

is a coset decomposition of Zu′(φ(C)) in G′ for any φ(C) ∈ K(G′).
Let

N :=
⊕

y=xg−1
θ u(C)gθ ,x,y∈G

x ⊗ N(C)
⊗
kZu(C)

gθ

and

M :=
⊕

φ(y)=φ(x)φhC (g−1
η )u′(φ(C)φhC (gη),x,y∈G

φ(x) ⊗ M(φ(C))
⊗

kZu′(φ(C))

φhC (gη)

with
N(C) :=

⊕
i∈IC (r,u)

X(i)
C and M(φ(C)) :=

⊕
i∈IC (r,u)

X′(φC (i))
φ(C) .

It suffices to show that N �
φ−1

φ Mφ−1

φ as kG-Hopf bimodules by the proof of
Proposition 2.4.

Considering

x ⊗ (w)ρ(i)
C ((ζθ(h−1

C ))−1)
⊗
kZu(C)

gθ = x ⊗ w
⊗
kZu(C)

gηhc,

then ψ : N→ M given by

ψ
(
x ⊗ (w)ρ(i)

C ((ζθ(h−1
C ))−1)

⊗
kZu(C)

gθ
)

= φ(x) ⊗ ξ(i)
C (w)

⊗
kZu′(φ(C))

φhC (gη)

for any x, y ∈G with x−1y = g−1
θ u(C)gθ, and i ∈ IC(r, u), w ∈ X(i)

C , where C ∈ Kr(G) and

gθh
−1
C = ζθ(h−1

C )gη, with ζθ(h−1
C ) ∈ Zu(C) and θ, η ∈ ΘC ,

is a k-linear isomorphism. It is clear that ψ is a homomorphism not only of kG-
bicomodules from N to φ−1

Mφ−1
but also of left kG-modules from N to φM.

https://doi.org/10.1017/S0004972712000494 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972712000494


226 S. Zhang, H.-X. Chen and Y.-Z. Zhang [11]

For any h ∈G and w ∈ X(i)
C ,

ψ
((

x ⊗ (w)ρ(i)
C ((ζθ(h−1

C ))−1)
⊗
kZu(C)

gθ
)
· h

)
= ψ

((
xh ⊗ (w)ρ(i)

C ((ζθ(h−1
C ))−1ζθ(h))

⊗
kZu(C)

gθ′
)

= φ(xh) ⊗ ξ(i)
C ((w)ρ(i)

C ((ζθ(h−1
C ))−1ζθ(h)ζθ′(h−1

C )))
⊗

kZu′(φ(C))

φhC (gη′) ( by (2.7))

= φ(x)φ(h) ⊗ (ξ(i)
C (w))ρ(φC (i))

φ(C) φhC ((ζθ(h−1
C ))−1ζθ(h)ζθ′(h−1

C ))
) ⊗

kZu′(φ(C))

φhC (gη′)

(by Definition 2.1)

and

ψ
(
x ⊗ (w)ρ(i)

C ((ζθ(h−1
C ))−1)

⊗
kZu(C)

gθ
)
· φ(h)

=

(
φ(x) ⊗ ξ(i)

C (w)
⊗

kZu′(φ(C))

φhC (gη)
)
· φ(h)

= φ(x)φ(h) ⊗ (ξ(i)
C (w))ρ(φC (i))

φ(C) φhC (ζη(hChh−1
C ))

⊗
kZu′(φ(C))

φhC (gη′) (by (2.6))

= φ(x)φ(h) ⊗ (ξ(i)
C (w))ρ(φC (i))

φ(C) φhC ((ζθ(h−1
C ))−1ζθ(h)ζθ′(h−1

C ))
⊗

kZu′(φ(C))

φhC (gη′)

(by (2.5)),

which shows that ψ is a right kG-module homomorphism.
(ii)⇒ (i). Assume that there exist a Hopf algebra isomorphism φ : kG→ kG′ and a

kG-Hopf bimodule isomorphism

ψ : (kQc
1,G, r, −→ρ , u)→ φ−1

φ (kQ′1
c,G′, r′, −→ρ ′, u′)φ

−1

φ .

Then φ : G→G′ is a group isomorphism. Let C ∈ K(G). Then φ(u(C)), u′(φ(C)) ∈
φ(C) ∈ K(G′), and hence

u′(φ(C)) = φ(hC)−1φ(u(C))φ(hC) = φ(h−1
C u(C)hC)

for some hC ∈G. Since ψ is a kG′-bicomodule isomorphism from φ(kQc
1,G, r, −→ρ , u)φ

to (kQ′1
c,G′, r′, −→ρ ′, u′) and

φ(h−1
C u(C)hC) = u′(φ(C)),

by restriction we get a k-linear isomorphism

ψC : h−1
C u(C)hC (kQ1)1→ u′(φ(C))(kQ′1)1, x 7→ ψ(x).
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We also have a k-linear isomorphism

fC : u(C)(kQ1)1→ h−1
C u(C)hC (kQ1)1, x 7→ h−1

C · x · hC .

Since
φ(h−1

C u(C)hC) = u′(φ(C)) and h−1
C Zu(C)hC = Zh−1

C u(C)hC
,

we have
φ(h−1

C Zu(C)hC) = Zu′(φ(C)).

Hence φhC is an algebra isomorphism from kZu(C) to kZu′(φ(C)) sending h to φ(h−1
C hhC).

Using the hypothesis that ψ is a kG-bimodule homomorphism from (kQc
1,G, r, −→ρ , u) to

φ(kQ′1
c,G′, r′, −→ρ ′, u′)φ, we can easily check that the composition ψC fC is a right kZu(C)-

module isomorphism from (u(C)(kQ1)1, C) to ((u′(φ(C))(kQ′1)1)φhC
, C). Indeed, for any

z ∈u(C) (kQ1)1,

ψC fC(z) C φhC (h) = ψC(z C hC) C φhC (h)

= ψC(z C hCφhC (h)) (since ψ is a bimodule homomorphism)

= ψC fC(z C h).

Obviously, both u(C)(kQ1)1 and (u′(φ(C))(kQ′1)1)φhC
are semisimple right kZu(C)-modules.

Assume
u(C)(kQ1)1 �

⊕
i∈IC (r,u)

(X(i)
C , ρ

(i)
C )

as right kZu(C)-modules and

u′(φ(C))(kQ′1)1 �
⊕

j∈Iφ(C)(r′,u)

(
X′( j)

φ(C), ρ
′( j)
φ(C)

)
as right kZu′(φ(C))-modules, where (X(i)

C , ρ
(i)
C ) is an irreducible right kZu(C)-module for

any i ∈ IC(r, u) and (X′( j)
φ(C), ρ

′( j)
φ(C)) is an irreducible right kZu′(φ(C))-module for any

j ∈ Iφ(C)(r′, u′). Therefore, there exists a bijective map φC : IC(r, u)→ Iφ(C)(r′, u′)
such that (X(i)

C , ρ
(i)
C ) � (X′(φC (i))

φ(C) , ρ
(φC (i))
φ(C) φhC ) as right kZu(C)-modules for all i ∈ IC(r, u).

It follows that RSR(G, r, −→ρ , u) � RSR(G′, r′,
−→
ρ′, u′). �

We have classified the quiver Hopf algebras by means of RSRs. In other
words, ramification systems with irreducible representations uniquely determine their
corresponding quiver Hopf algebras up to graded Hopf algebra isomorphisms.

P 2.7. Let RSR(G, r, −→ρ , u) and RSR(G, r,
−→
ρ′, u′) be two RSRs. If u′(C) =

h−1
C u(C)hC and ρC

(i) = ρ′(i)C ad+
hC

with IC(r, u) = IC(r, u′) for any C ∈ Kr(G), i ∈ IC(r, u),

where hC ∈G and ad+
hC

(g) = h−1
C ghC , then RSR(G, r, −→ρ , u) � RSR(G, r,

−→
ρ′, u′).

P. Let φ = idG and φC = idIC (r,u) for any C ∈ Kr(G). It is clear that

RSR(G, r, −→ρ , u) � RSR(G, r,
−→
ρ′, u′). �
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R 2.8. This proposition means that the choice of map u does not affect the
classification of RSRs. That is, if we fix a map u0 from K(G) to G with u0(C) ∈C

for any C ∈ K(G), then for any RSR(G, r, −→ρ , u), there exists RSR(G, r,
−→
ρ′, u0) such

that RSR(G, r, −→ρ , u) � RSR(G, r,
−→
ρ′, u0).

3. Classification of pointed Hopf algebras of type one

A graded Hopf algebra A =
⊕∞

n=0 A(n) is said to be of Nichols type, if the diagram
of A is a Nichols algebra over A(0). (The definition of diagram was given in [1] and [20,
Section 3.1].) Furthermore, if the coradical of A is a group algebra, then A is called a
pointed Hopf algebra of Nichols type.

For an RSR(G, r, −→ρ , u) and a kG-Hopf bimodule (kQc
1,G, r, −→ρ , u) with the module

operations α− and α+, define a new left kG-action on kQ1 by

g B x := g · x · g−1, g ∈G, x ∈ kQ1,

where g · x = α−(g ⊗ x) and x · g = α+(x ⊗ g) for any g ∈G and x ∈ kQ1. With
this left kG-action and the original left (arrow) kG-coaction δ−, kQ1 is a Yetter–
Drinfeld kG-module. Let Q1

1 := {a ∈ Q1 | s(a) = 1}, the set of all arrows with starting
vertex 1. It is clear that kQ1

1 is a Yetter–Drinfeld kG-submodule of kQ1, denoted by
(kQ1

1, ad(G, r, −→ρ , u)).

L 3.1.
(i) If H is a Hopf algebra with bijective antipode and (B, α−B, δ

−
B) is a graded braided

Hopf algebra in H
HYD with B(0) = k1B, then diag(B#H) = B#1H � B as graded braided

Hopf algebras in H
HYD.

(ii) A is a pointed Hopf algebra of Nichols type if and only if A is isomorphic to the
biproduct B(V)#kG as graded Hopf algebras with the Nichols algebra B(V) over the
group algebra kG, A(0) = kG and A(1) = V#kG.

P. (i) Obviously, diag(B#H) = B ⊗ 1H . Define a map ψ from diag(B#H) to B by
sending x ⊗ 1H to x for any x ∈ B. It is easy to check that ψ is a graded braided Hopf
algebra isomorphism in H

HYD.
(ii) If A is a pointed Hopf algebra of Nichols type, then diag(A) =B(V) is a Nichols

algebra in kG
kGYD and the coradical of A is the group algebra kG. Therefore A �

B(V)#kG as graded Hopf algebras. By [1, Lemma 2.5], A(0) = kG and A(1) = V#kG.
Conversely, clearly, diag(B(V)#kG) = (B(V)#kG)cokG = B(V)#1 � B(V) by (i) and

the coradical of B(V)#kG is (B(V)#kG)(0) = kG. �

L 3.2. If H = kG is a group algebra and M is an H-Hopf bimodule, then the
pointed Hopf algebra H[M] of type one is a Hopf algebra of Nichols type. In
particular, a one-type-co-path Hopf algebra kG[kQc

1,G, r, −→ρ , u] is a pointed Hopf
algebra of Nichols type and diag(kG[kQc

1,G, r, −→ρ , u]) =B(kQ1
1, ad(G, r, −→ρ , u)).
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P. By Proposition 2.4 there exists an RSR(G, r−→ρ , u) such that M �
(kQc

1,G, r−→ρ , u) as kG-Hopf bimodules. Thus kG[M] � kG[kQc
1] as graded Hopf

algebras by [20, Lemma 1.6]. Therefore, it is enough to show that kG[kQc
1] is of

Nichols type. Let A := kG[kQc
1] and R := diag(kG[kQc

1]). Obviously, R(0) = k. We now
show that R(1) = kQ1

1. Obviously, kQ1
1 ⊆ R(1). Let

α =

n∑
p=1

kpb(p) ∈ R(1),

where b(p) is an arrow from x(p) to y(p) with 0 , kp ∈ k, and b(1), b(2), . . . , b(n) are
different from each other. Therefore

n∑
p=1

kpb(p) ⊗ 1 =

n∑
p=1

kpb(p) ⊗ xp,

which implies that x(p) = 1 for 1 ≤ p ≤ n. Thus α ∈ kQ1
1. We next show that R is

generated by R(1) as algebras. Let µ denote multiplication and let B denote the algebra
generated by kQ1

1 in kG[kQc
1]. Obviously, B ⊆ R. It follows from the argument in [20,

Section 3.1] that α+ := µ(id ⊗ ι0) is an algebraic isomorphism from R#kG to kG[kQc
1].

For any x, y ∈G and any arrow ay,x from x to y,

ay,x = x · ax−1y,1 = µ(x ⊗ ax−1y,1) = µ(α+(1#x) ⊗ α+(ax−1y,1#1))

= α+(µ((1#x) ⊗ (ax−1y,1#1))) = α+(x B ax−1y,1#x) ∈ α+(B#kG).

Therefore α+(B#kG) = α+(R#kG) and so B = R.
It is sufficient to show that P(R) = kQ1

1, where P(R) denotes the set of all primitive
elements in R. For any a ∈ Q1

1 with δ−(a) = y and δ+(a) = 1,

∆R(a) = (ω ⊗ id)∆A(a) = 1 ⊗ a + a ⊗ 1

(see [20, Section 3]), that is, kQ1
1 ⊆ P(R), where

ω = µA(id ⊗ ι0π0S )∆A.

Conversely, we shall show that P(R) ⊆ kQ1
1 by the following two steps. Obviously,

kG ∩ P(R) = 0 and P(R) is a graded subspace of R.
(i) Assume that α = axn xn−1 axn−1 xn−2 . . . ax1 x0 is a path from vertex x0, via arrows

ax1 x0 , . . . , axn−1 xn−2 , axn xn−1 , to vertex xn. Then ω(α) = α · x−1
0 .

(ii) Let

v =

m∑
p=1

kpαp ∈ P(R),

where
αp = b(p)

xn xn−1
b(p)

xn−1 xn−2
. . . b(p)

x1 x0
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is a path with n > 1, kp ∈ k for p = 1, 2, . . . , m, and b(p)
x j x j−1

is an arrow from vertex x j−1

to vertex x j for j = 1, 2, . . . , n. We shall show that kp = 0 for p = 1, 2, . . . , m. Indeed,

∆R(v) =

m∑
p=1

n∑
j=0

kp(b(p)
xn xn−1

b(p)
xn−1 xn−2

. . . b(p)
x j+1 x j

) · (x(p)
j )−1 ⊗ b(p)

x j x j−1
b(p)

x j−1 x j−2
. . . b(p)

x1 x0

=

m∑
p=1

kp(αp ⊗ 1 + 1 ⊗ αp).

This implies that

m∑
p=1

kp(b(p)
xn xn−1

b(p)
xn−1 xn−2

. . . b(p)
x j+1 x j

) · (x(p)
j )−1 ⊗ b(p)

x j x j−1
b(p)

x j−1 x j−2
. . . b(p)

x1 x0
= 0, (3.1)

for j = 1, 2, . . . , n − 1, because of their length. For any j with 1 ≤ j ≤ n − 1, assume
that

{p | b(p)
x j x j−1

b(p)
x j−1 x j−2

. . . b(p)
x1 x0

= b(1)
x j x j−1

b(1)
x j−1 x j−2

. . . b(1)
x1 x0
} = {1, 2, . . . , m1}

without loss of generality. Therefore, by (3.1),

m1∑
p=1

kp(b(p)
xn xn−1

b(p)
xn−1 xn−2

. . . b(p)
x j+1 x j

) · (x(p)
j )−1 ⊗ b(p)

x j x j−1
b(p)

x j−1 x j−2
. . . b(p)

x1 x0
= 0,

since

b(q)
x j x j−1

b(q)
x j−1 x j−2

. . . b(q)
x1 x0

, b(1)
x j x j−1

b(1)
x j−1 x j−2

. . . b(1)
x1 x0

for q = m1 + 1, . . . , m.

This implies that

m1∑
p=1

kpb(p)
xn xn−1

b(p)
xn−1 xn−2

. . . b(p)
x j+1 x j

= 0 and kp = 0 for p = 1, 2, . . . , m1.

Similarly, we can show that kp = 0 for p = m1 + 1, . . . , m. �

By [5, Theorem 4.3.2], the category H
HYD of Yetter–Drinfeld modules is equivalent

to the category H
HM

H
H of H-Hopf bimodules, where H is a Hopf algebra with bijective

antipode. Let T and U be the two corresponding functors. For any N ∈H
H YD,

according to [5, Proposition 4.2.1], T (N) := N o H = N ⊗ H as vector spaces, and
the actions and coactions are given as follows: the left (co)actions are diagonal and
right (co)actions are induced by H. Explicitly, g · (x ⊗ h) := g · x ⊗ gh, (x ⊗ h) · g =

x ⊗ hg, δ−NoH(x ⊗ h) :=
∑

x x(−1)h ⊗ x(0) ⊗ h; δ+
NoH(x ⊗ h) := x ⊗ h ⊗ h, where

δ−N(x) =
∑

x

x(−1) ⊗ x(0), x ∈ N, h, g ∈ H.
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For any M ∈H
H M

H
H , according to [5, Equations (7) and (21)], U(M) is the coinvariant

of M as a vector space, that is,

U(M) := McoH := {x ∈ M | δ+
N(x) = x ⊗ 1}.

The left action is left adjoint action and the left coaction is the restricted coaction of
the original coaction of M. That is,

α−U(M)(h ⊗ x) = h .ad x := α+
M(α−M(h ⊗ x) ⊗ h−1) = (h · x) · h−1

and δ−U(M)(x) = δ−M(x) for any h ∈ H, x ∈ U(M). In fact, TU(M) = U(M) o H and
UT (N) = N ⊗ 1H . Let λN be the map from N ⊗ 1H to N sending x ⊗ 1H to x for any
x ∈ N, and let νM be the map from U(M) o H to M sending x ⊗ h to α+

M(x ⊗ h) = x · h
for any x ∈ U(M) and h ∈ H. Then λ and ν are the natural isomorphisms from functor
UT to id and from functor TU to id, respectively. Note that the inverse of νM is

(α+
M ⊗ id)(id ⊗ S ⊗ id)(δ+

M ⊗ id)δ+
M .

R 3.3. We have U(kQc
1,G, r, −→ρ , u) = (kQ1

1, ad(G, r, −→ρ , u)) by the proof of
Lemma 3.2.

L 3.4. Assume that φ is a Hopf algebra isomorphism from H to H′. Let N ∈ H′
H′YD

and M ∈ H′
H′M

H′
H′ . Then

T (φ
−1
φ N) � φ−1

φ T (N)φ
−1
φ in H

HM
H
H and U(φ

−1
φ Mφ−1

φ ) � φ−1
φ U(M) in H

HYD.

P. The first isomorphism is given by sending x ⊗ h to x ⊗ φ(h) for any x ∈ N,
h ∈ H; the second one is identity. �

P 3.5.

(i) If N is a Yetter–Drinfeld kG-module, then there exists an RSR(G, r, −→ρ , u) such
that N � (kQ1

1, ad(G, r, −→ρ , u)) as Yetter–Drinfeld kG-modules.
(ii) If B(N) is a Nichols algebra in kG

kGYD, then there exists an RSR(G, r, −→ρ , u) such
that B(N) �B(kQ1

1, ad(G, r, −→ρ , u)) as graded braided Hopf algebras in kG
kGYD.

P. (i) Since T (N) is a kG-Hopf bimodule, it follows from Proposition 2.4
that there exists an RSR(G, r, −→ρ , u) such that T (N) � (kQc

1,G, r, −→ρ , u) as kG-Hopf
bimodules. Thus, N � UT (N) � U(kQc

1,G, r, −→ρ , u) = (kQ1
1, ad(G, r, −→ρ , u)) as Yetter–

Drinfeld kG-modules by [5, Equations (7) and (21)].
(ii) This follows from (i) and [2, Corollary 2.3]. �

L 3.6. Assume that φ is a Hopf algebra isomorphism from H to H′. Let R and R′

be graded braided Hopf algebras in H
HYD and H′

H′YD with R(0) = k1R and R′(0) = k1R′ ,

respectively. If R and φ−1

φ R′ are isomorphic as graded braided Hopf algebras in H
HYD,

then biproducts R#H � R′#H′ as graded Hopf algebras.
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P. Let ψ be a graded braided Hopf algebra isomorphism from R to φ−1

φ R′ in
H
HYD. Define a map ν from R#H to R′#H′ by sending x ⊗ h to ψ(x) ⊗ φ(h) for any
x ∈ R, h ∈ H. It is easy to check that ν is an isomorphism of graded Hopf algebras. �

T 3.7. If A is a pointed Hopf algebra of Nichols type with coradical kG, a
group algebra, then there exists a unique RSR(G, r, −→ρ , u), up to isomorphism, such
that A � kG[kQc

1,G, r, −→ρ , u] as graded Hopf algebras.

P. By Lemma 3.1, A �B(V)#kG as graded Hopf algebras. By Proposition 3.5(ii),
there exists a RSR(G, r, −→ρ , u) such that B(V) �B(kQ1

1, ad(G, r, −→ρ , u)) as graded
braided Hopf algebras in kG

kGYD. Thus

kG[kQc
1,G, r, −→ρ , u] � B(kQ1

1, ad(G, r, −→ρ , u))#kG (by Lemma 3.2)

� B(V)#kG (by Lemma 3.6)

� A.

The uniqueness follows from [20, Theorem 3]. �

Considering Theorem 3.7 and Lemma 3.2, we have that A is a pointed Hopf algebra
of Nichols type if and only if A is a pointed Hopf algebra of type one.

4. Classification of Nichols algebras

T 4.1. Let (G, r, −→ρ , u) and (G′, r′,
−→
ρ′, u′) be two RSRs. Then the following

statements are equivalent.

(i) RSR(G, r, −→ρ , u) � RSR(G′, r′,
−→
ρ′, u′).

(ii) There exists a Hopf algebra isomorphism φ : kG→ kG′ such that (kQ1
1, ad(G, r,

−→ρ , u)) � φ−1

φ (kQ′1
1, ad(G′, r′,

−→
ρ′, u′)) as Yetter–Drinfeld kG-modules.

(iii) There is a Hopf algebra isomorphism φ : kG→ kG′ such that B(kQ1
1, ad(G, r,

−→ρ , u)) � φ−1

φ B(kQ′1
1, ad(G′, r′,

−→
ρ′, u′)) as graded braided Hopf algebra in kG

kGYD.

P. (i)⇒ (ii). We have
φ−1

φ (kQ′1
1, ad(G′, r′,

−→
ρ′, u′)) =

φ−1

φ U(kQ′1
c,G′, r′,

−→
ρ′, u′)

(by the remark before Lemma 3.4)

� U(φ
−1

φ (kQ′1
c,G′, r′,

−→
ρ′, u′)φ

−1

φ ) (by Lemma 3.4)

� U((kQc
1,G, r, −→ρ , u)) ( by Theorem 2.6)

= (kQ1
1, ad(G, r, −→ρ , u)).

(ii)⇒ (iii). By [20, Lemma 2.7],

B(kQ1
1, ad(G, r, −→ρ , u)) � B(φ

−1

φ (kQ′1
1, ad(G′, r′,

−→
ρ′, u′)))

�
φ−1

φ B(kQ′1
1, ad(G′, r′,

−→
ρ′, u′))

as graded braided Hopf algebras in kG
kGYD.
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(iii)⇒ (i). We have B(kQ1
1)#kG �B(kQ′1

1)#kG′ as graded Hopf algebras by
Lemma 3.6. Thus kG[kQc

1] �B(kQ1
1)#kG �B(kQ′1

1)#kG′ � kG′[kQ′1
c] as graded

Hopf algebras by Lemma 3.2. Now (i) follows from Theorem 2.6. �

We have classified all Nichols algebras by means of RSRs. In other words,
ramification systems with irreducible representations uniquely determine their
corresponding Nichols algebras up to pull–push graded braided Hopf algebra
isomorphisms.

5. Classification of RSRs over symmetric groups

Let ad−h and ad+
h denote the left and right adjoint actions, respectively. That is,

ad−h (x) := hxh−1 for any x ∈G. Let γC =|Zs|when s ∈C ∈ K(G). AutG and InnG denote
the automorphism group and inner automorphism group of G, respectively.

D 5.1. Let RSR(G, r, −→ρ , u) and RSR(G′, r′,
−→
ρ′, u′) be two RSRs. If there

exists a bijective map φC from IC(r, u) to IC(r′, u′) such that ρ(i)
C � ρ′

(φC (i))
C for

any i ∈ IC(r, u) and C ∈ Kr(G) with G = G′, r = r′ and u = u′, then RSR(G, r, −→ρ , u)

and RSR(G′, r′,
−→
ρ′, u′) are said to be of the same type. Furthermore, letting

Ẑu(C) = {ξ(i)
u(C) | i = 1, 2, . . . , γC}

and
n(i)

C := |{ j | ρ( j)
C � ξ(i)

u(C)}|

for any C ∈ Kr(G) and 1 ≤ i ≤ γu(C), then {(n(1)
C , n(2)

C , . . . , n(γC )
C )}C∈Kr(G) is called the type

of RSR(G, r, −→ρ , u).

L 5.2. If AutG = InnG, for example, G = Sn with n , 6, then RSR(G, r, −→ρ , u) and

RSR(G, r,
−→
ρ′, u) are isomorphic if and only if they have the same type.

P. By [18, Proposition 1.1(ii)], AutG = InnG when G = Sn with n , 6.

Let RSR(G′, r′,
−→
ρ′, u′) denote RSR(G, r,

−→
ρ′, u) with G = G′, r = r′ and u = u′ for

convenience. If RSR(G, r, −→ρ , u) and RSR(G, r,
−→
ρ′, u) have the same type, then there

exists a bijective map φC from IC(r, u) to Iφ(C)(r′, u′) such that ρ′(φC (i))
C � ρ(i)

C for any
i ∈ IC(r, u), C ∈ Kr(G). Therefore they are isomorphic.

Conversely, if RSR(G, r, −→ρ , u) and RSR(G, r,
−→
ρ′, u) are isomorphic, then there exist

a φ ∈ Aut(G), hC ∈G and a bijective map φC : IC(r, u)→ Iφ(C)(r′, u′) such that

u′(φ(C)) = φad+
hC

(u(C))

and
ρ′

(φC (i))
φ(C) φad+

hC
� ρ(i)

C
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for any C ∈ Kr(G) and i ∈ IC(r, u). Since φad+
hC
∈ AutG = InnG, there exists a gC ∈G

such that φad+
hC

= ad+
gC

. Therefore u(C) = ad+
gC

(u(C)) and ρ′(φC (i))
C ad+

gC
� ρ(i)

C . That is,

gC ∈ Zu(C) and χ′
(φC (i))
C ad+

gC
(h) = χ′

(φC (i))
C (g−1

C hgC) = χ′
(φC (i))
C (h) = χ(i)

C (h)

for any h ∈ Zu(C), where χ′
(φC (i))
C and χ(i)

C denote the characters of ρ′(φC (i))
C and ρ(i)

C ,
respectively. Consequently, χ′

(φC (i))
C = χ(i)

C and ρ′
(φC (i))
C � ρ(i)

C . This implies that

RSR(G, r, −→ρ , u) and RSR(G, r,
−→
ρ′, u) have the same type. �

For a given ramification r of G, let Ω(G, r) be the set of all RSRs of G with the
ramification r, namely,

Ω(G, r) := {(G, r, −→ρ , u) | (G, r, −→ρ , u) is an RSR}.

Let N(G, r) be the number of isomorphism classes in Ω(G, r).

T 5.3. Given a group G and a ramification r of G, assume AutG = InnG, for
example, G = Sn with n , 6. Let u0 be a fixed map from K(G)→G with u0(C) ∈C
for any C ∈ K(G). Let Ω̄(G, r, u0) denote the set consisting of all elements with
distinct type in {(G, r, −→ρ , u0) | (G, r, −→ρ , u0) is an RSR}. Then Ω̄(G, r, u0) becomes the
representative system of isomorphic classes in Ω(G, r).

P. For any RSR(G, r,−→ρ ,u), there exists RSR(G, r,
−→
ρ′,u0) such that RSR(G, r, −→ρ , u)

� RSR(G, r,
−→
ρ′, u0) by Proposition 2.7. Using Lemma 5.2, we complete the proof. �

C 5.4. We have
N(G, r) =

∏
C∈Kr(G)

τC ,

where τC is the number of elements in the set

{(n1, n2, . . . , nγC ) ∈ NγC | n1degξ1 + n2degξ2 + · · · + nγC degξγC = rC}

for any C ∈ Kr(G).

R 5.5. For a given finite Hopf quiver (Q,G, r) over the symmetric group
G = Sn with n , 6, every path algebra T(kG)∗(kQa

1) over the quiver (Q,G, r) admits
exactly N(G, r) nonisomorphic graded Hopf algebra structures; every path coalgebra
T c

kG(kQc
1) over the quiver (Q,G, r) admits exactlyN(G, r) nonisomorphic graded Hopf

algebra structures.

Appendix A.

We now consider the dual case of Theorem 4.1. If Q is finite, then (kQa
1,G, r, −→ρ , u)

is a (kG)∗-Hopf bimodule with comodule operations δ− and δ+. Define a new left
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(kG)∗-coaction on kQa
1 given by

δ−coad(x) :=
∑

x

x(−1)S (x(0)(1)) ⊗ x(0)(0), for any x ∈ kQa
1,

that is, adjoint coaction. With this left (kG)∗-coaction and the original left (arrow)
(kG)∗-action α−, kQa

1 is a Yetter–Drinfeld (kG)∗-module. Let kQ1a
1 denote the subspace

spanned by Q1
1 in kQa

1. It is clear that ξkQc
1
(kQ1

1) = (kQ1a
1 )∗, where ξkQc

1
was defined

in [20, Lemma 1.7]. Thus kQ1a
1 is a Yetter–Drinfeld (kG)∗-submodule of kQa

1, denoted
by (kQ1a

1 , coad(G, r, −→ρ , u)), which is isomorphic to the dual of (kQ1
1, ad (G, r, −→ρ , u))

as Yetter–Drinfeld (kG)∗-modules.
Therefore we have the dual case of Theorem 4.1.

P A.1. Let (G, r, −→ρ , u) and (G′, r′,
−→
ρ′, u′) be two RSRs. Then the following

statements are equivalent.

(i) RSR(G, r, −→ρ , u) � RSR(G′, r′,
−→
ρ′, u′).

(ii) There exists a Hopf algebra isomorphism φ : (kG)∗→ (kG′)∗ such that

(kQ1a
1 , coad(G, r, −→ρ , u)) � φ−1

φ (kQ′1
1a, coad(G′, r′,

−→
ρ′, u′))

as Yetter–Drinfeld (kG)∗-modules.
(iii) There is a Hopf algebra isomorphism φ : (kG)∗→ (kG′)∗ such that

B(kQ1a
1 , coad(G, r, −→ρ , u)) � φ−1

φ B(kQ′1
1a, coad(G′, r′,

−→
ρ′, u′))

as graded braided Hopf algebras in (kG)∗

(kG)∗YD.

P. Obviously, (ii) and Theorem 4.1(ii) are equivalent; (iii) and Theorem 4.1(iii)
are equivalent. �

If V =
⊕∞

i=0 V(i) is a graded vector space, and dimV(i) <∞ for 0 ≤ i ≤∞, then V is
said to be locally finite. In this case, set

Vg =:
∞⊕

i=0

(V(i))∗ ⊆ V∗,

as in [13].

L A.2. Assume that H =
⊕∞

n=0 H(n) is a locally finite graded Hopf algebra.

(i) Then

Hg =:
∞⊕

n=0

(H(n))∗ ⊆ H0

is a locally finite graded Hopf algebra.
(ii) If G is a finite group and the coradical H0 of H is (kG)∗, then the coradical (Hg)0

of Hg satisfies (Hg)0 � kG.
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P. (i) See [16], [17, Lemma 3.1.11].
(ii) Let

Cn =:
n∑

i=0

(H(i))∗.

Then Hg =
∑∞

n=0 Cn is a filtered coalgebra. By [13, Proposition 11.1.1], C0 =

((kG)∗)∗ � kG contains the coradical (Hg)0 of Hg. Consequently, (Hg)0 � kG. �

P A.3. Let G be a finite group. Assume that V is a finite-dimensional (kG)∗-
YD module. Then:

(i) the coradical of (B(V)#(kG)∗)g is isomorphic to kG;
(ii) (B(V)#(kG)∗)g is finite-dimensional if and only if B(V) is finite-dimensional.

P. Let R =:B(V) so that the bosonisation (or biproduct)

R#(kG)∗ =

∞⊕
i

(R(i)#(kG)∗)

of R and (kG)∗ is a local finite graded Hopf algebra with coradical (kG)∗.
Then (R#(kG)∗)g =:

⊕∞

i (R(i)#(kG)∗)∗ is a graded Hopf algebra with coradical
((R#(kG)∗)g)0 � kG by Lemma A.2. This proves (i).

For (ii), if (R#(kG)∗)g is finite-dimensional, then there exists a natural number m
such that (R#(kG)∗)g =

⊕m
i (R(i)#(kG)∗)∗. Consequently, R#(kG)∗ =

⊕m
i (R(i)#(kG)∗)

and B(V) is finite-dimensional. The converse is obvious. �

R A.4. This gives a method to decide whether a Hopf algebra with coradical
(kG)∗ is finite-dimensional or not by means of pointed Hopf algebras.
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