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1. Introduction. Let Mn denote the space of all w-square matrices over 
an algebraically closed field F. For A, B Ç Mny let 

( 1 1 ) [A,B] = AB-BA = Blt 

[A, S,_J = ABt-! - Bi-U = Bu i = 2, 3, . . . , 

define the iterated commutators of A and B. Recently several research papers 
(1, 2, 4, and 5) have appeared on these commutators. In (1), Kato and Taussky 
have proved that for n = 2 the iterated commutators of A and B satisfy the 
linear relation 

(1.2) Bz = (Xi - X2)
2£1, 

where Xi and X2 are the eigenvalues of A. This result has been further generalized 
by Taussky and Wielandt (5) in the following form: 

(1.3) B2N+1 - 81B2N_1 + 8iBW-z - . . . + (-1)NÔNB1 = 0, 

where N = n(n — l ) /2 and 8k is the &th elementary symmetric function of the 
(\t — \j)2

y 1 < i < j < n; Xi, X2, . . . , \n are all the distinct eigenvalues of A. 
The purpose of this paper is to establish a linear relation between the iterated 

commutators Bt when A is quite general and is not necessarily similar to a 
diagonal matrix. The result we establish here contains (1.2) and (1.3) as special 
cases. Of course, the technique adopted is purely matricial. 

For a fixed A £ Mn, let T be the linear map of Mn into itself defined by 

(1.4) T{X) = AX - XA for all X G Mn. 

Then 

T(B) = Bi 

and 

T\B) = Bt fori = 2, 3, . . . . 

Let Eij G Mn be the matrix with 1 in the (i, j) position and 0 elsewhere. With 
respect to this basis, ordered lexicographically, it may be checked that T has 
the matrix representation A ® 1 — I 0 A' where (8) indicates the Kronecker 
product and A' is the transpose of A. 
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If J is the Jordan canonical form for A, i.e., for some non-singular matrix P , 
P~l AP = J", then it is easy to check that 

A ® 1 - 1 ® A' = (P ® Q)(J ® 1 - 1 ® J')(P ® Q)~\ 

where Q is the inverse of P ' , so that the minimal polynomial of T coincides with 
that of J ® I - 1 ® P. 

2. The main result. Let A have the distinct eigenvalues \ h X2, . . . , Xr 

and let (x — \i)eii, j = 1, 2, . . . , nu i = 1, 2, . . . , r, be the elementary divi
sors of ^4. Let 

ni 

the algebraic multiplicity of \iy and 
T 

1] Mi = n, 
i 

the order of A. We can assume without loss of generality that the eigenvalues 
are so arranged that en > e2i > . . . > eri, and the blocks in the Jordan 
canonical form of A corresponding to each eigenvalue are so arranged that 

en > ei2 > . . . > eini} i = 1,2, . . . , r. 

Assume that the product of iterated commutators is defined as under: 

(2.1) BtBj = T\B)T3{B) = Tl+j{B) = Bi+J} 

for all positive integers i and j . 

We now state and prove our main result. 

THEOREM. Let the n-square matrix A be as described above and let B be an 
arbitrary n-square matrix. Define Bh B2, . . . by (1.1) and multiplication of 
BUB3 by (2.1). Then 

(2.2) Bu„-i Et [B* - (\i - X,)2/]'1"1"^"1"1 = 0, 
l<i<j<r 

provided all the differences \{ — \jy i ^ j , are distinct. 

3. Two lemmas. 

LEMMA 1. The matrix 

B{X) = Xln ® Im - [(\ln + Un) ® l m - h® {tilm + Un!)] 

is equivalent to lm(n-i) + [ylm + Um']n, where Un is the auxiliary unit matrix 
with 1 in the superdiagonal positions and 0 elsewhere, and y = x — X + fx. 

Proof. The given matrix is equal to 

[x - (X - n)]In ® lm - [Un ® lm -h® Un'] = B,{y) 
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say, where y = x — (X — /*). Then (i) writing Bi(y) in full as an n X ft block 
matrix with j / m + £/w' in the main diagonal positions and —Im in the super-
diagonal positions; (ii) multiplying the first row of blocks by (ylm + Um

r) and 
adding to the second row; (iii) multiplying the second column of blocks by 
{ylm + Um') and adding to the first; (iv) multiplying the second column of 
blocks by —lm and then interchanging the second and first columns, we have 

where 

B,(y) = 

5 i ( y ) ~ / m + 5sCy), 

{ylm+UJY -lm 0 
0 (ylm + Um

r) -lm 

Suppose after r — 1 such steps that we have 

•Bi (30~/ m f r - i ,+ Br(y), 

where 

BTiy) = 

(yim+ujy -im 

0 (ylm + Um') J-m 

In BT{y) we perform the following operations in succession: (i) multiply the 
second column of blocks by (ylm + Um')r and add to the first; (ii) multiply 
the first row of blocks by (ylm + UJ) and add to the second ; (iii) multiply the 
second column by — lm and then interchange the first and second columns of 
blocks to have 

Br(y)~In + Br+1(y). 

This completes the induction and the lemma is proved. 

LEMMA 2. The minimal polynomial of (In + Un) ® Im — In 0 (lm + Um
f) 

is 
[x - (X - y)]m+n-\ 

Proof. By Lemma 1, 

Xln ® Im- [(X/n + Un) ® l m - h® (/*i« + Um')] 

= yIn ® Im + In ® Um ~ Un ® Im, y = X - (X - /x), 

^ Im(n-1) + Bn(y), 

when Bn(y) = [ylm + Um']n. Thus the minimal polynomial of the given matrix 
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is the determinant of Im(n-i) + Bn(y) divided by the greatest common divisor 
of all subdeterminants of lm(n-i) + Bn{y) of order mn — 1. 

det[/w(n_i) + Bn(y)} = det Bn(y) = ymn. 

It is easy to see that the greatest common divisor of all the subdeterminants 
of lm(n-i) + Bn(y) of order mn — 1 is equal to the greatest common divisor of 
all the subdeterminants of Bn(y) of order m — 1. The (i, j ) th entry of Bn{y) is 
either zero or it is of degree n — (i — j) in y. Thus a term in the expansion of 

det Bn(y)[rh r2, . . . , rp\slf s2, • . . , ^ ] , 

1 < ri < r2 < . . . < rp < m, 1 < $i < s2 < . . . < sp < w, 

is either 0 or a non-zero constant times 

a=l 

where a is a permutation of 1, 2, . . . , p. Hence any non-zero term of 

det Bn(y)[ru . . . , rp\su . • . , sp] 

is of degree 7, where 

7 = X fa " r« + *,(«)] = nP — X r« + X) *«• 

This shows that det Bn(y)[r1, . . . , r^Si, . . . , sp] is homogeneous of degree 7. 
This degree is least when XX is maximal and X^* is minimal, i.e., when r\ = 
w — £ + 1, 2̂ = w — ^ + 2, . . . , rv = m, and Si = 1, s2 — 2, . . . , sp = /?, in 
which case 

p v 

y = tip — X a + X (m — a -\- 1) = (n — m + £)£. 
1 1 

Thus, the determinantal divisor of ln(m-i) + 7>„ (3O of order nm — 1 is J/C^-D^-D. 

Hence the required minimal polynomial is equal to y»«-(«-i)(™-i) = yi+m-i^ a n c j 
Lemma 2 is proved. 

4. Proof of the theorem. Let J, the Jordan normal form of A, be given by 

where 7* denotes the identity matrix of order t, and X ' indicates direct sum. 
Then 

J ® 7 - 7 ® J ' = X ' X ' (X./e.i + ^e.i) 

= the direct sum of the following X w* matrices: 

r 2: 
. 9 = 1 

1 = 1 

j ' 
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(4.1) (X,I.„ + UUi) ®I- Ius ® £' E " (X,Jm + U'M), 

j = 1, 2, . . . , ns; s = 1, 2, . . . , r. 

By a suitable interchange of rows and columns the matrix (4.1), for a fixed 
s and j , can be transformed to an equivalent matrix 

£' Z " [(X./..,- + tf.„) ® /.,* - J.., ® (\,Ien + U'etk)}. 

Thus we have the following: 

minimal polynomial of T 

— minimal polynomial of its matrix representation A ® 1 — 1 ® A' 

= minimal polynomial of J 0 1 — 1 ® J' 

= least common multiple of the minimal polynomials of the 

(s ••)' 
matrices 

(\slesj + Uesj) 0 letk - Iesj 0 (\J€tk + Ueth), 
j = 1, 2, . . . , nst k = 1, 2, . . . , nu s, t = 1, 2, . . . , r 

by a well-known result on the minimal polynomial of direct sum of matrices 
(3, 151). By Lemma 2, this minimal polynomial is equal to the least common 
multiple of the following set of minimal polynomials of the above 

(i »,)* 
matrices: 

(4.2) {[* - (X, - X,)]*"+'«'-1|l < * < np, 1 < j < «„ 1 < p, q < r) 

= x^-1 n [x2 - (x, - h)2ri+en-\ 
Ki<j<r 

because of the order of the ei3 with respect to magnitude as prescribed earlier, 
and because of the fact that all \ t — X;, i ^ j , are distinct. 

Now T satisfies its minimal polynomial and we have 

r 2«i - i Y[ [T2 - (X, - X,)2/]"1"*"'"1-1 = 0. 
Ki<j<r 

Since T^B) = Bt and since we have decided to take Bi+j for B tB 3 for all 
positive integers i and j , the proof of the theorem is complete. 

5. Remarks . 
(i) Let A be non-derogatory, i.e., corresponding to each eigenvalue there is 

https://doi.org/10.4153/CJM-1964-031-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1964-031-3


320 NISAR A. KHAN 

only one block in the Jordan form. Then, if (x — X2-)
m*\ i — 1, 2, . . . , r, 

nti > m2 > . . . > wr, are the elementary divisors of ^4, (2.2) reduces to 

(5.1) B2mi^ IT [St - (X* - X,)2 / ]™'^-1 = 0. 
Ki<j<r 

(ii) Let the eigenvalues Xi, X2, . . . , X„ of A be all distinct. Then m* = 1, 
i = 1,2, . . . , n, and (5.1) reduces to 

(5.2) B n [Bi - (X* ~ Xi)2/] = 0, 
1<KK« 

which is the same as the result (1.3) of Taussky and Wielandt (5). 
(hi) If n = 2 in Remark (ii), then we have (1.2), a result due to Kato and 

Taussky (1). 
(iv) Equation (2.2) gives linear relations between the higher matrix commu

tators Bi only when all the differences \ t — \J}i ^ j , are distinct. If some of the 
Xt — X;, i 7* j , are equal, (4.2) is not the minimal polynomial of A ® 1 — 
1 ® A', although it certainly is an annihilating polynomial, whence the re
quired linear relation between the Bt will be of lower degree. There does not 
seem to be a simple method of expressing the minimal polynomial in such a 
situation. However, given a specific matrix A, we can write down the minimal 
polynomial of A ® 7 — / 0 ^ 4 ' b y the method indicated in the proof of our 
theorem. This minimal polynomial will lead to the required relation. For 
example, if Xi, X2, X3, X4 are the distinct eigenvalues of a given matrix A, if 
{(x — \i)ei}',j = 1, 2, . . . , nt, i = 1, 2, 3, 4}, with the same restrictions on the 
orders of e^ as indicated in the beginning of Section 2, are the elementary 
divisors of A, and if Xi — X2 = X2 — X3 = X3 — X4, then the linear relation 
between the Bi is 

52 e i I_1[52 - (X2 - X4)2/]e21+e41-1 I I [B* - (Xi - Xtfir1^1-1 = 0. 
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