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#### Abstract

We prove metric regularity results for both single-valued maps and set-valued maps defined between metric spaces.


## 1. Introduction

Since Graves' theorem (see [8]), many papers have been devoted to inversion theorems, open mapping principles and metric regularity problems. We are especially interested in metric regularity. Some results are obtained for single-valued maps (among others $[5,17]$ ) and others for set-valued maps (among others $[\mathbf{3}, 5,9,11,12,13,14$, $15,16,17]$ and references therein). However, in most cases, they are obtained for maps defined beetwen two vector spaces and the linear structure seems to play a key role although the notion of metric regularity is a concept which does not a priori require a linear structure. A natural question is how to extend these results in metric spaces. In $[6,7]$, some inverse mapping theorems are stated in this case. In [4, 10], metric regularity results are proved using a notion of slope.

The aim of this paper is to state metric regularity results for both single-valued and set-valued maps defined between metric spaces using the approach of mutational calculus, as in [2]. Each metric space is endowed with a mutational structure which allows a kind of differential calculus (see $[\mathbf{1}, \mathbf{2}, \mathbf{1 8}, \mathbf{1 9}]$ ). To get metric regularity results, it is necessary to make some assumptions on the target space of the function. The assumption made by Aubin in [2] in order to obtain a metric regularity result in the mutational case seems to be strong. In particular, we exhibit a simple mutational space for which it is not satisfied. The goal of this paper is, among other things, to weaken this hypothesis. The set-valued case is also studied.

In Part 2, we recall some notions we shall use throughout the paper. In Part 3, we prove a metric regularity result for a single-valued map. In Part 4, we consider the case of a set-valued map.
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## 2. Preliminaries

Let us consider two metric spaces, $X$ and $Y$, whose distances are respectively denoted by $d_{X}$ and $d_{Y}$ and open balls by $B_{X}$ and $B_{Y}$. If there is no possible confusion, we simply write $d$ and $B$. If $A$ is a subset of $X$, the distance $d_{X}(x, A)$ from $x$ to $A$ is defined as follows: $d_{X}(x, A)=\inf \left\{d_{X}(x, a): a \in A\right\}$.

The mutational calculus is a theory of differential calculus in metric spaces due to J.P. Aubin ([1]). The basic idea is to endow a metric space with a net of "directions".

We recall from [2] the following notion (a slightly different notion is considered in [1]):

Definition 2.1: A continuous application $u: X \times[0,1] \rightarrow X$ is said to be a transition if
(i) $\forall x \in X, u(x, 0)=x$
(ii) $\forall x \in X, \forall t \in\left[0,1\left[, \lim _{h \rightarrow 0^{+}}\left(d_{X}(u(x, t+h), u(u(x, t), h))\right) / h=0\right.\right.$
(iii) $\alpha(u)=\max \left(0, \sup _{x \neq y} \lim _{h \rightarrow 0^{+}}\left(d_{X}(u(x, h), u(y, h))-d_{X}(x, y)\right) /\left(h d_{X}(x, y)\right)\right)$ $<+\infty$
(iv) $\beta(u)=\sup _{x \in X} \limsup _{h \rightarrow 0^{+}}\left(d_{X}(u(x, h), x)\right) / h<+\infty$.

The space of all the transitions is denoted by $\mathcal{U}$. We now endow $\mathcal{U}$ with the following distance:

$$
d_{\Delta}(u, v)=\sup _{x \in X} \limsup _{h \rightarrow 0^{+}} \frac{d_{X}(u(x, h), v(x, h))}{h}
$$

Let $\mathcal{D}$ be a nonempty subset of $\mathcal{U} .(X, \mathcal{D})$ is a mutational space if $\mathcal{D}$ is a closed subset of $\mathcal{U}$ and if $\mathcal{D}$ contains the neutral transition $\mathbf{1}$, defined by $\mathbf{1}(x, h)=x, \forall x \in X, \forall h \in[0,1]$. Example 2.2. It is possible to construct a mutational space on the space of the compact sets of $\mathbb{R}^{n}$ (endowed with the Hausdorff distance). Let $M$ be a non negative real. We denote by $X_{M}$ the space of the compact sets of $\mathbb{R}^{n}$ which are included in $M B_{\mathbb{R}^{n}}$ and by $X_{M C}$ the points of $X_{M}$ that are convex. Let $C$ be in $X_{M C}$. We define a transition by the following way: $u_{C}: X_{M} \times[0,1] \rightarrow X_{M},(A, h) \mapsto e^{-h} A+\left(1-e^{-h}\right) C$. Any transition is generated by a convex set. Set $\mathcal{D}_{X_{M}}=\left\{u_{C}: C \in X_{M C}\right\}$. Then, $\left(X_{M}, \mathcal{D}_{X_{M}}\right)$ is a mutational space. We refer to $[19,18]$ for details.

Definition 2.3: Let $\left(X, \mathcal{D}_{X}\right)$ and $\left(Y, \mathcal{D}_{Y}\right)$ be two mutational spaces and $f: X$ $\rightarrow Y$. We say that $f$ is mutable in $x$ in the direction $u \in \mathcal{D}_{X}$, if there exists $v \in \mathcal{D}_{Y}$ such that

$$
\lim _{h \rightarrow 0^{+}} \frac{d_{Y}(f(u(x, h)), v(f(x), h))}{h}=0
$$

This is denoted by $v \in \stackrel{\circ}{f}(x) u$. We say that $f$ is strictly mutable at $x$ in the direction $u$ if there exists $v$ such that

$$
\lim _{h \rightarrow 0^{+}, x^{\prime} \rightarrow x} \frac{d_{Y}\left(f\left(u\left(x^{\prime}, h\right)\right), v\left(f\left(x^{\prime}\right), h\right)\right)}{h}=0 .
$$

Remark 2.4. If $f$ is a function into $X_{M}$, endowed with the space of transitions constructed in Example 2.2, the mutational derivative is unique so that you can simply write: $v=\stackrel{\circ}{f}(x) u$ (see [18]).

It is clear that the choice of the net of transitions is crucial. Indeed if it is poor, you can not hope to get good results. In the following definition, we introduce a notion of richness of a mutational space.

Definition 2.5: Let $\left(X, \mathcal{D}_{X}\right)$ be a mutational space. It is said to be rich at $x$ if the following condition is satisfied: there exists a function $k:[0,1] \rightarrow[0,1]$ increasing, equal to 0 at 0 , there exists $\mu>0$ such that, for any $y, z$ in $B(x, \mu)$, there exists $u$ in $\mathcal{D}_{X}$ satisfying:

$$
d_{X}(u(y, h), z) \leqslant(1-k(h)) d_{X}(y, z)
$$

for all $h$ in $[0,1]$.

## Example 2.6.

(1) Consider the case where $X$ is a normed vector space; a mutational space is simply constructed by using the following natural transitions: $u(x, h)$ $=x+h \bar{u}$, where $\bar{u}$ belongs to $X$. This mutational space is rich at any point $x$ : consider $k(h)=h$ and $u(t, h)=t+h(z-y)$.
(2) The space ( $X_{M C}, \mathcal{D}_{X_{M C}}$ ) is rich at any point. In this case, it is sufficient to consider the function $k(h)=1-e^{-h}$ and $u(t, h)=e^{-h} t+\left(1-e^{-h}\right) z$.

Let us now recall a last definition.

## Definition 2.7:

(i) A function $f: X \rightarrow Y$ is said to be metrically regular at $x_{0}$ if there exist $K>0, R>0$ and $r>0$ such that

$$
d_{X}\left(x, f^{-1}(y)\right) \leqslant K d_{Y}(f(x), y)
$$

for any $(x, y)$ in $B_{X}\left(x_{0}, r\right) \times B_{Y}\left(f\left(x_{0}\right), R\right)$.
(ii) A set-valued map $F: X \rightrightarrows Y$ is said to be metrically regular at a point ( $x_{0}, y_{0}$ ) of its graph if there exist $K>0, R>0$ and $r>0$ such that

$$
d_{X}\left(x, F^{-1}(y)\right) \leqslant K d_{Y}(F(x), y)
$$

for any $x$ in $B_{X}\left(x_{0}, \dot{r}\right)$, for any $y$ in $B_{Y}\left(y_{0}, R\right)$.

## 3. The single-valued case

In this part, we consider the case of a single-valued map. Let us first recall a result of Aubin (see [2]).

Theorem 3.1. Let $\left(X, \mathcal{D}_{X}\right)$ and $\left(Y, \mathcal{D}_{Y}\right)$ be two mutational spaces and $f: X$ $\rightarrow Y$. We assume that:
(i) For any $y, z$ in $Y$ there exists $u$ in $\mathcal{D}_{Y}$ such that:

$$
\lim _{h \rightarrow 0^{+}} \frac{d_{Y}(u(z, h), y)-(1-h) d_{Y}(z, y)}{h}=0
$$

and $\beta(u) \leqslant d_{Y}(y, z)$.
(ii) There exists $c>0, \gamma>0$ such that $f$ is strictly mutable on the ball $B\left(x_{0}, \gamma\right)$ and the mutations $f(x)$ are surjective, and for every $x$ in $B\left(x_{0}, \gamma\right)$, for any $w$ in $\mathcal{D}_{Y}$ there exists $v$ in $\mathcal{D}_{X}$ such that $w \in \stackrel{\circ}{f}(x) v$ and $\beta(v) \leqslant \beta(w)$.
Then, there exists $l>0$ such that for any $y$ in $\operatorname{int}\left(B\left(f\left(x_{0}\right),(\gamma / c)\right)\right)$, there exists a solution $\bar{x}$ to the equation $f(x)=y$ satisfying $d_{X}\left(\bar{x}, x_{0}\right) \leqslant l d_{Y}\left(y, f\left(x_{0}\right)\right)$.
Remark 3.2. It is quite easy to see that the assumption (i) is not satisfied for the mutational space $\left(X_{M C}, \mathcal{D}_{X_{M C}}\right)$ : Let $Z$ and $Y$ be two points of $X_{M C}$. For the equality to be satisfied, we necessary have $u(X, h)=e^{-h} X+\left(1-e^{-h}\right) Y$. Then, $h^{-1} d_{H}(u(X, h), X)=h^{-1}\left(1-e^{-h}\right) d_{H}(X, Y)$, this shows that the second condition is not satisfied. When looking more precisely, we realise that the required inequality in (i) is in fact an equality, this explains why this assumption is difficult to satisfy: Using the triangular inequality and the first condition of (i), we have $h^{-1} d_{Y}(u(z, h), z)$ $\geqslant d_{Y}(z, y)+\varepsilon(h)$ with $\lim _{h \rightarrow 0^{+}} \varepsilon(h)=0$. Consequently, $\liminf _{h \rightarrow 0^{+}} h^{-1} d_{Y}(u(z, h), z) \geqslant d_{Y}(z, y)$. Using the inequality of (i), we deduce that $\beta(u)=d_{Y}(z, y)$.

Let us now state the main result of this part.
Theorem 3.3. Let $\left(X, \mathcal{D}_{X}\right)$ and $\left(Y, \mathcal{D}_{Y}\right)$ be two mutational spaces, $X$ being complete. Let $f: X \rightarrow Y$ be a continuous function. Let a be in $X$. We suppose that $\left(Y, \mathcal{D}_{Y}\right)$ is rich at $f(a)$. We assume that:
(h1) $\exists c>0 \exists \beta>0 \forall x \in B_{X}(a, \beta), \forall v \in \mathcal{D}_{Y}, \exists u \in \mathcal{D}_{X}: v \in \stackrel{\circ}{f}(x) u$, and

$$
d_{X}(u(x, h), x) \leqslant c d_{Y}(f(x), v(f(x), h))
$$

for all $h$ in $[0,1]$
(h2) $\forall \varepsilon>0 \exists \alpha>0 \exists \eta>0 \forall x \in B_{X}(a, \alpha) \forall u \in \mathcal{D}_{X} \forall v \in \stackrel{\circ}{f}(x) u$ :

$$
d_{Y}(f(u(x, h)), v(f(x), h)) \leqslant \varepsilon d_{X}(u(x, h), x)
$$

for all $h$ in $[0, \eta]$.
(h3) $\exists \varepsilon>0$ :

$$
k(\eta)>\frac{2 \varepsilon c}{1+\varepsilon c}
$$

where $c$ is defined by (h1), $\eta$ by (h2), and $k$ by the assumption of richness
of $\left(Y, \mathcal{D}_{Y}\right)$.
Then, $f$ is metrically regular at $a$.
Proof: Let $\alpha, \beta, \eta, \varepsilon$ be the constants defined by the assumptions (h1), (h2), (h3) and $\mu$ defined by Definition 2.5. Set $\gamma=2 \varepsilon c+1-k(\eta)(1+\varepsilon c)$. Observe that $0<\gamma<1$. Set

$$
R=\min \left(\frac{(1-\gamma) \min (\alpha, \beta)}{4 c(2-k(\eta))}, \frac{\mu}{4}\right)
$$

The function $f$ is continuous at $a$ : there exists $\zeta$ such that for all $x$ in $B_{X}(a, \zeta), f(x)$ belongs to $B_{Y}(f(a), R)$. Set $r=\min (\zeta,(\alpha / 2),(\beta / 2))$. Let $x$ be in $B_{X}(a, r)$ and $y$ be in $B_{Y}(f(a), R)$. We have:

$$
d_{Y}(f(x), y) \leqslant \min \left(\frac{(1-\gamma) \min (\alpha, \beta)}{2 c(2-k(\eta))}, \frac{\mu}{2}\right)
$$

We are going to construct a sequence $\left(x_{n}, y_{n}\right)_{n \in \mathbb{N}}$ such that
(i) $y_{n}=f\left(x_{n}\right)$
(ii) $x_{n} \in B_{X}(a, \min (\alpha, \beta))$
(iii) $d_{Y}\left(y_{n}, y\right) \leqslant \gamma^{n} d_{Y}(y, f(x))$
(iv) $d_{X}\left(x_{n+1}, x_{n}\right) \leqslant(2-k(\eta)) c \gamma^{n} d_{Y}(y, f(x))$
(v) $y_{n} \in B_{Y}(f(a), \mu)$.

The sequence begins with $\left(x_{0}, y_{0}\right)=(x, f(x))$. Assume that we have already constructed $\left(x_{i}, y_{i}\right)$ for $i=1, \ldots, n$. We now construct $\left(x_{n+1}, y_{n+1}\right)$. The space $\left(Y, \mathcal{D}_{Y}\right)$ is rich at $f(a)$, then there exists $v$ in $\mathcal{D}_{Y}$ such that:

$$
\begin{equation*}
d_{Y}\left(v\left(y_{n}, \eta\right), y\right) \leqslant(1-k(\eta)) d_{Y}\left(y, y_{n}\right) \tag{1}
\end{equation*}
$$

Let us now apply the assumption (h1) to $x_{n}, \eta$ and $v$ : there exists $u$ in $\mathcal{D}_{X}$ such that $v \in \stackrel{\circ}{f}(x) u$ and

$$
\begin{equation*}
d_{X}\left(u\left(x_{n}, \eta\right), x_{n}\right) \leqslant c d_{Y}\left(f\left(x_{n}\right), v\left(f\left(x_{n}\right), \eta\right)\right) \tag{2}
\end{equation*}
$$

We then use (h2):

$$
\begin{equation*}
d_{Y}\left(f\left(u\left(x_{n}, \eta\right)\right), v\left(f\left(x_{n}\right), \eta\right)\right) \leqslant \varepsilon d_{X}\left(u\left(x_{n}, \eta\right), x_{n}\right) \tag{3}
\end{equation*}
$$

We set $x_{n+1}=u\left(x_{n}, \eta\right)$ and $y_{n+1}=f\left(x_{n+1}\right)$. Using the triangular inequality and (1), we get

$$
\begin{equation*}
d_{Y}\left(y_{n}, v\left(y_{n}, \eta\right)\right) \leqslant(2-k(\eta)) d_{Y}\left(y_{n}, y\right) \tag{4}
\end{equation*}
$$

On the other hand, using (2) and (3), we get

$$
d_{Y}\left(y_{n+1}, v\left(y_{n}, \eta\right)\right) \leqslant \varepsilon c d_{Y}\left(y_{n}, v\left(y_{n}, \eta\right)\right)
$$

We then obtain:

$$
d_{Y}\left(y_{n+1}, v\left(y_{n}, \eta\right)\right) \leqslant \varepsilon c(2-k(\eta)) d_{Y}\left(y_{n}, y\right)
$$

From the previous inequality and the estimate (1), we deduce:

$$
d_{Y}\left(y_{n+1}, y\right) \leqslant d_{Y}\left(y_{n+1}, v\left(y_{n}, \eta\right)\right)+d_{Y}\left(v\left(y_{n}, \eta\right), y_{n}\right) \leqslant \gamma d_{Y}\left(y_{n}, y\right)
$$

This yields to

$$
d_{Y}\left(y_{n+1}, y\right) \leqslant \gamma^{n+1} d_{Y}(f(x), y)
$$

We also have:

$$
d_{Y}\left(y_{n+1}, f(a)\right) \leqslant d_{Y}\left(y_{n+1}, y\right)+d_{Y}(y, f(a))<\mu
$$

From (2) and (4), we first get $d_{X}\left(x_{n+1}, x_{n}\right) \leqslant c(2-k(\eta)) d_{Y}\left(y_{n}, y\right)$ and then, with the help of (iii),

$$
d_{X}\left(x_{n+1}, x_{n}\right) \leqslant(2-k(\eta)) c \gamma^{n} d_{Y}(f(x), y)
$$

We have

$$
d_{X}\left(x_{n+1}, a\right) \leqslant(2-k(\eta)) c \frac{1-\gamma^{n}}{1-\gamma} d_{Y}(f(x), y)+d_{X}(x, a)
$$

and then

$$
d_{X}\left(x_{n+1}, a\right) \leqslant(2-k(\eta)) c \frac{1}{1-\gamma}\left(d_{Y}(f(x), f(a))+d_{Y}(f(a), y)\right)+\frac{1}{2} \min (\alpha, \beta)
$$

This leads to

$$
d_{X}\left(x_{n+1}, a\right) \leqslant \min (\alpha, \beta) .
$$

In consequence, $\left(x_{n+1}, y_{n+1}\right)$ satisfies the five required conditions. From inequality (iii) (and the fact that $0<\gamma<1$ ), it is easy to see that the sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ converges to $y$. On the other hand, a simple verification leads to

$$
d_{X}\left(x_{n+p}, x_{n}\right) \leqslant \gamma^{n}(2-k(\eta)) c d_{Y}(f(x), y) \frac{1-\gamma^{p}}{1-\gamma}
$$

The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in a complete metric space, so it converges to a point $\bar{x}$ of $X$. This point satisfies $y=f(\bar{x})$. We also have:

$$
d_{X}\left(x_{n}, x\right) \leqslant(2-k(\eta)) c \frac{1-\gamma^{n}}{1-\gamma} d_{Y}(f(x), y)
$$

Therefore,

$$
d_{X}(\bar{x}, x) \leqslant(2-k(\eta)) c \frac{1}{1-\gamma} d_{Y}(f(x), y)
$$

The result follows with $K=((2-k(\eta)) c) /(1-\gamma)$.

Remark 3.4. If $Y$ is a normed vector space, (h3) can be dropped. Choose $\varepsilon>0$ such that $\varepsilon c<1$. It is possible to take $\eta<(1 / 2)$ so that $(\varepsilon c+1) \eta<1$. Set $\gamma=(\varepsilon c+1) \eta$ and

$$
R=\frac{(1-\gamma) \min (\alpha, \beta)}{2 c \eta}
$$

The proof is similar at the proof of Theorem 3.3.
Remark 3.5. We can avoid (h3) if we strengthen the notion of richness of ( $Y, \mathcal{D}_{Y}$ ), by considering the following notion. The space $\left(Y, \mathcal{D}_{Y}\right)$ is said to be super-rich at $x$ if the following condition is satisfied. there exists a function $k:[0,1] \rightarrow[0,1]$ increasing, equal to 0 at 0 , there exists $\mu$, such that, for any $y, z$ in $B_{Y}(x, \mu)$, there exists $u$ in $\mathcal{D}_{Y}$ satisfying:

$$
d_{Y}(u(y, h), z) \leqslant(1-k(h)) d_{Y}(y, z) \text { and } d_{Y}(u(y, h), y) \leqslant k(h) d_{Y}(y, z)
$$

for all $h$ in $[0,1]$ (In particular, we have $d_{Y}(u(y, h), z)=(1-k(h)) d_{Y}(y, z)$ and $\left.d_{Y}(u(y, h), y)=k(h) d_{Y}(y, z)\right)$. In this case, we choose $\varepsilon>0$ such that $\varepsilon c<1$. Set $\gamma=1-k(\eta)+k(\eta) \varepsilon c$. The proof is similar at the proof of Theorem 3.3. This assumption is not comparable to the assumption (i) of Theorem 3.1 but the space ( $X_{M C}, \mathcal{D}_{X_{M C}}$ ) is super-rich at any point.

Let us now detail what is happening in the particular case of a set-valued map. Let $F: X \rightrightarrows \mathbb{R}^{n}$ be a set-valued map, with nonempty convex compact values; we denote by $f: X \rightarrow X_{M C}$ the single-valued map, defined by $F(x)=f(x)$. If $f$ is mutable in $x$ in the direction $u$, we denote by $\stackrel{\circ}{F}(x) u$ the unique convex compact set such that $\stackrel{\circ}{f}(x) u=e^{-h} f(x)+\left(1-e^{-h}\right) \stackrel{\circ}{F}(x) u$.

Theorem 3.6. Let $(X, \mathcal{D})$ be a mutational space, $X$ being complete. We consider a set-valued map $F: X \rightrightarrows \mathbb{R}^{n}$ with nonempty, convex, compact values. We suppose that $F$ is continuous with respect to the Hausdorff distance, denoted by $d_{H}$. Let $a$ be in $X$. Assume that:
(h1) $\exists c>0 \exists \beta>0 \exists M>0 \forall x \in B_{X}(a, \beta), \forall D \in B_{X_{M C}}(F(a), M), \exists u \in \mathcal{D}_{X}$ : $\stackrel{\circ}{F}(x) u=D$ and

$$
d_{X}(u(x, h), x) \leqslant c\left(1-e^{-h}\right) d_{H}(F(x), D)
$$

for all $h$ in $[0,1]$.
(h2) $\forall \varepsilon>0 \exists \alpha>0 \exists \eta>0 \forall x \in B_{X}(a, \alpha) \forall u \in \mathcal{D}_{X}$ such that $\stackrel{\circ}{F}(x) u$ $\in B_{X_{M C}}(F(a), M)$ :

$$
d_{H}\left(F(u(x, h)), e^{-h} F(x)+\left(1-e^{-h}\right) \stackrel{\circ}{F}(x) u\right) \leqslant \varepsilon d_{X}(u(x, h), x)
$$ for all $h$ in $[0, \eta]$.

Then, there exists $r>0, R>0, K>0$ such that

$$
d_{X}\left(x, F^{-1}(y)\right) \leqslant K d_{H}(y, F(x))
$$

for all $x$ in $B_{X}(a, r)$, for all $y$ such that $d(y, F(a)) \leqslant R$.
Proof: We consider the mutational space $X_{M C}$ introduced in Example 2.2. The single-valued map $f$ satisfies the assumptions of Thereom 3.3. Consequently, there exist $R>0, r>0, K>0$, such that

$$
d\left(x, f^{-1}(A)\right) \leqslant K d(f(x), A)
$$

for any $x$ in $B_{X}(a, r)$, for any $A$ in $B_{X_{M C}}(F(a), R)$. As $f$ is continuous, we can choose $r$ such that $d_{H}(f(x), f(a)) \leqslant(R / 3)$. Let $x$ be in $B_{X}(a, r)$ and $y$ be such that $d_{H}(y, F(a))$ $\leqslant(R / 3)$. We consider the set $A=\operatorname{co}(F(x) \cup\{y\})$ where co represents the closed convex hull. We have $d_{H}(F(x), A)=d_{\mathbb{R}^{n}}(y, F(x))$. Hence, from the triangular inequality, we get

$$
d_{H}(F(a), A) \leqslant d_{H}(F(a), F(x))+d_{H}(y, F(a))+d_{H}(F(a), F(x))
$$

this leads to $d_{H}(F(a), A) \leqslant R$. We then obtain that $d_{X}\left(x, f^{-1}(A)\right) \leqslant K d_{H}(y, F(x))$. We have $f^{-1}(A) \subset F^{-1}(y)$. Indeed, if $x^{\prime}$ belongs to $f^{-1}(A)$, we have $f\left(x^{\prime}\right)=A ; y$ belongs to $A$, then $y \in F^{-1}\left(x^{\prime}\right)$ and then $x^{\prime}$ belongs to $F^{-1}(y)$. We conclude that

$$
d_{X}\left(x, F^{-1}(y) \leqslant d_{X}\left(x, f^{-1}(A)\right) \leqslant K d_{H}(y, F(x))\right.
$$

which concludes the proof.
This result depends only on the point $a$ and not on a point $(a, b)$ of the graph of $F$. In the following part, we intend to localise the statement of Theorem 3.6.

## 4. The set-valued case

In [3], a notion of differentiability (extended in [11]) is introduced for a set-valued $\operatorname{map} F: X \rightrightarrows Y$, where $X, Y$ are normed vector spaces. In this section, we adapt this notion in the case where $X$ is only a metric space in order to obtain a metric regularity result.

Let $(X, \mathcal{D})$ be a mutational space and $Y$ be a normed vector space, $X$ being complete ( $d$ is the distance on $X$ and $\|$.$\| the norm on Y$ ).

Definition 4.1: We consider a set-valued map $F: X \rightrightarrows Y$. We say that $L$ is an approximation of $F$ at a point $(a, b)$ of $F$ if for any $\varepsilon>0$, there exists $r>0$ such that:

$$
L(u(x, h)) \cap B_{Y} \subset F(u(x, h))-z-\varepsilon d(u(x, h), x) B_{Y}
$$

for all $x$ in $B_{X}(a, r)$, for all $z$ in $B_{Y}(b, r) \cap F(x)$, for all $u$ in $\mathcal{D}$ and for all $h$ satisfying $d(u(x, h), x)<r$.

Theorem 4.2. We suppose that $X$ is complete. We consider a set-valued map $F: X \rightrightarrows Y$, with closed graph. Let $(a, b)$ be in $F$. Assume that:
(h1) $L$ is an approximation of $F$ at ( $a, b$ ).
(h2) $\exists \alpha>0 \exists c>0, \forall z \in \alpha B, \forall x \in B_{X}(a, r) \exists u \in \mathcal{D} \exists h>0$ :

$$
z \in L(u(x, h)) \text { and } d(u(x, h), x) \leqslant c\|z\|
$$

Then, there exist $R>0, K>0$ such that for all $y \in B_{Y}(b, R)$, there exixts $x$ in $B_{X}(a, r)$ satisfying

$$
y \in F(x) \text { and } d(x, a) \leqslant K\|y-b\| .
$$

Proof: Let $\varepsilon>0$ be chosen such that $\varepsilon c<1$. Set $R=\min (\alpha,(r / c),(r / c)(1$ $-\varepsilon c), 1$ ). Set $y$ in $B(b, R)$. We are going to construct a sequence $\left(x_{n}, y_{n}\right)$ satisfying the following conditions:
(i) $x_{n} \in B_{X}(a, r)$
(ii) $y_{n} \in F\left(x_{n}\right) \cap B_{Y}(y, \alpha)$
(iii) $\left\|y-y_{n}\right\| \leqslant(\varepsilon c)^{n}\|y-b\|$
(iv) $d\left(x_{n-1}, x_{n}\right) \leqslant(\varepsilon c)^{n-1} c\|y-b\|$.

Assume that the elements $\left(x_{i}, y_{i}\right), i=1, \ldots, n$, have already been constructed. Let us build ( $x_{n+1}, y_{n+1}$ ). We first apply (h2) to $z=y-y_{n}$ and $x=x_{n}$. There exist $u \in \mathcal{D}$ and $t>0$ such that $y-y_{n} \in L\left(u\left(x_{n}, t\right)\right)$ and $d\left(u\left(x_{n}, t\right), x_{n}\right) \leqslant c\left\|y-y_{n}\right\|$. Set $x_{n+1}=u\left(x_{n}, t\right)$. We have

$$
d\left(x_{n+1}, x_{n}\right) \leqslant c(\varepsilon c)^{n}\|y-b\|
$$

We now apply (h1) to $z=y_{n}, x_{n}$ and $u$. For all $h$ such that $d(u(x, h), x)<r$, we have

$$
L\left(u\left(x_{n}, h\right)\right) \cap B_{Y} \subset F\left(u\left(x_{n}, h\right)\right)-y_{n}-\varepsilon d\left(u\left(x_{n}, h\right), x_{n}\right) B_{Y}
$$

Now, $d\left(u\left(x_{n}, t\right), x_{n}\right) \leqslant(\varepsilon c)^{n} c\|y-b\|$ and then $d\left(u\left(x_{n}, t\right), x_{n}\right) \leqslant(\varepsilon c)^{n} r<r$. So,

$$
L\left(x_{n+1}\right) \cap B_{Y} \subset F\left(x_{n+1}\right)-y_{n}-\varepsilon d\left(x_{n+1}, x_{n}\right) B_{Y} .
$$

There exist $y_{n+1}$ in $F\left(x_{n+1}\right)$ and $w$ in $B_{Y}$ such that

$$
y-y_{n}=y_{n+1}-y_{n}-\varepsilon d\left(x_{n+1}, x_{n}\right) w .
$$

We then obtain:

$$
\left\|y-y_{n+1}\right\| \leqslant(\varepsilon c)^{n+1}\|y-b\|
$$

and consequently $\left\|y-y_{n+1}\right\|<\alpha$. We have:

$$
d\left(x_{n+1}, a\right) \leqslant c\|y-b\| \frac{1-(\varepsilon c)^{n+1}}{1-\varepsilon c}
$$

this allows us to conclude that $x_{n+1}$ belongs to $B(a, r)$. The sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ converges to $y$ (condition (iii)). The sequence $\left(x_{n}\right)_{n \in \mathrm{~N}}$ is a Cauchy sequence; indeed,

$$
d\left(x_{n+p}, x_{n}\right) \leqslant c\|y-b\|(\varepsilon c)_{n} \frac{1-(\varepsilon c)^{p-1}}{1-\varepsilon c}
$$

In consequence, the sequence $\left(x_{n}\right)_{n \in \mathrm{~N}}$ converges to a point $x$. As $F$ has a closed graph, $y$ belongs to $F(x)$ and we have:

$$
d(x, a) \leqslant \frac{c}{1-\varepsilon c}\|y-b\|
$$

this concludes the proof.
Corollary 4.3. Under the assumptions of the theorem, we have: for all ( $x_{1}, y_{1}$ ) in $B((a, b),(r / 2))$, with $y_{1}$ in $F\left(x_{1}\right)$ for all $y$ in $B_{Y}\left(y_{1},(R / 2)\right)$ there exixts $x$ in $B_{X}\left(x_{1},(r / 2)\right)$ such that

$$
y \in F(x) \text { and } d\left(x, x_{1}\right) \leqslant K\left\|y-y_{1}\right\|
$$

where $R, K$ and $r$ are the constants defined in Theorem 4.2.
Proof: The assumptions of Theorem 4.2 are satisfied with $\left(x_{1}, y_{1}\right)$ instead of $(a, b)$; the radius on which the assumptions are satisfied is now $r / 2$. Therefore, the estimate is obtained on a smallest neighbourhood of $y_{1}$.

Lemma 4.4. Let $F$ be a set-valued map and $(a, b)$ be a point of its graph. Assume that the following condition is satisfied.

$$
\begin{equation*}
\forall \varepsilon>0 \exists r>0: x \in B(a, r) \Rightarrow d(b, F(x))<\varepsilon \tag{5}
\end{equation*}
$$

Let $\nu>0$. Then, there exists $\bar{r}$ such that for all $(x, y)$ in $B(a, \bar{r}) \times B(b, \bar{r})$ we have

$$
d(y, F(x))=d(y, F(x) \cap B(b, \nu))
$$

Proof: Let $\nu>0$. We apply Condition (5) to $\varepsilon=\nu / 4$. There exists $\bar{r}$ such that for $x$ in $B(a, \bar{r})$, we have $d(b, F(x))<\nu / 4$; this implies that there exists $\bar{z}$ in $F(x)$ such that $d(b, \bar{z}) \leqslant \nu / 4$. Let $y$ be in $B(b,(\nu / 4))$. Let $z$ not be in $B(b, \nu)$. We have:

$$
d(y, F(x)) \leqslant d(y, \bar{z}) \leqslant d(y, b)+d(b, \bar{z})
$$

this leads to $d(y, F(x)) \leqslant \nu / 2$. We also have:

$$
d(y, z) \geqslant d(z, b)-d(y, b)
$$

and then

$$
d(y, z) \geqslant \frac{3 \nu}{4}
$$

Hence,

$$
d(y, z) \geqslant \frac{\nu}{2}+\frac{\nu}{4} \geqslant \frac{\nu}{4}+d(y, F(x))
$$

This is true for any $z \notin B(b, \nu)$. The conclusion holds.

Corollary 4.5. Under the assumptions of the Theorem 4.2 and Condition (5), $F$ is metrically regular at $(a, b)$.

Proof: We apply Lemma 4.4 to $\nu=\min (r / 2, R / 4)$ and Corollary 4.3. Let $y$ be in $B_{Y}(b, \min (R / 4, \bar{r}))$ and $x$ be in $B_{X}(a, \min (r / 2, \bar{r}))$. Since the set $F(x)$ $\cap B_{Y}(b, \min (r / 2, R / 4))$ is nonempty, let us choose $y_{1}$ in this set. Observe that $\left(x, y_{1}\right)$ belongs to $B((a, b), r / 2)$ and $y$ belongs to $B_{Y}\left(y_{1}, R / 2\right)$. We can apply Corollary 4.3. There exists $x_{1}$ in $B_{X}(x, r / 2)$ (then in $\left.B_{X}(a, r)\right)$ such that $y$ belongs to $F\left(x_{1}\right)$ and $d_{X}\left(x, x_{1}\right) \leqslant K\left\|y-y_{1}\right\|$. Therefore,

$$
d\left(F^{-1}(y), x\right) \leqslant K d(y, F(x) \cap B(b, \min (r / 2, R / 4)))
$$

According to Lemma 4.4, with $\nu=\min (r / 2, R / 4)$, the result follows.
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