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#### Abstract

We use the monomial basis theory developed by Deng and Du to present an elementary algebraic construction of the canonical bases for both the Ringel-Hall algebra of a cyclic quiver and the positive part $\mathbf{U}^{+}$of the quantum affine $\mathfrak{s l}_{n}$. This construction relies on analysis of quiver representations and the introduction of a new integral PBW-like basis for the Lusztig $\mathbb{Z}\left[v, v^{-1}\right]$-form of $\mathbf{U}^{+}$.


## 1 Introduction

A landmark in Lie theory was G. Lusztig's introduction [18] of the canonical basis of the quantum enveloping algebra of a simple complex Lie algebra. He showed that this basis has some remarkable properties, such as the positivity property for structure constants (see [15] for Hecke algebras), the compatibility with various natural filtrations, and the fact that this basis is well adapted to all finite dimensional irreducible representations. In this case Lusztig actually gave two constructions of the canonical bases, namely, the elementary algebraic construction, involving analysis of quiver representations, and the geometric construction, based on perverse sheaves on representation varieties of a quiver. Nevertheless, the key steps in the proof of the existence of the canonical bases are the use of the Ringel-Hall algebra associated with the representation category of a quiver [25,27]. The geometric construction was soon extended $[19,20$ ] to an arbitrary Kac-Moody algebra (see [23]). Though there are other elementary constructions including Kashiwara's crystal basis approach [14] for arbitrary Kac-Moody algebras and, in the affine case, the constructions given in [1,2], the algebraic construction for the general case involving analysis of quiver representations remains unclear.

In this paper, we will present such a construction for cyclic quivers. The main ingredient in this construction is the strong monomial basis property established in [4]. This property is a systematic construction of many monomial bases for the subalgebra, the composition algebra, generated by simple modules of the generic (twisted) Ringel-Hall algebra of a cyclic quiver. It is proved [26] that the composition algebra is isomorphic to the positive part $\mathbf{U}^{+}$of the quantum enveloping algebra $\mathbf{U}$ of the affine Lie algebra $\widehat{\mathfrak{s I}}_{n}$. This realization together with the strong monomial basis property allows us to introduce integral monomial/PBW-like bases for the Lusztig Z-form

[^0]$U_{\mathbb{Z}}^{+}\left(\mathbb{Z}=\mathbb{Z}\left[v, v^{-1}\right]\right)$ of $\mathbf{U}^{+}$and to see the triangular relations of the bar involution on these basis elements. In this way, a new basis is constructed through a standard linear algebra method. We then prove that this basis agrees with Lusztig's canonical basis; see $[16,30]$. We further extend the approach to produce a similar construction for the canonical basis of the whole Ringel-Hall algebra. Note that the PBW bases constructed in this paper do not involve braid group actions. It would be interesting to find a relation between our PBW bases and those constructed in [2]. Note also that the construction for the cyclic quiver case is a key step towards the completion of a similar construction suitable for all affine Kac-Moody algebras with symmetric generalized Cartan matrices; see [17].

The paper is organized as follows. We start with nilpotent representations of a cyclic quiver $\Delta$ and their associated Ringel-Hall algebra $\mathcal{H}$ in $\S 2$. We investigate in $\S 3$ the generic extension monoid $\mathcal{M}$ of $\Delta$ through a minimal set $I^{e}$ of generators consisting of simple and sincere semisimple representations. Thus we obtain a monoid epimorphism $\wp$ from the free monoid over $I^{e}$ to $\mathcal{M}$. With $\wp$, we construct in $\S 4$ a distinguished word in every fibre of $\wp$, and discuss the strong monomial basis property for Ringel-Hall algebras in $\S 5$. From $\S 6$ onwards, we use the twisted Ringel-Hall algebra $H_{z}$ and its composition algebra $C_{z}$ as a realization of $U_{\mathcal{Z}}^{+}(\S 6)$ to introduce a new integral PBW basis from which we construct a so-called IC basis for $U_{\mathcal{Z}}^{+}$(§7). In $\S 8$, we show that this elementarily constructed IC basis coincides with the (geometrically constructed) canonical basis for $U_{Z}^{+}$, and in the last section, we further extend the construction to the whole Ringel-Hall algebra $\mathrm{H}_{z}$.

### 1.1 Some Notation

For a finite dimensional quiver representation (or a finite dimensional module over an algebra) $M$, let $\operatorname{soc}^{1} M=\operatorname{soc} M$ (resp. $\operatorname{rad}^{1} M=\operatorname{rad} M$ ) denote the socle (resp. radical) of $M$. Let $\operatorname{soc}^{0} M=0, \operatorname{rad}^{0} M=M$ and, for $i>1$, let $\operatorname{soc}^{i} M$ be the inverse image of $\operatorname{soc}\left(M / \operatorname{soc}^{i-1} M\right)$ in $M$ under the natural projection $M \rightarrow M / \operatorname{soc}^{i-1} M$ and $\operatorname{rad}^{i} M=\operatorname{rad}\left(\operatorname{rad}^{i-1} M\right)$. We also set top $M=M / \operatorname{rad} M$.

Let $\mathrm{Ll}(M)$ denote the Loewy length of $M$, that is,

$$
\mathrm{Ll}(M)=\min \left\{s \mid \operatorname{rad}^{s} M=0\right\}=\min \left\{t \mid \operatorname{soc}^{t} M=M\right\} .
$$

Then $M$ admits two natural filtrations: the radical filtration

$$
M \supseteq \operatorname{rad} M \supseteq \cdots \supseteq \operatorname{rad}^{l-1} M \supseteq \operatorname{rad}^{l} M=0
$$

and the socle filtration

$$
M=\operatorname{soc}^{l} M \supseteq \operatorname{soc}^{l-1} M \supseteq \cdots \supseteq \operatorname{soc}^{1} M \supseteq 0
$$

where $l=\mathrm{Ll}(M)$. We have obviously the following lemma.
Lemma 1.1 For each $0 \leq s \leq l$, $\operatorname{soc}^{s} M$ is the unique maximal submodule of $M$ of Loewy length $s$, while $M / \operatorname{rad}^{s} M$ is the unique maximal quotient module of $M$ of Loewy
length $l-s$. In other words, any filtration $M=M_{0} \supseteq M_{1} \supseteq \cdots \supseteq M_{l-1} \supseteq M_{l}=0$ satisfying the property that $M_{s}$ (resp. $M / M_{s}$ ) is a maximal submodule (resp. quotient module) of Loewy length $s$ (resp. $l-s$ ) coincides with the socle (resp. radical) filtration of $M$.

## 2 Nilpotent Representations and Ringel-Hall Algebras

Let $\Delta=\Delta(n)$ be the cyclic quiver

with vertex set $I:=\mathbb{Z} / n \mathbb{Z}=\{1,2, \ldots, n\}$ and arrow set $\{i \rightarrow i+1 \mid 1 \leq i \leq n\}$, and let $k \Delta$ be the path algebra of $\Delta$ over a field $k$. For a representation $M=\left(V_{i}, f_{i}\right)_{i}$ of $\Delta$, let $\operatorname{dim} M=\sum_{i=1}^{n} \operatorname{dim} V_{i}$ and $\operatorname{dim} M=\left(\operatorname{dim} V_{1}, \ldots, \operatorname{dim} V_{n}\right) \in \mathbb{N}^{n}$ denote the dimension and dimension vector of $M$, respectively, and let [ $M$ ] denote the isoclass (isomorphism class) of $M$. Further, for each $a \geq 1$, we write

$$
a M:=\underbrace{M \oplus \cdots \oplus M}_{a} .
$$

If $a=0$, we let $a M=0$ by convention.
A representation $M=\left(V_{i}, f_{i}\right)_{i}$ of $\Delta$ over $k$ (or a $k \Delta$-module) is called nilpotent if the composition $f_{n} \cdots f_{2} f_{1}: V_{1} \rightarrow V_{1}$ is nilpotent, or equivalently, one of the $f_{i-1} \cdots f_{n} f_{1} \cdots f_{i}: V_{i} \rightarrow V_{i}(2 \leq i \leq n)$ is nilpotent. Let $\mathbb{T}_{k}=\mathbb{T}_{k}(n)$ denote the category of finite-dimensional nilpotent representations of $\Delta$ over $k$, and let $S_{i}=\left(S_{i}\right)_{k}$, $i \in I$ (resp. $S_{i}[l]_{k}, i \in I$ and $l \geq 1$ ) be the irreducible (resp. indecomposable) objects in $\mathbb{T}_{k}$. Here $S_{i}[l]_{k}$ is the (unique) indecomposable object with top $\left(S_{i}\right)_{k}$ and length, i.e., dimension, $l$.

Following [16], a (cyclic) multisegment is a formal finite sum

$$
\pi=\sum_{i \in I, l \geq 1} \pi_{i, l}[i ; l)
$$

where $\pi_{i, l} \in \mathbb{N}$. Let $\Pi$ denote the set of all multisegments. Then each multisegment $\pi=\sum_{i, l} \pi_{i, l}[i ; l) \in \Pi$ defines a representation in $\mathbb{T}_{k}$

$$
M_{k}(\pi)=\bigoplus_{i \in I, l \geq 1} \pi_{i, l} S_{i}[l]_{k}
$$

In this way we obtain a bijection between $\Pi$ and the set of isoclasses of representations in $\mathbb{T}_{k}$. Note that this bijection is independent of the field $k$. Thus, throughout, the subscripts $k$ are often dropped for notational simplicity. We shall also write End $(M)$, $\operatorname{Hom}(M, N)$, etc. for $\operatorname{End}_{k \Delta}(M), \operatorname{Hom}_{k \Delta}(M, N)$, etc.

Remark 2.1 In [4, 28], nilpotent representations of $\Delta$ are parametrized by $n$-tuples of partitions. In fact, if we identify a multisegment $\pi=\sum_{i, l} \pi_{i, l}[i ; l) \in \Pi$ as the $n$-tuple $\left(\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(n)}\right)$ of partitions, where, for each $1 \leq i \leq n, \pi^{(i)}$ is the partition dual to the partition $\left(m^{\pi_{i, m}}, \ldots, 2^{\pi_{i, 2}}, 1^{\pi_{i, 1}}\right)$, where $m$ is the maximal $l$ for which $\pi_{i, l} \neq 0$ (i.e., $m=\operatorname{Ll}(M(\pi))$ ), then the two parametrizations coincide.

A multisegment $\pi=\sum_{i, l} \pi_{i, l}[i ; l)$ in $\Pi$ is called aperiodic $^{1}$ (see [19, p. 417]) if, for each $l \geq 1$, there is some $i \in I$ such that $\pi_{i, l}=0$. Otherwise, $\pi$ is called periodic. By $\Pi^{a}$ we denote the set of aperiodic multisegments. A representation $M$ in $\mathbb{T}$ is called aperiodic (resp. periodic) if $M \cong M(\pi)$ for some $\pi \in \Pi^{a}$ (resp. $\pi \in \Pi \backslash \Pi^{a}$ ).

For $\mathbf{d} \in \mathbb{N}^{n}$, let

$$
\Pi_{\mathbf{d}}=\{\lambda \in \Pi \mid \operatorname{dim} M(\lambda)=\mathbf{d}\} \quad \text { and } \quad \Pi_{\mathbf{d}}^{a}=\Pi^{a} \cap \Pi_{\mathbf{d}}
$$

Associated to a cyclic quiver, or more precisely, to $\mathbb{T}$, Ringel introduced an associative algebra, the Ringel-Hall algebra, which can be defined at two levels: the integral level and the generic level.

Let $k$ be a finite field of $q_{k}$ elements and, for $L, M, N$ in $\mathbb{T}_{k}$, let $F_{M N}^{L}$ be the number of submodules $V$ of $L$ such that $V \cong N$ and $L / V \cong M$. More generally, given modules $M, N_{1}, \ldots, N_{m}$ in $\mathbb{T}_{k}$, we let $F_{N_{1} \cdots N_{m}}^{M}$ be the number of the filtrations

$$
M=M_{0} \supseteq M_{1} \supseteq \cdots \supseteq M_{m-1} \supseteq M_{m}=0,
$$

such that $M_{t-1} / M_{t} \cong N_{t}$ for all $1 \leq t \leq m$. By [13,26], $F_{N_{1} \cdots N_{m}}^{M}$ is a polynomial in $q_{k}$. In other words, for $\pi, \mu_{1}, \ldots, \mu_{m}$ in $\Pi$, there is a polynomial $\varphi_{\mu_{1} \ldots \mu_{m}}^{\pi}(q) \in \mathcal{A}:=\mathbb{Z}[q]$ such that for any finite field $k$ of $q_{k}$ elements

$$
\varphi_{\mu_{1} \cdots \mu_{m}}^{\pi}\left(q_{k}\right)=F_{M_{k}\left(\mu_{1}\right) \cdots M_{k}\left(\mu_{m}\right)}^{M_{k}(\pi)} .
$$

The (generic) Ringel-Hall algebra $\mathcal{H}=\mathcal{H}_{\mathcal{A}}(n)$ of $\Delta(n)$ is by definition the free $\mathcal{A}$-module with basis $\left\{u_{\pi} \mid \pi \in \Pi\right\}$ and multiplication given by

$$
u_{\mu} \circ u_{\nu}=\sum_{\pi \in \Pi} \varphi_{\mu \nu}^{\pi}(q) u_{\pi}
$$

By specializing $q$ to the prime power $q_{k}$, we obtain the integral Ringel-Hall algebra associated with $\mathbb{T}_{k}$.

In practice, we sometimes write $u_{\pi}=u_{[M(\pi)]}$ in order to make certain calculations in terms of modules. Denote by $\mathcal{C}=\mathcal{C}_{\mathcal{A}}(n)$ the subalgebra of $\mathcal{H}$ generated by $u_{i}:=$ $u_{\left[S_{i}\right]}, i \in I$. This is called the (generic) composition algebra of $\Delta(n)$. It is easy to see that $\mathcal{C}$ is a proper subalgebra of $\mathcal{H}$. Moreover, both $\mathcal{H}$ and $\mathcal{C}$ admit a natural $\mathbb{N}^{n}$-grading by dimension vectors:

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\mathbf{d} \in \mathbb{N}^{n}} \mathcal{H}_{\mathbf{d}} \quad \text { and } \quad \mathcal{C}=\bigoplus_{\mathbf{d} \in \mathbb{N}^{n}} \mathcal{C}_{\mathbf{d}} \tag{2.1}
\end{equation*}
$$

where $\mathcal{H}_{\mathbf{d}}$ is spanned by all $u_{\lambda}$ with $\lambda \in \Pi_{\mathbf{d}}$ and $\mathcal{C}_{\mathbf{d}}=\mathcal{C} \cap \mathcal{H}_{\mathbf{d}}$.

[^1]
## 3 The Generic Extension Monoid of a Cyclic Quiver

Let $\mathcal{M}$ (resp. $\mathcal{M}_{c}$ ) be the set of all isoclasses of representations (resp. aperiodic representations) in $\mathbb{T}$. Given two objects $M, N$ in $\mathbb{T}$, there exists a unique (up to isomorphism) extension $G$ of $M$ by $N$ with minimal $\operatorname{dim} \operatorname{End}(G)[3,4,24]$. The extension $G$ is called the generic extension ${ }^{2}$ of $M$ by $N$ and is denoted by $G=: M * N$. Thus, if we define $[M] *[N]=[M * N]$, then it is known from [4] that $*$ is associative and $(\mathcal{M}, *)$ is a monoid with identity [0].

Every semisimple module in $\mathbb{T}$ has the form $S_{\mathbf{a}}=\bigoplus_{i=1}^{n} a_{i} S_{i}$ for some $\mathbf{a}=\left(a_{i}\right) \in$ $\mathbb{N}^{n}$. We shall see below that every module in $\mathbb{T}$ is a sequence of generic extensions by semisimple modules.

For each multisegment $\pi=\sum_{i, l} \pi_{i, l}[i ; l)$ and each $i \in I$, we define

$$
i * \pi=\pi-\left[i+1 ; l_{0}\right)+\left[i ; l_{0}+1\right)
$$

where $l_{0}$ is maximal such that $\pi_{i+1, l_{0}} \neq 0$. Then by [4, Proposition 3.7], we have

$$
S_{i} * M(\pi) \cong M(i * \pi) .
$$

Further, for each $i \in I$, we set $\pi^{(i)}=\sum_{l \geq 1} \pi_{i, l}[i ; l)$. Then $\pi=\pi^{(1)}+\pi^{(2)}+\cdots+\pi^{(n)}$. Finally, for every $\mathbf{a}=\left(a_{i}\right) \in \mathbb{N}^{n}$, we define

$$
\mathbf{a} * \pi=\sum_{i \in I} \underbrace{i * i * \cdots * i}_{a_{i}} * \pi^{(i+1)} .
$$

Lemma 3.1 Let $\mathbf{a} \in \mathbb{N}^{n}$ and $\pi \in \Pi$. Then we have $M(\mathbf{a} * \pi) \cong S_{\mathbf{a}} * M(\pi)$. Dually, a similar result holds for the generic extension of a module by a semisimple one.

Proof For each $1 \leq i \leq n$, we set

$$
M_{i}(\pi)=M\left(\pi^{(i)}\right)=\bigoplus_{l \geq 1} \pi_{i, l} S_{i}[l]
$$

Then $M(\pi)=\bigoplus_{i=1}^{n} M_{i}(\pi)$. Since $\operatorname{Ext}^{1}\left(S_{i}, M_{j}(\pi)\right)=0$ for all $j \neq i+1$, we have

$$
S_{\mathbf{a}} * M(\pi)=\bigoplus_{i \in I}\left(a_{i} S_{i}\right) * M_{i+1}(\pi) .
$$

Applying [4, Proposition 3.7] repeatedly gives

$$
\left(a_{i} S_{i}\right) * M_{i+1}(\pi) \cong \underbrace{S_{i} * \cdots * S_{i}}_{a_{i}} * M\left(\pi^{(i+1)}\right) \cong M(\underbrace{i * \cdots * i}_{a_{i}} * \pi^{(i+1)}) .
$$

Hence, $M(\mathbf{a} * \pi) \cong S_{\mathbf{a}} * M(\pi)$.

[^2]By Lemma 3.1, we obtain the following, cf. [22].
Corollary 3.2 Let $M \in \mathbb{T}$ with $l=\operatorname{Ll}(M)$. Then we have

$$
M \cong(M / \operatorname{rad} M) *\left(\operatorname{rad} M / \operatorname{rad}^{2} M\right) * \cdots *\left(\operatorname{rad}^{l-2} M / \operatorname{rad}^{l-1} M\right) *\left(\operatorname{rad}^{l-1} M\right)
$$

and

$$
M \cong\left(M / \operatorname{soc}^{l-1} M\right) *\left(\operatorname{soc}^{l-1} M / \operatorname{soc}^{l-2} M\right) * \cdots *\left(\operatorname{soc}^{2} M / \operatorname{soc} M\right) *(\operatorname{soc} M)
$$

In particular, we have for each $0<s \leq l$,

$$
\left(M / \operatorname{rad}^{s} M\right) *\left(\operatorname{rad}^{s} M\right) \cong M \cong\left(M / \operatorname{soc}^{s} M\right) *\left(\operatorname{soc}^{s} M\right)
$$

A semi-simple module $S_{\mathbf{a}}=\bigoplus_{i=1}^{n} a_{i} S_{i}$ is called sincere if all $a_{i} \geq 1$. Clearly, sincere semi-simple modules are in one-to-one correspondence with sincere vectors $\mathbf{a}=\left(a_{i}\right) \in \mathbb{N}^{n}$. Let $I^{e}=I \cup\left\{\right.$ all sincere vectors in $\left.\mathbb{N}^{n}\right\}$.

We have already proved the following result, cf. [22].
Proposition 3.3 The generic extension monoid $\mathcal{M}$ is generated by $\left[S_{\mathbf{a}}\right], \mathbf{a} \in I^{e}$, and this generating set is minimal.

In [22], the structure of the monoids $\mathcal{M}$ and $\mathcal{M}_{c}$ in terms of generators and relations is investigated.

Let $\Sigma$ (resp. $\Omega$ ) denote the set of all words on the alphabet $I^{e}$ (resp. I). For each $w=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{m} \in \Sigma$, we set $M(w)=S_{\mathbf{a}_{1}} * S_{\mathbf{a}_{2}} * \cdots * S_{\mathbf{a}_{m}}$. Then there is a unique $\pi \in \Pi$ such that $M(w) \cong M(\pi)$, and we set $\wp(w)=\pi$. In this way we obtain a surjective map $\wp: \Sigma \rightarrow \Pi, w \mapsto \pi=\wp(w)$. Note that the map $\wp$ is independent of the field $k$ and that $\wp$ induces a surjection $\wp: \Omega \rightarrow \Pi^{a}$ (see [4, Theorem 4.1]).

Besides the monoid structure, $\mathcal{M}$ has also a poset structure. For two representations $M, N \in \mathbb{T}$, we say that $M$ degenerates to $N$ (or $N$ is a degeneration of $M$ ), following [3], and write $M \leq_{\operatorname{deg}} N$, if $\operatorname{dim} \operatorname{Hom}(X, M) \leq \operatorname{dim} \operatorname{Hom}(X, N)$ for all $X$ in $\mathbb{T}$ (see also [31]).

Since the order relation is independent of the field $k$, we may turn $\Pi$ into a poset with the opposite partial order $\leq:=\left(\leq_{\text {deg }}\right)^{\text {op }}$ defined by setting ${ }^{3}$

$$
\mu \leq \lambda \Longleftrightarrow M(\lambda) \leq_{\operatorname{deg}} M(\mu)
$$

## 4 Distinguished Words and Distinguished Decompositions

We recall from [26, 2.3] and [4, Section 5] the definitions of a reduced filtration and distinguished words in $\Omega$. We now generalize them to the words in $\Sigma$.

For $\mathbf{a} \in I^{e}$, we set $u_{\mathbf{a}}=u_{\left[S_{\mathrm{a}}\right]}$. Let $w=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{m}$ be a word in $\Sigma$ and let $\varphi_{w}^{\lambda}(q)$ be the Hall polynomial $\varphi_{\mu_{1} \cdots \mu_{m}}^{\lambda}(q)$ with $M\left(\mu_{r}\right) \cong S_{\mathbf{a}_{r}}$. Then $w$ can be uniquely expressed

[^3]in the tight form $w=\mathbf{b}_{1}^{e_{1}} \mathbf{b}_{2}^{e_{2}} \cdots \mathbf{b}_{t}^{e_{t}}$, where $e_{r}=1$ if $\mathbf{b}_{r} \in I^{e} \backslash I$, and $e_{r}$ is the number of consecutive occurrences of $\mathbf{b}_{r}$ if $\mathbf{b}_{r} \in I$. A filtration
$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{t-1} \supset M_{t}=0
$$
of a nilpotent representation $M$ is called a reduced filtration of type $w$ if $M_{r-1} / M_{r} \cong$ $e_{r} S_{\mathbf{b}_{r}}$ for all $1 \leq r \leq t$. By $\gamma_{w}^{\lambda}(q)$ we denote the Hall polynomial $\varphi_{\mu_{1} \cdots \mu_{t}}^{\lambda}(q)$, where $M\left(\mu_{r}\right)=e_{r} S_{\mathbf{b}_{r}}$. Thus, for any finite field $k$ of $q_{k}$ elements, $\gamma_{w}^{\lambda}\left(q_{k}\right)$ is the number of the reduced filtrations of $M_{k}(\lambda)$ of type $w$. A word $w$ is called distinguished if the Hall polynomial $\gamma_{w}^{\wp(w)}(q)=1$. Note that $w$ is distinguished if and only if, for an algebraically closed field $k, M_{k}(\wp(w))$ has a unique reduced filtration of type $w$.

For each multisegment $\pi=\sum_{i, l} \pi_{i, l}[i ; l)$, we define

$$
p(\pi)=\max \left\{l \mid \pi_{i, l} \neq 0 \text { for all } 1 \leq i \leq n\right\}
$$

If no such an $l$ exists, we set $p(\pi)=0$. This is exactly the case where $\pi$ is aperiodic. In particular, a multisegment $\pi$ is called strongly periodic if $\pi_{i, l}=0$ for all $i \in I$ and $l>p(\pi)$. Clearly, we have

$$
\begin{equation*}
p(\mathbf{a} * \pi)=p(\pi)+1 \text { whenever } \mathbf{a} \in \mathbb{N}^{n} \text { is sincere. } \tag{4.1}
\end{equation*}
$$

Let $\pi \in \Pi$ with $p=p(\pi)$ and consider the submodule $M^{\prime}=\operatorname{soc}^{p} M(\pi)$ of $M(\pi)$. Then

$$
M^{\prime \prime}:=M(\pi) / M^{\prime}=\bigoplus_{i \in I} \bigoplus_{l>p} \pi_{i, l} S_{i}[l-p]
$$

Let $\pi^{\prime}, \pi^{\prime \prime} \in \Pi$ be such that $M\left(\pi^{\prime}\right) \cong M^{\prime}$ and $M\left(\pi^{\prime \prime}\right) \cong M^{\prime \prime}$. Then, obviously, $\pi^{\prime}$ is strongly periodic, $\pi^{\prime \prime}$ is aperiodic, and both $\pi^{\prime}$ and $\pi^{\prime \prime}$ are uniquely determined by $\pi$. We call $\left(\pi^{\prime}, \pi^{\prime \prime}\right)$ the associated pair of $\pi$. We have the following.

Lemma 4.1 Maintain the notation introduced above. We have $M(\pi) \cong M\left(\pi^{\prime \prime}\right)$ * $M\left(\pi^{\prime}\right)$. Moreover, $M^{\prime}$ is the unique submodule of $M(\pi)$ isomorphic to $M\left(\pi^{\prime}\right)$.

Proof The isomorphism follows from Corollary 3.2, while the uniqueness follows from Lemma 1.1, since $M^{\prime}=\operatorname{soc}^{p} M(\pi)$.

We have the following characterization of a strongly periodic multisegment.
Lemma 4.2 Let $\pi \in \Pi$ and $M=M(\pi)$. Then $\pi$ is strongly periodic with $p=p(\pi)$ if and only if $p=\operatorname{Ll}(M)$ and every subquotient $S_{\mathbf{a}_{s}} \cong \operatorname{soc}^{p-s+1} M / \operatorname{soc}^{p-s} M, 1 \leq$ $s \leq p$, in the socle filtration of $M$ is sincere. Moreover, putting $y_{\pi}=\mathbf{a}_{1} \cdots \mathbf{a}_{p}$, we have $\wp\left(y_{\pi}\right)=\pi$, and any filtration

$$
M=M_{0} \supseteq M_{1} \supseteq \cdots \supseteq M_{p-1} \supseteq M_{p}=0
$$

satisfying $M_{s-1} / M_{s} \cong S_{\mathbf{a}_{s}}$ for all $1 \leq s \leq p$ is the socle filtration of $M$.

Proof The sufficient part follows from (4.1). To see the necessary part, we apply induction on $p$; the case for $p=1$ is trivial. Assume now $p>1$ and let $\pi=$ $\sum_{i, l} \pi_{i, l}[i ; l)$. Then $\mathbf{a}_{1}=\left(\pi_{1, p}, \ldots, \pi_{n, p}\right)$ is sincere. Putting

$$
\pi_{1}=\pi-\sum_{i} \pi_{i, p}[i ; p)+\sum_{i} \pi_{i, p}[i+1 ; p-1)
$$

we have $\pi=\mathbf{a}_{1} * \pi_{1}$, and $\pi_{1}$ is strongly periodic with $p\left(\pi_{1}\right)=p-1$. Hence $S_{\mathbf{a}_{1}} * M\left(\pi_{1}\right) \cong M(\pi)$ by Lemma 3.1. Clearly, $M\left(\pi_{1}\right)$ is isomorphic to a maximal submodule $M_{1}$ of $M(\pi)$ with Loewy length $p-1$. Hence, $M_{1}=\operatorname{soc}^{p-1} M(\pi)$ by Lemma 1.1, and the assertion follows from induction.

For an aperiodic $\pi \in \Pi^{a}$, we have the following which was not explicitly stated in [4].

Proposition 4.3 For any $\pi \in \Pi^{a}$, there exists a distinguished word

$$
w_{\pi}=j_{1}^{e_{1}} \cdots j_{t}^{e_{t}} \in \Omega \cap \wp^{-1}(\pi)
$$

where $j_{r-1} \neq j_{r}, e_{r} \geq 1$ for all $r$, that is, $M(\pi)$ has a unique filtration

$$
M(\pi)=M_{0} \supseteq M_{1} \supseteq \cdots \supseteq M_{t-1} \supseteq M_{t}=0
$$

satisfying $M_{r-1} / M_{r} \cong e_{r} S_{j_{r}}$ for all $1 \leq r \leq t$.

Proof Let $\pi=\sum_{i, l} \pi_{i, l}[i ; l)$ be an aperiodic multisegment. For each $i \in I$, we set $M_{i}=\bigoplus_{l \geq 1} S_{i}[l]$. Then there is a $j \in I$ (not necessarily unique) such that $\operatorname{Ll}\left(M_{j}\right)>$ $\mathrm{Ll}\left(M_{j+1}\right)$. We write

$$
M_{j}=S_{j}\left[l_{1}\right] \oplus S_{j}\left[l_{2}\right] \oplus \cdots \oplus S_{j}\left[l_{r}\right]
$$

with $l_{1} \geq l_{2} \geq \cdots \geq l_{r} \geq 1$. Choose $e \geq 1$ such that $l_{e}>l_{e+1}$ and $l_{e}>\operatorname{Ll}\left(M_{j+1}\right)$, and define

$$
\mu=\pi-\left(\left[j ; l_{1}\right)+\cdots+\left[j ; l_{e}\right)\right)+\left(\left[j+1 ; l_{1}-1\right)+\cdots+\left[j+1 ; l_{e}-1\right)\right) .
$$

By [4, Lemma 5.4], there is a unique submodule $X$ of $M(\pi)$ such that $X \cong M(\mu)$ and $M(\pi) / X \cong e S_{j}$. We may assume that $\mu$ is aperiodic. For example, taking the maximal index $e$ with the property $l_{e}>l_{e+1}$ and $l_{e}>\operatorname{Ll}\left(M_{j+1}\right)$ ensures that $\mu$ is aperiodic. By induction, there is a distinguished word $w_{1} \in \Omega \cap \wp^{-1}(\mu)$. Then $w:=j^{e} w_{1}$ is a distinguished word in $\Omega \cap \wp^{-1}(\pi)$, as desired.

Note that by [4, Theorem 5.5], every distinguished word in $\wp^{-1}(\pi)$ can be obtained in the above way.

Example 4.4 Let $n=3$ and $\pi=[1 ; 4)+[1 ; 3)+[2 ; 2)+[2 ; 1)+2[3 ; 1)$. Then $\pi$ is aperiodic. From the proof of Proposition 4.3, we can take $j_{1}=1$ or 2. Moreover, if $j_{1}=1$, then $e_{1}=1$ or 2 , and if $j_{1}=2$, then $e_{1}=1$. If we fix $j_{1}=1$ and $e_{1}=2$, then $j_{2}=2$ and $e_{2}=1$ or 3 . Continuing this process, we finally get all the seven distinguished words in $\wp^{-1}(\pi)$ :

$$
\begin{gathered}
1213^{3} 2^{3} 13^{2}, \quad 12^{2} 13^{4} 2^{2} 13, \quad 1^{2} 23^{3} 2^{3} 13^{2}, \quad 1^{2} 2^{3} 3^{5} 21 \\
21213^{4} 2^{2} 13, \quad 21^{2} 23^{4} 2^{2} 13, \quad 21^{2} 2^{2} 3^{5} 21
\end{gathered}
$$

In general, for any $\pi \in \Pi$ with $p=p(\pi)$, let $\left(\pi^{\prime}, \pi^{\prime \prime}\right)$ be the associated pair, where $\pi^{\prime}$ is strongly periodic with $p\left(\pi^{\prime}\right)=p$ and $\pi^{\prime \prime}$ is aperiodic. By Lemma 4.2 and Proposition 4.3, there are distinguished words

$$
\begin{equation*}
w_{\pi^{\prime \prime}}=j_{1}^{e_{1}} \cdots j_{t}^{e_{t}} \in \Omega \cap \wp^{-1}\left(\pi^{\prime \prime}\right) \quad \text { and } \quad y_{\pi^{\prime}}=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{p} \in \Sigma \cap \wp^{-1}\left(\pi^{\prime}\right) \tag{4.2}
\end{equation*}
$$

associated to $\pi^{\prime}$ and $\pi^{\prime \prime}$. Thus, we obtain a word

$$
\begin{equation*}
w_{\pi}=w_{\pi^{\prime \prime}} y_{\pi^{\prime}}=j_{1}^{e_{1}} \cdots j_{t}^{e_{t}} \mathbf{a}_{1} \cdots \mathbf{a}_{p} \in \wp^{-1}(\pi) \tag{4.3}
\end{equation*}
$$

and a decomposition $M(\pi)=e_{1} S_{j_{1}} * \cdots * e_{t} S_{j_{t}} * S_{\mathbf{a}_{1}} * \cdots * S_{\mathbf{a}_{p}}$. We shall call such a decomposition a distinguished decomposition because of the following.

Proposition 4.5 For any $\pi \in \Pi$, the word $w_{\pi}$ defined in (4.3) is distinguished.
Proof The existence of a reduced filtration of type $w_{\pi}$ obtained by refining $M(\pi) \supseteq$ $M^{\prime}=\operatorname{soc}^{p} M(\pi) \supseteq 0$, follows from Lemmas 4.1 and 4.2, and Proposition 4.3. Suppose now that $M(\pi)$ has another filtration

$$
M(\pi)=N_{0} \supseteq N_{1} \supseteq \cdots \supseteq N_{t-1} \supseteq N_{t} \supseteq \cdots \supseteq N_{t+p-1} \supseteq N_{t+p}=0
$$

satisfying $N_{s-1} / N_{s} \cong e_{s} S_{j_{s}}$ for $1 \leq s \leq t$ and $N_{t+i-1} / N_{t+i} \cong S_{\mathbf{a}_{i}}$ for $1 \leq i \leq p$. Then we have $\operatorname{Ll}\left(N_{t}\right) \leq p$. Since $M^{\prime}$ is the maximal submodule of $M(\pi)$ of Loewy length $p$, we infer $N_{t} \subseteq M^{\prime}$, and consequently, $N_{t}=M^{\prime}$ as $\operatorname{dim} N_{t}=\operatorname{dim} M^{\prime}$. Now the uniqueness of the filtrations given in Lemma 4.2 and Proposition 4.3 forces that the filtration above must be unique. Hence, $w_{\pi}$ is distinguished.

## 5 The Strong Monomial Basis Property

For $m \geq 1$, let $\llbracket m \rrbracket^{!}=\llbracket 1 \rrbracket \llbracket 2 \rrbracket \cdots \llbracket m \rrbracket$, where $\llbracket e \rrbracket=\frac{q^{e}-1}{q-1}$.
For any $w=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{m} \in \Sigma$, let $u_{w}=u_{\mathbf{a}_{1}} \circ u_{\mathbf{a}_{2}} \circ \cdots \circ u_{\mathbf{a}_{m}}$. The proof of the following is entirely similar to that of [4, Proposition 9.1].

Lemma 5.1 For each $w \in \Sigma$ with the tight form $\mathbf{b}_{1}{ }^{e_{1}} \mathbf{b}_{2}{ }^{e_{2}} \cdots \mathbf{b}_{t}{ }^{e_{t}}$, we have

$$
\begin{equation*}
u_{w}=\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!} \sum_{\lambda \leq \wp(w)} \gamma_{w}^{\lambda}(q) u_{\lambda} \tag{5.1}
\end{equation*}
$$

In other words, we have the relation $\varphi_{w}^{\lambda}(q)=\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!} \gamma_{w}^{\lambda}(q)$. Moreover, the coefficients appearing in the sum are all non-zero.

For any $\pi \in \Pi$, choose an arbitrary $w_{\pi} \in \wp^{-1}(\pi)$. We shall call the set $\left\{w_{\pi} \mid \pi \in \Pi\right\}$ a section of $\Sigma$ over $\Pi$. Similarly, we may define a section of $\Omega$ over $\Pi^{a}$. A section is called distinguished if all its members are distinguished words. By the invertibility of the matrix arising from (5.1) over the components $\mathcal{H}_{\mathrm{d}}$, Lemma 5.1 implies immediately the following strong monomial basis property for the RingelHall algebra associated with a cyclic quiver; see [4, 8.1] and [5, 1.1] for the quantum group case.

Theorem 5.2 Let $\mathcal{H}_{\mathbb{Q}(q)}=\mathcal{H} \otimes_{\mathcal{A}}(\mathbb{O}(q)$ and, for $w \in \Sigma$, let

$$
u^{(w)}=\frac{1}{\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}} u_{w}
$$

(i) If $\left\{w_{\pi} \mid \pi \in \Pi\right\}$ is a section of $\Sigma$ over $\Pi$. Then the set $\left\{u_{w_{\pi}} \mid \pi \in \Pi\right\}$ forms a basis for $\mathcal{H}_{\mathbb{Q}_{2}(q)}$. In particular, the Ringel-Hall algebra $\mathcal{H}_{\mathbb{Q}_{2}(q)}$ is generated by $u_{\mathrm{a}}$, $\mathbf{a} \in I^{e}$.
(ii) If the section $\left\{w_{\pi} \mid \pi \in \Pi\right\}$ is distinguished, then $\left\{u^{\left(w_{\pi}\right)} \mid \pi \in \Pi\right\}$ forms an integral basis for $\mathcal{H}$.

## 6 Twisted Ringel-Hall Algebras and Quantum Affine $\mathfrak{s l}_{n}$

Let $Z=\mathbb{Z}\left[v, v^{-1}\right]$ be the Laurent polynomial ring over $\mathbb{Z}$ in indeterminate $v$. For each $m \geq 1$, let

$$
[m]=\frac{v^{m}-v^{-m}}{v-v^{-1}} \quad \text { and } \quad[m]^{!}=[1][2] \cdots[m]
$$

The twisted Ringel-Hall algebra $H_{\mathcal{Z}}=H_{\mathcal{Z}}(n)$ of $\Delta(n)$ is by definition the free z-module with basis $\left\{u_{\pi}=u_{[M(\pi)]} \mid \pi \in \Pi\right\}$ and multiplication defined by

$$
u_{\mu} u_{\nu}=v^{\varepsilon(\mu, \nu)}\left(u_{\mu} \circ u_{\nu}\right)=v^{\varepsilon(\mu, \nu)} \sum_{\pi \in \Pi} \varphi_{\mu \nu}^{\pi}\left(v^{2}\right) u_{\pi} .
$$

Here $\varepsilon(\mu, \nu)=\varepsilon(\operatorname{dim} M(\mu), \operatorname{dim} M(\nu))$ is the Euler form $\varepsilon(-,-): \mathbb{Z}^{n} \times \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ associated with the cyclic quiver $\Delta$ and defined by

$$
\varepsilon(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n} a_{i} b_{i}-\sum_{i=1}^{n} a_{i} b_{i+1}
$$

for $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right), \mathbf{b}=\left(b_{1}, \ldots, b_{n}\right)$ (noting $n+1=1$ in $\left.I\right)$. It is well known that for two representations $M, N \in \mathbb{T}$, there holds

$$
\varepsilon(\operatorname{dim} M, \operatorname{dim} N)=\operatorname{dim}_{k} \operatorname{Hom}(M, N)-\operatorname{dim}_{k} \operatorname{Ext}^{1}(M, N)
$$

The Z-subalgebra $C_{\mathcal{Z}}$ of $H_{z}$ generated by $u_{i}^{(m)}:=\frac{u_{i}^{m}}{[m]^{1}}, i \in I$ and $m \geq 1$, is called the twisted composition algebra. Then $C_{z}$ is also generated by $u_{\left[m S_{i}\right]}, i \in I, m \geq 1$,
since $u_{i}^{(m)}=v^{m(m-1)} u_{\left[m S_{i}\right]}$. Clearly, both $H_{\mathcal{Z}}$ and $C_{\mathcal{Z}}$ inherit the grading given in (2.1).

Let $\mathbf{H}=H_{z} \otimes_{z}\left(\mathbb{O}_{2}(v)\right.$ and $\mathbf{C}=C_{z} \otimes_{z}\left(\mathbb{O}(v)\right.$. Let $\mathbf{U}=\mathbf{U}_{v}\left(\widehat{\mathfrak{s}}_{n}\right)$ be the quantum $\widehat{\mathfrak{s I}}_{n}(n \geq 2)$ over $\left(\mathbb{O}(v)\right.$, and let $E_{i}, F_{i}, K_{i}^{ \pm 1}(i \in I)$ be its generators; see [21]. Then $\mathbf{U}$ admits a triangular decomposition $\mathbf{U}=\mathbf{U}^{-} \mathbf{U}^{0} \mathbf{U}^{+}$where $\mathbf{U}^{+}\left(\right.$resp. $\left.\mathbf{U}^{-}, \mathbf{U}^{0}\right)$ is the subalgebra generated by the $E_{i}$ 's (resp. $F_{i}$ 's, $K_{i}^{ \pm 1}$ 's). We denote by $U_{z}^{+}$the Lusztig form of $\mathbf{U}^{+}$, that is, $U_{z}^{+}$is generated by all the divided powers $E_{i}^{(m)}:=E_{i}^{m} /[m]^{!}$. We have the following important results.

## Theorem 6.1

(i) There is a Z-algebra isomorphism

$$
C_{z} \xrightarrow{\sim} U_{z}^{+}, u_{i}^{(m)} \longmapsto E_{i}^{(m)}, i \in I, m \geq 1
$$

and hence $a(\mathbb{O})(v)$-algebra isomorphism $\mathbf{U}^{+} \cong \mathbf{C}[26]$.
(ii) The algebra $\mathbf{H}$ is isomorphic to $\mathbf{U}^{+} \otimes_{\mathbb{Q}(v)}(\mathbb{O})(v)\left[x_{1}, x_{2}, \ldots\right]$, where $\left(\mathbb{O}(v)\left[x_{1}, x_{2}, \ldots\right]\right.$ is an infinite polynomial algebra over $\left(\mathbb{O}(v)\right.$ with $x_{r}$ central of degree $(r, \ldots, r)$ [29].

In the sequel, we will identify the two algebras $U_{z}^{+}$and $C_{z}$. In particular, we shall identify $u_{i}^{(m)}$ with $E_{i}^{(m)}$, etc. Note that the Ringel-Hall algebra notation $u_{\lambda}$ will be used to facilitate calculations involving modules.

The elementary construction of the canonical bases for $U_{\mathcal{Z}}$ and $H_{z}$ uses (integral) monomials which we now define. For each $w=i_{1} \cdots i_{m}=j_{1}^{e_{1}} \cdots j_{t}^{e_{t}} \in \Omega$ with $j_{r-1} \neq j_{r}$ for all $r$, let $^{4}$

$$
\begin{equation*}
\mathfrak{m}_{w}=u_{i_{1}} \cdots u_{i_{m}}=E_{i_{1}} \cdots E_{i_{m}} \quad \text { and } \quad \mathfrak{m}^{(w)}=u_{j_{1}}^{\left(e_{1}\right)} \cdots u_{j_{t}}^{\left(e_{t}\right)}=E_{j_{1}}^{\left(e_{1}\right)} \cdots E_{j_{t}}^{\left(e_{t}\right)} \tag{6.1}
\end{equation*}
$$

Then we have by Lemma 5.1

$$
\begin{equation*}
\mathfrak{m}_{w}=v^{\delta_{1}(w)} u_{w}=v^{\delta_{1}(w)} \sum_{\lambda \leq \wp(w)} \varphi_{w}^{\lambda}\left(v^{2}\right) u_{\lambda} \tag{6.2}
\end{equation*}
$$

where $\delta_{1}(w)=\sum_{1 \leq r<s \leq m} \varepsilon\left(\operatorname{dim} S_{i_{r}}, \operatorname{dim} S_{i_{s}}\right)$. If we put

$$
\begin{equation*}
\delta_{2}(w)=\sum_{r=1}^{t} \frac{e_{r}\left(e_{r}-1\right)}{2} \quad \text { and } \quad \delta(w)=\delta_{1}(w)+\delta_{2}(w) \tag{6.3}
\end{equation*}
$$

then $\prod_{r=1}^{t}\left[e_{r}\right]^{!}=v^{-\delta_{2}(w)} \prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}$, and

$$
\begin{align*}
\mathfrak{m}^{(w)} & =\left(\prod_{r=1}^{t}\left[e_{r}\right]^{!}\right)^{-1} \mathfrak{m}_{w}=\left(\prod_{r=1}^{t} \llbracket e_{r} \rrbracket^{!}\right)^{-1} v^{\delta_{1}(w)+\delta_{2}(w)} u_{w}  \tag{6.4}\\
& =v^{\delta(w)} \sum_{\lambda \leq \wp(w)} \gamma_{w}^{\lambda}\left(v^{2}\right) u_{\lambda}
\end{align*}
$$

[^4]We now define (integral) monomials in $H_{z}$. For each $\mathbf{a}=\left(a_{i}\right) \in \mathbb{N}^{n}$, we set $\|\mathbf{a}\|=\sum_{i} a_{i}^{2}$ and $|\mathbf{a}|=\sum_{i} a_{i}$, and define

$$
\tilde{u}_{\mathbf{a}}=v^{\operatorname{dim} \operatorname{End}\left(S_{\mathbf{a}}\right)-\operatorname{dim} S_{\mathbf{a}}} u_{\mathbf{a}}=v^{\|\mathbf{a}\|-|\mathbf{a}|} u_{\mathbf{a}} \in H_{z}
$$

In particular, for $i \in I$ and $e \geq 1$, we have

$$
\tilde{u}_{e i}=v^{e^{2}-e} u_{e i}=u_{i}^{(e)}
$$

where $u_{e i}=u_{\left[e S_{i}\right]}$. Note that if $\mathbf{a}=\left(a_{i}\right) \in \mathbb{N}^{n}$ is insincere, say $a_{i}=0$, then

$$
\tilde{u}_{\mathbf{a}}=\tilde{u}_{a_{i-1}(i-1)} \cdots \tilde{u}_{a_{1} 1} \tilde{u}_{a_{n} n} \cdots \tilde{u}_{a_{i+1}(i+1)}
$$

is a monomial in $U_{z}^{+}$defined above.
In general, for a given word $w=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{m} \in \Sigma$ with tight form $\mathbf{b}_{1}{ }^{e_{1}} \mathbf{b}_{2}{ }^{e_{2}} \cdots \mathbf{b}_{t}{ }^{e_{t}}$, we define monomials in $H_{\mathcal{Z}}$ (cf. (6.1))

$$
\mathfrak{m}_{w}=u_{\mathbf{a}_{1}} \cdots u_{\mathbf{a}_{m}} \quad \text { and } \quad \mathfrak{m}^{(w)}=\tilde{u}_{e_{1} \mathbf{b}_{1}} \cdots \tilde{u}_{e_{t} \mathbf{b}_{t}} .
$$

Again by Lemma 5.1, we obtain

$$
\mathfrak{m}_{w}=v^{\sum_{1 \leq r<s \leq m} \varepsilon\left(\operatorname{dim} S_{\mathrm{a}_{r}, \operatorname{dim}} S_{\mathrm{a}_{s}}\right)} \sum_{\lambda \leq \wp(w)} \varphi_{w}^{\lambda}\left(v^{2}\right) u_{\lambda}
$$

and

$$
\begin{equation*}
\mathfrak{m}^{(w)}=v^{\delta^{\prime}(w)} \sum_{\lambda \leq \wp(w)} \gamma_{w}^{\lambda}\left(v^{2}\right) u_{\lambda} \tag{6.5}
\end{equation*}
$$

where

$$
\delta^{\prime}(w)=\sum_{r=1}^{m}\left(e_{r}^{2}\left\|\mathbf{b}_{r}\right\|-e_{r}\left|\mathbf{b}_{r}\right|-\frac{e_{r}\left(e_{r}-1\right)}{2}\right)+\sum_{1 \leq r<s \leq m} \varepsilon\left(\operatorname{dim} S_{\mathbf{a}_{r}}, \operatorname{dim} S_{\mathbf{a}_{s}}\right)
$$

Note that if $w \in \Omega$, then all $\left\|\mathbf{b}_{r}\right\|=\left|\mathbf{b}_{r}\right|=1$, and so $\delta^{\prime}(w)=\delta(w)$. Since $\delta^{\prime}$ extends $\delta$, we will use the same letter $\delta$ for $\delta^{\prime}$ in the sequel.

Here are the twisted version and the (non-integral) quantum group version of the strong monomial basis property (Theorem 5.2). The integral quantum group version of this property was not given in [4] and will be discussed in the next section as a key step to the elementary construction.

## Theorem 6.2

(i) For each $\pi \in \Pi$, choose a word $w_{\pi} \in \wp^{-1}(\pi)$. Then the set $\left\{\mathfrak{m}_{w_{\pi}} \mid \pi \in \Pi\right\}$ is a $(\mathbb{O})(v)$-basis of $\mathbf{H}$. Moreover, if all $w_{\pi}$ are chosen to be distinguished, then the set $\left\{\mathfrak{m}^{\left(w_{\pi}\right)} \mid \pi \in \Pi\right\}$ is a Z-basis of $\mathrm{H}_{z}$.
(ii) Let $\left\{w_{\pi} \mid \pi \in \Pi^{a}\right\}$ be a section of $\Omega$ over $\Pi^{a}$. Then the set $\left\{\mathfrak{m}_{w_{\pi}} \mid \pi \in \Pi^{a}\right\}$ is a (O) $(v)$-basis of $\mathbf{U}^{+}[4,8.1]$.

By [30, Proposition 7.5]), there is a Z-linear ring involution $\iota: H_{\mathcal{Z}} \rightarrow H_{\mathcal{Z}}$ satisfying $\iota(v)=v^{-1}$ and $\iota\left(\mathfrak{m}^{\left(w_{\pi}\right)}\right)=\mathfrak{m}^{\left(w_{\pi}\right)}$.

Remark 6.3 The construction of the ring involution $\iota$ is not algebraic and elementary, though its restriction to $U_{z}^{+}$can be seen easily through the Drinfeld-Jimbo presentation. However, if we note that the ring homomorphism condition is not required in the (linear algebra) construction of IC bases, then we may use the basis $\left\{\mathfrak{m}^{(w)} \mid w \in \mathcal{D}\right\}$ for $H_{Z}$ described in Theorem 6.2(i) to define a semi-linear involution $\iota(\mathcal{D})$ on $H_{\mathcal{Z}}$, and then to construct an IC basis with respect to $\iota(\mathcal{D})$ (see [9]). By Theorem 9.2, we shall see that the resulting IC bases constructed from the semilinear maps $\iota(\mathcal{D})$ are the same. This in turn shows that the definition of $\iota=\iota(\mathcal{D})$ is independent of the selection of distinguished sections (cf. Corollary 8.3). Hence, this definition for $\iota$ is also somehow natural.

## 7 Integral PBW and Canonical Bases for Quantum Affine $\mathfrak{s I}_{n}$

In this section, we give two applications of Theorem 6.2(ii). First, it can be used to prove that the $Z$-form $U_{z}^{+}$is $Z$-free with many monomial bases determined by distinguished words. Second, from every such a monomial basis, we may construct an integral PBW basis for $U_{z}^{+}$from which the canonical basis can be constructed by a standard linear algebra argument.

Lemma 7.1 Let $\mathbf{P}$ be the subspace of $\mathbf{H}$ spanned by all $u_{\lambda}$ with $\lambda \in \Pi \backslash \Pi^{a}$. Then as a vector space $\mathbf{H}=\mathbf{U}^{+} \oplus \mathbf{P}$.

Proof If suffices to prove that for each $\mathbf{d} \in \mathbb{N}^{n}, \mathbf{H}_{\mathbf{d}}=\mathbf{U}_{\mathbf{d}}^{+} \oplus \mathbf{P}_{\mathbf{d}}$, where $\mathbf{P}_{\mathbf{d}}$ is the $\mathbb{O}(v)$-subspace of $\mathbf{H}_{\mathbf{d}}$ spanned by all $u_{\lambda}$ with $\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}$.

First, we show $\mathbf{U}_{\mathbf{d}}^{+} \cap \mathbf{P}_{\mathbf{d}}=0$. Take an $x \in \mathbf{U}_{\mathbf{d}}^{+} \cap \mathbf{P}_{\mathbf{d}}$ and suppose $x \neq 0$. Since $x \in \mathbf{U}_{\mathbf{d}}^{+}$, we use the basis $\left\{\mathfrak{m}_{w_{\pi}} \mid \pi \in \Pi_{\mathbf{d}}^{a}\right\}$ for $\mathbf{U}_{\mathbf{d}}^{+}$constructed in Theorem 6.2 to write

$$
x=\sum_{\pi \in \Pi_{\mathbf{d}}^{a}} a_{\pi} \mathfrak{m}_{w_{\pi}}
$$

for some $a_{\pi} \in \mathbb{O}(v)$. Now let $\mu \in \Pi_{\mathbf{d}}^{a}$ be maximal such that $a_{\mu} \neq 0$. Using (6.2), we can rewrite $x=\sum_{\lambda \in \Pi_{\mathrm{d}}} b_{\lambda} u_{\lambda}$. By the maximality of $\mu$, we have $b_{\mu}=$ $a_{\mu} v^{\delta_{1}\left(w_{\mu}\right)} \varphi_{w_{\mu}}^{\mu}\left(v^{2}\right) \neq 0$. This contradicts the fact that $x \in \mathbf{P}_{\mathbf{d}}$. Hence, $\mathbf{U}_{\mathbf{d}}^{+} \cap \mathbf{P}_{\mathbf{d}}=0$. Now a dimension comparison forces $\mathbf{H}_{\mathbf{d}}=\mathbf{U}_{\mathbf{d}}^{+} \oplus \mathbf{P}_{\mathbf{d}}$.

For each $\pi \in \Pi^{a}$, we now fix a distinguished word $w_{\pi} \in \Omega \cap \wp^{-1}(\pi)$ (see Proposition 4.3). Since $\gamma_{w_{\pi}}^{\pi}\left(v^{2}\right)=1$, we may rewrite (6.4) as

$$
\begin{equation*}
\mathfrak{m}^{\left(w_{\pi}\right)}=v^{\delta\left(w_{\pi}\right)} u_{\pi}+v^{\delta\left(w_{\pi}\right)} \sum_{\lambda<\pi} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) u_{\lambda} \tag{7.1}
\end{equation*}
$$

Definition 7.2 For each given distinguished section $\mathcal{D}=\left\{w_{\pi} \mid \pi \in \Pi^{a}\right\}$, we define inductively the elements $E_{\pi}=E_{\pi}(\mathcal{D}), \pi \in \Pi^{a}$, as follows. For any $\mathbf{d} \in \mathbb{N}^{n}$ and $\pi \in \Pi_{\mathbf{d}}^{a}$, if $\pi$ is minimal, put $E_{\pi}=\mathfrak{m}^{\left(w_{\pi}\right)} \in U_{\mathbf{d}}^{+}:=\mathbf{U}_{\mathbf{d}} \cap U_{Z}^{+}$. Assume in general that $E_{\lambda} \in U_{\mathbf{d}}^{+}$have been defined for all $\lambda \in \Pi_{\mathbf{d}}^{a}$ with $\lambda<\pi$. Then we define

$$
\begin{equation*}
E_{\pi}=\mathfrak{m}^{\left(w_{\pi}\right)}-\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda<\pi} v^{\delta\left(w_{\pi}\right)-\delta\left(w_{\lambda}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) E_{\lambda} \in U_{\mathbf{d}}^{+} \tag{7.2}
\end{equation*}
$$

In other words, we have

$$
\begin{equation*}
\mathfrak{m}^{\left(w_{\pi}\right)}=E_{\pi}+\sum_{\lambda \in \Pi_{\mathfrak{d}}^{a}, \lambda<\pi} v^{\delta\left(w_{\pi}\right)-\delta\left(w_{\lambda}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) E_{\lambda} . \tag{7.3}
\end{equation*}
$$

Lemma 7.3 Let $\left\{w_{\pi} \mid \pi \in \Pi^{a}\right\}$ be a given distinguished section. For each $\mathbf{d} \in \mathbb{N}^{n}$ and each $\pi \in \Pi_{\mathrm{d}}^{a}$, we have

$$
E_{\pi}=v^{\delta\left(w_{\pi}\right)} u_{\pi}+\sum_{\lambda \in \Pi_{\mathrm{d}} \backslash \Pi_{\mathrm{d}}^{a}, \lambda<\pi} \xi_{\lambda}^{\pi} u_{\lambda}
$$

for some $\xi_{\lambda}^{\pi} \in \mathcal{Z}$.

Proof By (7.1), we have

$$
\mathfrak{m}^{\left(w_{\pi}\right)}-\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda \leq \pi} v^{\delta\left(w_{\pi}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) u_{\lambda}=\sum_{\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \lambda<\pi} v^{\delta\left(w_{\pi}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) u_{\lambda} \in \mathbf{P}
$$

On the other hand, replacing $\mathfrak{m}^{\left(w_{\pi}\right)}$ in the left-hand side by (7.2) yields
$\mathfrak{m}^{\left(w_{\pi}\right)}-\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda \leq \pi} v^{\delta\left(w_{\pi}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) u_{\lambda}=\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda \leq \pi} v^{\delta\left(w_{\pi}\right)-\delta\left(w_{\lambda}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right)\left(E_{\lambda}-v^{\delta\left(w_{\lambda}\right)} u_{\lambda}\right) \in \mathbf{P}$.
Now an inductive argument concludes $E_{\pi}-v^{\delta\left(w_{\pi}\right)} u_{\pi} \in \mathbf{P}$. Hence,

$$
E_{\pi}=v^{\delta\left(w_{\pi}\right)} u_{\pi}+\sum_{\lambda \in \Pi_{\mathfrak{d}} \backslash \Pi_{d}^{a}, \lambda<\pi} \xi_{\lambda}^{\pi} u_{\lambda} \quad \text { for some } \xi_{\lambda}^{\pi} \in \mathcal{Z}
$$

as required.

Example 7.4 Let $n=3$ and $\mathbf{d}=(1,2,3)$. Then $\Pi_{d}$ consists of 18 elements, i.e., there are 18 isoclasses of nilpotent representations of $\Delta(3)$ of dimension vector $\mathbf{d}$. Let $\pi=[1 ; 3)+[2 ; 1)+2[3 ; 1) \in \Pi_{\mathbf{d}}$, i.e., $M(\pi)=S_{1}[3] \oplus S_{2} \oplus 2 S_{3}$. Then

$$
\Pi_{\mathbf{d}}^{\leq \pi}:=\left\{\pi^{\prime} \in \Pi_{\mathbf{d}} \mid \pi^{\prime} \leq \pi\right\}=\{\pi, \lambda, \mu, \nu, \tau\}
$$

such that

$$
\begin{array}{ll}
M(\lambda)=S_{1}[2] \oplus S_{2}[2] \oplus 2 S_{3}, & M(\mu)=S_{1}[2] \oplus S_{2} \oplus 3 S_{3} \\
M(\nu)=S_{1} \oplus S_{2}[2] \oplus S_{2} \oplus 2 S_{3}, & M(\tau)=S_{1} \oplus 2 S_{2} \oplus 3 S_{3}
\end{array}
$$

Clearly, $\pi, \lambda, \mu$ are aperiodic, $\nu, \tau$ are periodic, and the Hasse diagram of $\left(\Pi_{\mathbf{d}}^{\leq \pi}, \leq\right)$ has the form


Take distinguished words $w_{1}=123^{3} 2 \in \wp^{-1}(\pi), w_{2}=213^{3} 2 \in \wp^{-1}(\lambda)$, and $w_{3}=13^{3} 2^{2} \in \wp^{-1}(\mu)$. Then we get

$$
\begin{aligned}
& \mathfrak{m}^{\left(w_{1}\right)}=v^{2} u_{\pi}+v^{2} u_{\lambda}+\left(v^{4}+v^{2}\right) u_{\mu}+v^{2} u_{\nu}+\left(v^{4}+v^{2}\right) u_{\tau} \\
& \mathfrak{m}^{\left(w_{2}\right)}=v^{3} u_{\lambda}+v^{3} u_{\mu}+v^{3} u_{\nu}+\left(v^{5}+v^{3}\right) u_{\tau} \\
& \mathfrak{m}^{\left(w_{3}\right)}=v^{6} u_{\mu}+v^{6} u_{\tau}
\end{aligned}
$$

Thus, with respect to the chosen distinguished words $w_{1}, w_{2}, w_{3}$, we obtain

$$
\begin{array}{ll}
E_{\pi}=v^{2} u_{\pi}-v^{4} u_{\tau}, & \mathfrak{m}^{\left(w_{1}\right)}=E_{\pi}+v^{-1} E_{\lambda}+\left(v^{-2}+v^{-4}\right) E_{\mu} \\
E_{\lambda}=v^{3} u_{\lambda}+v^{3} u_{\nu}+v^{5} u_{\tau}, & \mathfrak{m}^{\left(w_{2}\right)}=E_{\lambda}+v^{-3} E_{\mu} \\
E_{\mu}=v^{6} u_{\mu}+v^{6} u_{\tau}, & \mathfrak{m}^{\left(w_{3}\right)}=E_{\mu}
\end{array}
$$

Theorem 7.5 For each given distinguished section $\mathcal{D}=\left\{w_{\pi} \mid \pi \in \Pi^{a}\right\}$ of $\Omega$ over $\Pi^{a}$, each of the following sets forms a Z-basis for $U_{Z}^{+}$:
(i) $\left\{\mathfrak{m}^{\left(w_{\pi}\right)} \mid \pi \in \Pi^{a}\right\}$;
(ii) $\left\{E_{\lambda} \mid \lambda \in \Pi^{a}\right\}$, where $E_{\lambda}=E_{\lambda}(\mathcal{D})$.

In particular, $U_{z}^{+}$is a free $Z$-module.
Proof By Theorem 6.2(ii), $\mathfrak{m}^{\left(w_{\pi}\right)}, \pi \in \Pi^{a}$, are $Z$-linearly independent. It suffices to prove that for any dimension vector $\mathbf{d} \in \mathbb{N}^{n}$, the Z-module $U_{\mathbf{d}}^{+}=U_{Z}^{+} \cap \mathbf{U}_{\mathrm{d}}^{+}$is spanned by $\left\{\mathfrak{m}^{\left(w_{\pi}\right)} \mid \pi \in \Pi_{\mathbf{d}}^{a}\right\}$, or equivalently, spanned by $\left\{E_{\pi} \mid \pi \in \Pi_{\mathbf{d}}^{a}\right\}$ by (7.3).

Let $x \in U_{\mathbf{d}}^{+}$and write

$$
x \equiv \sum_{\pi \in \Pi_{\mathrm{d}}^{a}} a_{\pi} u_{\pi}(\bmod \mathbf{P})
$$

where $a_{\pi} \in \mathcal{Z}$. Then we get by Lemma 7.3 that

$$
x-\sum_{\pi \in \Pi_{\mathbf{d}}^{a}} v^{-\delta\left(w_{\pi}\right)} a_{\pi} E_{\pi}=\sum_{\pi \in \Pi_{\mathbf{d}}^{a}} v^{-\delta\left(w_{\pi}\right)} a_{\pi}\left(v^{\delta\left(w_{\pi}\right)} u_{\pi}-E_{\pi}\right) \in U_{\mathbf{d}}^{+} \cap \mathbf{P}
$$

Since $U_{\mathbf{d}}^{+} \cap \mathbf{P}=0$ by Lemma 7.1, we have $x-\sum_{\pi \in \Pi_{d}^{a}} v^{-\delta\left(w_{\pi}\right)} a_{\pi} E_{\pi}=0$, as required.

With the basis $\left\{E_{\pi}\right\}_{\pi \in \Pi^{a}}$, we may follow the standard linear algebra method to define (uniquely) an IC basis $\left\{C_{\pi}\right\}_{\pi}$ as follows (see [10]).

The involution $\iota: \mathrm{Hz}_{z} \rightarrow \mathrm{H}_{z}$ defined at the end of the last section restricts to an involution $\iota: U_{\mathcal{Z}}^{+} \rightarrow U_{\mathcal{Z}}^{+}$taking $E_{i}^{(m)} \mapsto E_{i}^{(m)}$ and $v \mapsto v^{-1}$. For each polynomial $f \in \mathcal{Z}$, we will denote $\iota(f)$ by $\bar{f}$.

By restricting to $\Pi_{\mathrm{d}}^{a}$, (7.3) gives a transition matrix $\left(f_{\lambda, \pi}\right)_{\lambda, \pi \in \Pi_{d}^{a}}$ for each fixed dimension vector $\mathbf{d} \in \mathbb{N}^{n}$. This matrix has an inverse $\left(g_{\lambda, \pi}\right)_{\lambda, \pi \in \Pi_{d}^{a}}$ satisfying $g_{\lambda, \lambda}=1$ and $g_{\lambda, \pi}=0$ unless $\lambda \leq \pi$. Thus we have

$$
E_{\pi}=\mathfrak{m}^{\left(w_{\pi}\right)}+\sum_{\lambda<\pi} g_{\lambda, \pi} \mathfrak{m}^{\left(w_{\lambda}\right)} .
$$

Applying $\iota$, we get

$$
\iota\left(E_{\pi}\right)=\mathfrak{m}^{\left(w_{\pi}\right)}+\sum_{\lambda<\pi} \bar{g}_{\lambda, \pi} \mathfrak{m}^{\left(w_{\lambda}\right)}=E_{\pi}+\sum_{\lambda<\pi} r_{\lambda, \pi} E_{\lambda} .
$$

By [18, 7.10] (see [10] for more details), the system

$$
p_{\lambda, \pi}=\sum_{\lambda \leq \mu \leq \pi} r_{\lambda, \mu} \bar{p}_{\mu, \pi} \quad \text { for } \lambda \leq \pi, \lambda, \pi \in \Pi_{\mathbf{d}}^{a}
$$

has a unique solution satisfying $p_{\lambda, \lambda}=1, p_{\lambda, \pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for $\lambda<\pi$. Moreover, the elements

$$
C_{\pi}=\sum_{\lambda \leq \pi, \lambda \in \Pi_{\mathbf{d}}^{a}} p_{\lambda, \pi} E_{\lambda}, \quad \pi \in \Pi_{\mathbf{d}}^{a},
$$

form a $z$-basis of $U_{\mathbf{d}}^{+}$. We shall prove in the next section that $\left\{C_{\pi} \mid \pi \in \Pi^{a}\right\}$ is in fact the canonical basis of $\mathbf{U}^{+}$constructed in [20].

## 8 A Comparison of Canonical Bases for Quantum Affine $\mathfrak{S I}_{n}$

We first recall the geometric construction of Lusztig's canonical basis for the (generic twisted) Ringel-Hall algebra Hz .

For each $\pi \in \Pi$, we denote by $\mathcal{O}_{\pi}$ the orbit corresponding to the module $M(\pi)$ (see footnote 2). Let $\chi_{\pi}$ be the characteristic function of $\mathcal{O}_{\pi}$ and put

$$
\left\langle\mathcal{O}_{\pi}\right\rangle=v^{\operatorname{dim} \mathcal{O}_{\pi}} \chi_{\pi} .
$$

Thus, the Ringel-Hall algebra $H_{z}^{L}$ defined geometrically by Lusztig (see [16, 3.2]) has the (twisted) multiplication

$$
\left\langle\mathcal{O}_{\lambda}\right\rangle\left\langle\mathcal{O}_{\mu}\right\rangle=\sum_{\pi} v^{\alpha(\lambda, \mu, \pi)} \varphi_{\lambda \mu}^{\pi}\left(v^{-2}\right)\left\langle\mathcal{O}_{\pi}\right\rangle,
$$

where

$$
\alpha(\lambda, \mu, \pi)=\operatorname{dim} \mathcal{O}_{\lambda}+\operatorname{dim} \mathcal{O}_{\mu}-\operatorname{dim} \mathcal{O}_{\pi}+m(\lambda, \mu)
$$

with $m(\lambda, \mu)=\sum_{i=1}^{n} \lambda_{i} \mu_{i}+\sum_{i=1}^{n} \lambda_{i} \mu_{i+1}$.
If we define for each $\pi \in \Pi$

$$
\begin{equation*}
\tilde{u}_{\pi}=v^{\operatorname{dim} \operatorname{End}(M(\pi))-\operatorname{dim} M(\pi)} u_{\pi} \tag{8.1}
\end{equation*}
$$

then we have the following.
Lemma 8.1 For $\lambda, \mu, \pi \in \Pi$, let $\psi_{\lambda \mu}^{\pi}(v) \in Z$ satisfy $\tilde{u}_{\lambda} \tilde{u}_{\mu}=\sum_{\pi} \psi_{\lambda \mu}^{\pi}(v) \tilde{u}_{\pi}$. Then

$$
\psi_{\lambda \mu}^{\pi}(v)=v^{-\alpha(\lambda, \mu, \pi)} \varphi_{\lambda \mu}^{\pi}\left(v^{2}\right)
$$

Thus, we have a ring isomorphism $L: H_{\mathcal{Z}} \rightarrow H_{\mathcal{Z}}^{L}$ sending $v$ to $v^{-1}$ and $\tilde{u}_{\lambda}$ to $\left\langle\mathcal{O}_{\lambda}\right\rangle$.
Proof By [16, 3.3(7)], we have

$$
\alpha(\lambda, \mu, \pi)=-(\operatorname{dim} \operatorname{End} M(\lambda)+\operatorname{dim} \operatorname{End} M(\mu)-\operatorname{dim} \operatorname{End} M(\pi))+\varepsilon(\lambda, \mu)
$$

Now the equality follows from the definition.
We further recall the geometric construction of the canonical basis for $H_{Z}^{L}$ at $v=0$. Let $H_{\mathcal{O}_{\lambda}}^{i}\left(I C_{\mathcal{O}_{\pi}}\right)$ be the stalk at a point of $\mathcal{O}_{\pi}$ of the $i$-th intersection cohomology sheaf of the closure $\overline{\mathcal{O}_{\lambda}}$ of $\mathcal{O}_{\lambda}$, and let

$$
\mathfrak{b}_{\pi}^{L}=\sum_{i, \lambda \leq \pi} v^{-i+\operatorname{dim} \mathcal{O}_{\pi}-\operatorname{dim} \mathcal{O}_{\lambda}} \operatorname{dim} H_{\mathcal{O}_{\lambda}}^{i}\left(I C_{\mathcal{O}_{\pi}}\right)\left\langle\mathcal{O}_{\lambda}\right\rangle
$$

Then the set $\left\{\mathfrak{b}_{\pi}^{L} \mid \pi \in \Pi\right\}$ is the canonical basis (at $v=0$ ) of $H_{z}^{L}$ introduced in $[16,30]$. Denote by $\mathfrak{b}_{\pi}$ the corresponding basis for $H_{z}$, that is, $\mathfrak{b}_{\pi}$ is sent to $\mathfrak{b}_{\pi}^{L}$ under the map $L$. Then the set $\left\{\mathfrak{b}_{\pi} \mid \pi \in \Pi\right\}$ is the canonical basis (at $v=\infty$ ) for $H_{\mathcal{Z}}$ and the elements $\mathfrak{b}_{\pi}$ with $\pi \in \Pi$ are characterized as the unique elements of $\mathbb{Z}$ such that

$$
\begin{equation*}
\iota\left(\mathfrak{b}_{\pi}\right)=\mathfrak{b}_{\pi}, \quad \mathfrak{b}_{\pi} \in \sum_{\lambda \leq \pi} \mathbb{Z}\left[v^{-1}\right] \tilde{u}_{\lambda} \text { and } \mathfrak{b}_{\pi} \equiv \tilde{u}_{\pi}\left(\bmod v^{-1} \mathfrak{Q}\right) \tag{8.2}
\end{equation*}
$$

where $\iota$ is an involution on $H_{z}$ satisfying $\iota(v)=v^{-1}$ and $\iota\left(\tilde{u}_{\mathbf{a}}\right)=\tilde{u}_{\mathrm{a}}$ for all $\mathbf{a} \in \mathbb{N}^{n}$, and $\mathfrak{L}$ is the $\mathbb{Z}\left[v^{-1}\right]$-submodule of $H_{z}$ spanned by $\tilde{u}_{\pi}$, $\pi \in \Pi$. In other words, for any $\lambda \leq \pi$ in $\Pi$, the Laurent polynomials

$$
P_{\lambda, \pi}:=\sum_{i} v^{i-\operatorname{dim} \mathcal{O}_{\pi}+\operatorname{dim} \mathcal{O}_{\lambda}} \operatorname{dim} H_{\mathcal{O}_{\lambda}}^{i}\left(I C_{\mathcal{O}_{\pi}}\right)
$$

satisfy $P_{\pi, \pi}=1, P_{\lambda, \pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for $\lambda<\pi$, and $\mathfrak{b}_{\pi}=\sum_{\lambda \leq \pi} P_{\lambda, \pi} \tilde{u}_{\lambda}$.
Note that it is shown in [20] that the subset $\left\{\mathrm{b}_{\pi} \mid \pi \in \Pi^{a}\right\}$ over $\Pi^{a}$ is a basis for $U_{z}$ and is called the canonical basis of $U_{z}^{+}$. We now use the uniqueness to prove that the basis $\left\{C_{\pi}\right\}_{\pi \in \Pi^{a}}$ coincides with the basis $\left\{\mathrm{b}_{\pi} \mid \pi \in \Pi^{a}\right\}$. We need a lemma.

Lemma 8.2 Let $\pi \in \Pi$ be aperiodic. Then for each distinguished word $w \in \Omega \cap$ $\wp^{-1}(\pi)$, we have

$$
\delta(w)=\delta_{1}(w)+\delta_{2}(w)=\operatorname{dim} \operatorname{End}(M(\pi))-\operatorname{dim} M(\pi)
$$

Proof Let $w=i_{1} i_{2} \cdots i_{m} \in \wp^{-1}(\pi)$ be distinguished with the tight form $j_{1}^{e_{1}} j_{2}^{e_{2}} \cdots j_{t}^{e_{t}}$. We write $j=j_{1}$ and $e=e_{1}$, and let $w^{\prime}=j^{e-1} j_{2}^{e_{2}} \cdots j_{t}^{e_{t}}$. From the definition of a distinguished word, we have that $w^{\prime}$ is again distinguished. We further set $\mu=\wp\left(w^{\prime}\right)$. Thus, $S_{j} * M(\mu)=M(\pi)$.

We use induction on the length $m$ of $w$. If $m=1$, it is clear. Now let $m>1$. By induction hypothesis, we have for $w^{\prime}$

$$
\delta\left(w^{\prime}\right)=\delta_{1}\left(w^{\prime}\right)+\delta_{2}\left(w^{\prime}\right)=\operatorname{dim} \operatorname{End}(M(\mu))-\operatorname{dim} M(\mu)
$$

On the other hand, we have clearly (see (6.2))

$$
\delta_{1}(w)=\sum_{s=2}^{m} \varepsilon\left(\operatorname{dim} S_{1}, \operatorname{dim} S_{i_{s}}\right)+\delta_{1}\left(w^{\prime}\right)=\delta_{1}\left(w^{\prime}\right)+\varepsilon\left(\operatorname{dim} S_{1}, \operatorname{dim} M(\mu)\right)
$$

and (see (6.3))

$$
\delta_{2}(w)=\frac{e(e-1)}{2}+\delta_{2}\left(w^{\prime}\right)-\frac{(e-1)(e-2)}{2}=\delta_{2}\left(w^{\prime}\right)+e-1
$$

Thus, we obtain

$$
\begin{equation*}
\delta(w)=\delta\left(w^{\prime}\right)+\varepsilon\left(\operatorname{dim} S_{1}, \operatorname{dim} M(\mu)\right)+e-1 \tag{8.3}
\end{equation*}
$$

Let $\mu=\sum_{i, l} \mu_{i, l}[i ; l)$ and take $l_{0}$ maximal such that $\mu_{j+1, l_{0}} \neq 0$. Then $j * \mu=\pi$ implies $\nu:=\pi-\left[j ; l_{0}+1\right)=\mu-\left[j+1 ; l_{0}\right)$. In other words, $M(\pi) \cong M(\nu) \oplus S_{j}\left[l_{0}+1\right]$ and $M(\mu) \cong M(\nu) \oplus S_{j+1}\left[l_{0}\right]$. Thus, we have

$$
\begin{aligned}
\operatorname{dim} \operatorname{Hom}\left(M(\nu), S_{j}\left[l_{0}+1\right]\right)-\operatorname{dim} \operatorname{Hom}\left(M(\nu), S_{j+1}\left[l_{0}\right]\right) & =\sum_{l>l_{0}} \nu_{j, l} \\
& =\left(\pi_{j, l_{0}+1}-1\right)+\sum_{l>l_{0}+1} \pi_{j, l}
\end{aligned}
$$

Since $w$ is distinguished, $M(\pi)$ has a unique submodule isomorphic to

$$
M\left(\wp\left(j_{2}^{e_{2}} \cdots j_{t}^{e_{t}}\right)\right)
$$

Equivalently, $M_{j}(\pi)=M\left(\pi^{(j)}\right)$ has a unique submodule $N$ with $M_{j}(\pi) / N \cong e S_{j}$. By [4, Lemma 5.4], the uniqueness implies $e=\sum_{l>l_{0}} \pi_{j, l}$. Hence,

$$
\operatorname{dim} \operatorname{Hom}\left(M(\nu), S_{j}\left[l_{0}+1\right]\right)-\operatorname{dim} \operatorname{Hom}\left(M(\nu), S_{j+1}\left[l_{0}\right]\right)=e-1
$$

From the maximality of $l_{0}$, we compute

$$
\operatorname{dim} \operatorname{Hom}\left(S_{j}\left[l_{0}+1\right], M(\nu)\right)-\operatorname{dim} \operatorname{Hom}\left(S_{j+1}\left[l_{0}\right], M(\nu)\right)=s-t
$$

where $s$ denotes the multiplicity of $S_{j}$ in $\operatorname{soc} M(\nu)$ and $t=\sum_{l \geq 1} \nu_{j+1, l}$. This is because each map from $S_{j}\left[l_{0}+1\right]$ into $\operatorname{soc} M(\nu)$ is zero when restricted to $S_{j+1}\left[l_{0}\right]$; while each surjective map from $S_{j+1}\left[l_{0}\right]$ onto each summand $S_{j+1}[l]$ of $M(\nu)$ cannot be lifted to $S_{j}\left[l_{0}+1\right]$. Furthermore, we have

$$
\operatorname{dim} \operatorname{End}\left(S_{j}\left[l_{0}+1\right]\right)= \begin{cases}\operatorname{dim} \operatorname{End}\left(S_{j+1}\left[l_{0}\right]\right)+1 & \text { if } n \mid l_{0} \\ \operatorname{dim} \operatorname{End}\left(S_{j+1}\left[l_{0}\right]\right) & \text { otherwise }\end{cases}
$$

since soc $S_{j}\left[l_{0}+1\right]=S_{j}$ if and only if $n \mid l_{0}$. Altogether, we obtain

$$
\operatorname{dim} \operatorname{End}(M(\pi))= \begin{cases}\operatorname{dim} \operatorname{End}(M(\mu))+s+e-t & \text { if } n \mid l_{0} \\ \operatorname{dim} \operatorname{End}(M(\mu))+s+e-t-1 & \text { otherwise }\end{cases}
$$

We also have

$$
\begin{aligned}
\varepsilon\left(\operatorname{dim} S_{j}, \operatorname{dim} M(\mu)\right) & =\operatorname{dim} \operatorname{Hom}\left(S_{j}, M(\mu)\right)-\operatorname{dim} \operatorname{Ext}^{1}\left(S_{j}, M(\mu)\right) \\
& = \begin{cases}s-t & \text { if } n \mid l_{0} \\
s-t-1 & \text { otherwise }\end{cases}
\end{aligned}
$$

Finally, putting everything into (8.3), we obtain that

$$
\delta(w)=\delta_{1}(w)+\delta_{2}(w)=\operatorname{dim} \operatorname{End}(M(\pi))-\operatorname{dim} M(\pi)
$$

as required.
For each $\pi \in \Pi^{a}$, we pick a distinguished word $w_{\pi} \in \Omega \cap \wp^{-1}(\pi)$ to form a distinguished section $\mathcal{D}=\left\{w_{\pi} \mid \pi \in \Pi^{a}\right\}$, and let $\left\{E_{\pi} \mid \pi \in \Pi^{a}\right\}$ be the basis of $U_{Z}^{+}$ defined with respect to $\mathcal{D}$ in Definition 7.2. Then by Lemmas 7.3 and 8.2, we have for each $\pi \in \Pi_{\mathbf{d}}^{a}$

$$
\begin{align*}
& E_{\pi}=\tilde{u}_{\pi}+\sum_{\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \lambda<\pi} \eta_{\lambda}^{\pi} \tilde{u}_{\lambda} \quad\left(\eta_{\lambda}^{\pi} \in \mathcal{Z}\right),  \tag{8.4}\\
& \mathfrak{m}^{\left(w_{\pi}\right)}=E_{\pi}+\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda<\pi} f_{\lambda, \pi} E_{\lambda} \quad\left(f_{\lambda, \pi}=v^{\delta\left(w_{\pi}\right)-\delta\left(w_{\lambda}\right)} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) \in \mathcal{Z}\right) .
\end{align*}
$$

Corollary 8.3 The basis $\left\{E_{\pi} \mid \pi \in \Pi^{a}\right\}$ is independent of the selection of distinguished sections.

Proof Suppose $\mathcal{D}$ and $\mathcal{D}^{\prime}$ are two distinguished sections. Then $E_{\pi}(\mathcal{D})-E_{\pi}\left(\mathcal{D}^{\prime}\right)$ is a linear combination of $u_{\lambda}, \lambda \in \Pi \backslash \Pi^{a}$, i.e., $E_{\pi}(\mathcal{D})-E_{\pi}\left(\mathcal{D}^{\prime}\right) \in \mathbf{U}^{+} \cap \mathbf{P}$. Hence it is zero by Lemma 7.1.

Lemma 8.4 For $\pi \in \Pi_{\mathbf{d}}^{a}$ and $\lambda \in \Pi \backslash \Pi^{a}$ with $\lambda<\pi$, we have $\eta_{\lambda}^{\pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$, that is, $E_{\pi} \in \mathfrak{L}$ and $E_{\pi} \equiv \tilde{u}_{\pi}\left(\bmod v^{-1} \mathfrak{L}\right)$.

Proof First, let $\pi \in \Pi_{\mathbf{d}}^{a}$ be minimal. Then

$$
E_{\pi}-\mathfrak{b}_{\pi}=\sum_{\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \lambda<\pi}\left(\eta_{\lambda}^{\pi}-P_{\lambda, \pi}\right) \tilde{u}_{\lambda} \in \mathbf{U}_{\mathbf{d}}^{+} \cap \mathbf{P}_{\mathbf{d}}
$$

By Lemma 7.1, $E_{\pi}-\mathfrak{b}_{\pi}$ must be zero, that is, $E_{\pi}=\mathfrak{b}_{\pi}$ and $\eta_{\lambda}^{\pi}=P_{\lambda, \pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for all $\lambda<\pi$ with $\lambda \notin \Pi_{\mathbf{d}}^{a}$. Now let $\pi \in \Pi_{\mathbf{d}}^{a}$ and assume that the result is true for all $\mu \in \Pi_{\mathbf{d}}^{a}$ with $\mu<\pi$, that is, for such a $\mu$, we have $\eta_{\nu}^{\mu} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for all $\nu \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}$ with $\nu<\mu$. Consider the element

$$
\begin{aligned}
\mathfrak{b}_{\pi}-\sum_{\lambda \in \Pi_{\mathbf{d}}^{a}, \lambda \leq \pi} P_{\lambda, \pi} E_{\lambda} & =\left(\tilde{u}_{\pi}-E_{\pi}\right)+\sum_{\mu \in \Pi_{\mathbf{d}}^{a}, \mu<\pi} P_{\mu, \pi}\left(\tilde{u}_{\mu}-E_{\mu}\right)+\sum_{\sigma \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \sigma<\pi} P_{\sigma, \pi} \tilde{u}_{\sigma} \\
& =-\sum_{\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \lambda<\pi} \eta_{\lambda}^{\pi} \tilde{u}_{\lambda}-\sum_{\substack{\mu \in \Pi_{\mathbf{d}}^{a}, \mu<\pi \\
\nu \in \Pi_{\mathbf{a}} \backslash \Pi_{\mathbf{d}}^{a}, \nu<\mu}} P_{\mu, \pi} \eta_{\nu}^{\mu} \tilde{u}_{\nu}+\sum_{\sigma \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \sigma<\pi} P_{\sigma, \pi} \tilde{u}_{\sigma}
\end{aligned}
$$

which is clearly in $U_{\mathbf{d}}^{+} \cap \mathbf{P}_{\mathbf{d}}$. Again, by Lemma 7.1, we must have

$$
\mathfrak{b}_{\pi}-\sum_{\lambda \in \Pi_{\mathrm{d}}^{a}, \lambda<\pi} P_{\lambda, \pi} E_{\lambda}=0
$$

that is,

$$
\sum_{\lambda \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \lambda<\pi} \eta_{\lambda}^{\pi} \tilde{u}_{\lambda}=-\sum_{\substack{\mu \in \Pi_{\mathrm{d}}^{a}, \mu<\pi \\ \nu \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \nu<\mu}} P_{\mu, \pi} \eta_{\nu}^{\mu} \tilde{u}_{\nu}+\sum_{\sigma \in \Pi_{\mathbf{d}} \backslash \Pi_{\mathbf{d}}^{a}, \sigma<\pi} P_{\sigma, \pi} \tilde{u}_{\sigma} .
$$

This implies by induction $\eta_{\lambda}^{\pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for all $\lambda<\pi, \lambda \notin \Pi_{\mathrm{d}}^{a}$.
With what we have done above, the following comparison now follows easily.
Theorem 8.5 For each $\pi \in \Pi^{a}$, we have $C_{\pi}=\mathfrak{b}_{\pi}$.
Proof From the construction, we have $\iota\left(C_{\pi}\right)=C_{\pi}$ and

$$
C_{\pi}=E_{\pi}+\sum_{\lambda<\pi, \lambda \in \Pi^{a}} p_{\lambda, \pi} E_{\lambda}
$$

where $p_{\lambda, \pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$. By Lemma 8.4, we see that

$$
C_{\pi} \in \sum_{\lambda \leq \pi} \mathbb{Z}\left[v^{-1}\right] \tilde{u}_{\lambda} \quad \text { and } \quad C_{\pi} \equiv E_{\pi} \equiv \tilde{u}_{\pi}\left(\bmod v^{-1} \mathfrak{L}\right)
$$

Thus, $\left\{C_{\pi} \mid \pi \in \Pi^{a}\right\}$ also satisfies the three properties in (8.2). Hence, $C_{\pi}=\mathfrak{b}_{\pi}$ for each $\pi \in \Pi^{a}$.

Remark 8.6 (i) The basis $\left\{E_{\pi} \mid \pi \in \Pi^{a}\right\}$ plays a role as a PBW basis. It would be interesting to know if the PBW type basis (for affine type $A$ ) constructed in [2, 3.9, 3.39], involving braid group actions, is the same as the basis $E_{\pi}$ presented here. It would be also interesting to know the meaning of the coefficients $\eta_{\lambda}^{\pi}$ given in (8.4).
(ii) This elementary construction is an important component in a more general elementary construction [17] of canonical bases for quantum groups associated to all symmetric affine Kac-Moody Lie algebras. It is expected that one can extend this elementary construction to the symmetrizable affine case using the theory developed in $[7,8]$, or the new approach developed in [6].

## 9 An Algebraic Construction of the Canonical Basis for $\mathrm{Hz}_{z}$

In this section, we shall use distinguished words of the form in (4.3) to present an algebraic construction of the canonical basis for the whole Ringel-Hall algebra $\mathrm{Hz}_{z}$.

Let $\pi \in \Pi$ with $\left(\pi^{\prime}, \pi^{\prime \prime}\right)$ its associated pair. Choose a distinguished pair as in (4.2):

$$
\begin{aligned}
w_{\pi^{\prime \prime}} & =j_{1}^{e_{1}} \cdots j_{t}^{e_{t}} \in \Omega \cap \wp^{-1}\left(\pi^{\prime \prime}\right) \quad\left(j_{r-1} \neq j_{r}, \forall r\right) \\
y_{\pi^{\prime}} & =\mathbf{a}_{1} \cdots \mathbf{a}_{p} \in \Sigma \cap \wp^{-1}\left(\pi^{\prime}\right)
\end{aligned}
$$

and form $w_{\pi}=w_{\pi^{\prime}} y_{\pi^{\prime}}$. By (6.4) and (6.5), we have

$$
\begin{aligned}
& \mathfrak{m}^{\left(w_{\pi^{\prime \prime}}\right)}=\tilde{u}_{e_{1} j_{1}} \cdots \tilde{u}_{e_{t} j_{t}}=v^{\delta\left(w_{\pi^{\prime \prime}}\right)} \sum_{\mu \leq \pi^{\prime \prime}} \gamma_{w_{\pi^{\prime}}}^{\mu}\left(v^{2}\right) u_{\mu}, \\
& \mathfrak{m}^{\left(y_{\pi^{\prime}}\right)}=\tilde{u}_{\mathbf{a}_{1}} \cdots \tilde{u}_{\mathbf{a}_{p}}=v^{\delta\left(y_{\pi^{\prime}}\right)} \sum_{\nu \leq \pi^{\prime}} \gamma_{y_{\pi^{\prime}}}^{\nu}\left(v^{2}\right) u_{\nu},
\end{aligned}
$$

where

$$
\delta\left(y_{\pi^{\prime}}\right):=\sum_{s=1}^{p}\left(\left\|\mathbf{a}_{s}\right\|-\left|\mathbf{a}_{s}\right|\right)+\sum_{1 \leq s<t \leq p} \varepsilon\left(\operatorname{dim} S_{\mathbf{a}_{s}}, \operatorname{dim} S_{\mathbf{a}_{t}}\right) .
$$

Finally, we get

$$
\begin{align*}
\mathfrak{m}^{\left(w_{\pi}\right)} & =\mathfrak{m}^{\left(w_{\pi^{\prime}}\right)} \mathfrak{m}^{\left(y_{\pi^{\prime}}\right)}  \tag{9.1}\\
& =v^{\delta\left(w_{\pi^{\prime}}\right)+\delta\left(y_{\pi^{\prime}}\right)+\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} M\left(\pi^{\prime}\right)\right)} \sum_{\lambda \leq \pi} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right) u_{\lambda} .
\end{align*}
$$

A key step in such a construction is to prove that the coefficient of $\tilde{u}_{\pi}$ in (9.1) is 1 (see (8.1)).

Proposition 9.1 Let $\pi=\sum_{i \in I, l \geq 1} \pi_{i, l}[i ; l) \in \Pi$ with $p=p(\pi)$ and $\left(\pi^{\prime}, \pi^{\prime \prime}\right)$ be the associated pair. For each distinguished word $w_{\pi^{\prime \prime}} \in \Omega \cap \wp^{-1}\left(\pi^{\prime \prime}\right)$, we have

$$
\operatorname{dim} \operatorname{End}(M(\pi))-\operatorname{dim} M(\pi)=\delta\left(w_{\pi^{\prime \prime}}\right)+\delta\left(y_{\pi^{\prime}}\right)+\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} M\left(\pi^{\prime}\right)\right)
$$

Proof We prove the proposition by induction on $p$. If $p=0$, i.e., $\pi$ is aperiodic, this is the case treated in Lemma 8.2. Suppose now $p \geq 1$ and write $M=M(\pi)$. Let $y_{\pi^{\prime}}=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{p}$. Then $\operatorname{soc} M \cong S_{\mathbf{a}_{p}}$. Let $\mu \in \Pi$ be such that $M(\mu) \cong M / \operatorname{soc} M$. Then $\mu^{\prime \prime}=\pi^{\prime \prime}$ and $y_{\mu^{\prime}}=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{p-1}$. In particular, $w_{\pi^{\prime \prime}} y_{\mu^{\prime}}$ is a distinguished word in $\wp^{-1}(\mu)$. Since $p(\mu)=p-1$, we have by induction that

$$
\operatorname{dim} \operatorname{End}(M(\mu))-\operatorname{dim} M(\mu)=\delta\left(w_{\pi^{\prime \prime}}\right)+\delta\left(y_{\mu^{\prime}}\right)+\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} M\left(\mu^{\prime}\right)\right)
$$

It is clear that

$$
\begin{gathered}
\operatorname{dim} M=\operatorname{dim} M(\mu)+\operatorname{dim} \operatorname{soc} M=\operatorname{dim} M(\mu)+\left|\mathbf{a}_{p}\right| \\
\delta\left(y_{\pi^{\prime}}\right)=\delta\left(y_{\mu^{\prime}}\right)+\left\|\mathbf{a}_{p}\right\|-\left|\mathbf{a}_{p}\right|+\varepsilon\left(\mathbf{a}_{1}+\cdots+\mathbf{a}_{p-1}, \mathbf{a}_{p}\right)
\end{gathered}
$$

and

$$
\begin{aligned}
& \varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} M\left(\pi^{\prime}\right)\right)=\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} M\left(\mu^{\prime}\right)\right) \\
&+\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} \operatorname{soc} M\right)
\end{aligned}
$$

On the other hand, since each indecomposable summand of $M$ is uniserial, we have

$$
\begin{aligned}
\operatorname{dim} \operatorname{End}(M) & =\operatorname{dim} \operatorname{End}(M / \operatorname{soc} M)+\operatorname{dim} \operatorname{Hom}(M, \operatorname{soc} M) \\
& =\operatorname{dim} \operatorname{End}(M(\mu))+\operatorname{dim} \operatorname{Hom}(\operatorname{top} M, \operatorname{soc} M)
\end{aligned}
$$

Note that $\left\|\mathbf{a}_{p}\right\|=\operatorname{dim} \operatorname{End}(\operatorname{soc} M), \mathbf{a}_{p}=\operatorname{dim} \operatorname{soc} M$ and

$$
\varepsilon\left(\mathbf{a}_{1}+\cdots+\mathbf{a}_{p-1}, \mathbf{a}_{p}\right)+\varepsilon\left(\operatorname{dim} M\left(\pi^{\prime \prime}\right), \operatorname{dim} \operatorname{soc} M\right)=\varepsilon(\operatorname{dim} M(\mu), \operatorname{dim} \operatorname{soc} M)
$$

Hence, it remains to show that

$$
\operatorname{dim} \operatorname{Hom}(\operatorname{top} M, \operatorname{soc} M)=\varepsilon(\operatorname{dim} M(\mu), \operatorname{dim} \operatorname{soc} M)+\operatorname{dim} \operatorname{End}(\operatorname{soc} M)
$$

Now let $l=\operatorname{Ll}(M)$ and for each $1 \leq r \leq l$, set $\operatorname{soc}^{l-r+1} M / \operatorname{soc}^{l-r} M=S_{\mathbf{d}_{r}}$ for some $\mathbf{d}_{r} \in \mathbb{N}^{n}$. In particular, $\operatorname{soc} M=S_{\mathbf{d}_{l}}$, i.e., $\mathbf{d}_{l}=\mathbf{a}_{p}$. Now, for $\mathbf{a}=\left(a_{i}\right), \mathbf{b}=\left(b_{i}\right) \in$ $\mathbb{N}^{n}$, we define $\tau \mathbf{a}=\left(a_{n}, a_{1}, \ldots, a_{n-1}\right)$ and $\mathbf{a} \cdot \mathbf{b}=\sum_{i=1}^{n} a_{i} b_{i}$. Then by definition we have that $\varepsilon(\mathbf{a}, \mathbf{b})=\mathbf{a} \cdot \mathbf{b}-\tau \mathbf{a} \cdot \mathbf{b}=(\mathbf{a}-\tau \mathbf{a}) \cdot \mathbf{b}$. Furthermore, we have top $M=S_{\mathbf{c}}$ with

$$
\mathbf{c}=\operatorname{dim} \operatorname{top} M=\left(\sum_{l^{\prime}} \pi_{1, l^{\prime}}, \ldots, \sum_{l^{\prime}} \pi_{n, l^{\prime}}\right)=\sum_{l^{\prime}=1}^{l}\left(\pi_{1, l^{\prime}}, \ldots, \pi_{n, l^{\prime}}\right)
$$

Hence, $\mathbf{c}=\mathbf{d}_{1}+\left(\mathbf{d}_{2}-\tau \mathbf{d}_{1}\right)+\cdots+\left(\mathbf{d}_{l}-\tau \mathbf{d}_{l-1}\right)$. Finally, we obtain

$$
\begin{aligned}
\operatorname{dim} \operatorname{Hom}(\operatorname{top} M, \operatorname{soc} M) & =\mathbf{c} \cdot \mathbf{d}_{l}=\sum_{r=1}^{l-1}\left(\mathbf{d}_{r}-\tau \mathbf{d}_{r}\right) \cdot \mathbf{d}_{l}+\mathbf{d}_{l} \cdot \mathbf{d}_{l} \\
& =\varepsilon\left(\mathbf{d}_{1}+\cdots+\mathbf{d}_{l-1}, \mathbf{d}_{l}\right)+\left\|\mathbf{d}_{l}\right\| \\
& =\varepsilon(\operatorname{dim} M / \operatorname{soc} M, \operatorname{dim} \operatorname{soc} M)+\operatorname{dim} \operatorname{End}(\operatorname{soc} M)
\end{aligned}
$$

as desired.

We now have all the ingredients for the elementary construction of a canonical basis. First, the Ringel-Hall algebra $H_{z}$ admits the involution $\iota$; see (8.2). Second, we use the basis $\left\{\tilde{u}_{\pi} \mid \pi \in \Pi\right\}$ as a PBW basis. To see the triangular relation when applying $\iota$ to $\tilde{u}_{\pi}$, we use a monomial basis of the form $\left\{\mathfrak{m}^{\left(w_{\pi}\right)} \mid \pi \in \Pi\right\}$ constructed in (9.1) whose members are fixed by $\iota$. Thus, for each $\pi \in \Pi$ with the associated pair $\left(\pi^{\prime}, \pi^{\prime \prime}\right)$, we fix a distinguished word $w_{\pi^{\prime \prime}} \in \Omega \cap \wp^{-1}\left(\pi^{\prime \prime}\right)$. By Proposition 4.5, the word $w_{\pi}=w_{\pi^{\prime \prime}} y_{\pi^{\prime}}$ is also distinguished. By Proposition 9.1, (9.1) becomes

$$
\begin{equation*}
\mathfrak{m}^{\left(w_{\pi}\right)}=\tilde{u}_{\pi}+\sum_{\lambda<\pi} \theta_{\lambda, \pi} \tilde{u}_{\lambda}, \tag{9.2}
\end{equation*}
$$

where $\theta_{\lambda, \pi}=v^{\operatorname{dim} \operatorname{End}(M(\pi))-\operatorname{dim} \operatorname{End}(M(\lambda))} \gamma_{w_{\pi}}^{\lambda}\left(v^{2}\right)$. Solving (9.2) gives

$$
\tilde{u}_{\pi}=\mathfrak{m}^{\left(w_{\pi}\right)}+\sum_{\lambda<\pi} \zeta_{\lambda, \pi} \mathfrak{m}^{\left(w_{\lambda}\right)} .
$$

Now, applying the standard construction at the end of $\S 7$ yields a new basis $\left\{\mathfrak{c}_{\pi} \mid \pi \in\right.$ $\Pi\}$ of $H_{z}$ satisfying

$$
\mathfrak{c}_{\pi}=\sum_{\lambda \leq \pi} \sigma_{\lambda, \pi} \tilde{u}_{\lambda},
$$

where $\sigma_{\pi, \pi}=1$ and $\sigma_{\lambda, \pi} \in v^{-1} \mathbb{Z}\left[v^{-1}\right]$ for $\lambda<\pi$. Since the basis $\left\{\mathfrak{b}_{\pi} \mid \pi \in \Pi\right\}$ satisfies the same property (see (8.2)), the uniqueness of the canonical basis implies the following theorem (cf. Theorem 8.5).

Theorem 9.2 For each $\pi \in \Pi$, we have $\mathfrak{c}_{\pi}=\mathfrak{b}_{\pi}$. In particular, we have, for each $\pi \in \Pi^{a}, \mathfrak{c}_{\pi}=C_{\pi}$.
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[^1]:    ${ }^{1}$ In [26, 4.1], the corresponding $n$-tuple of partitions is called separated.

[^2]:    ${ }^{2}$ Geometrically, when $k$ is algebraically closed, each isoclass [ $M$ ] of dimension vector $\mathbf{d}=\mathbf{d}_{M}=\left(d_{i}\right) \in$ $\mathbb{N}^{n}$ corresponds to a unique $\mathrm{GL}(\mathbf{d})$-orbit $\mathcal{O}_{M}$ in the representation variety $R(\mathbf{d})=\prod_{i=1}^{n} \operatorname{Hom}_{k}\left(k^{d_{i}}, k^{d_{i+1}}\right)$ on which $\operatorname{GL}(\mathbf{d})=\prod_{i=1}^{n} \mathrm{GL}_{d_{i}}(k)$ acts by conjugation. Thus, $M * N$ of dimension vector $\mathbf{d}=\mathbf{d}_{M}+\mathbf{d}_{N}$ corresponds to the unique dense orbit $\mathcal{O}$ (of maximal dimension) in the extension variety $\mathcal{E}(M, N)=$ $\{x \in R(\mathbf{d}) \mid x$ defines an extension of $M$ by $N\}$.

[^3]:    ${ }^{3}$ Geometrically, this ordering coincides with the Bruhat type ordering: $\mu \leq \lambda$ if and only if $\mathcal{O}_{M(\mu)} \subseteq$ $\overline{\mathcal{O}}_{M(\lambda)}$, the closure of $\mathcal{O}_{M(\lambda)}$; see $[4, \S 3]$.

[^4]:    ${ }^{4}$ The element $\mathfrak{m}_{w}$ is denoted as $E_{w}$ in [5].

