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#### Abstract

An integral domain $R$ is IDPF (Irreducible Divisors of Powers Finite) if, for every non-zero element $a$ in $R$, the ascending chain of non-associate irreducible divisors in $R$ of $a^{n}$ stabilizes on a finite set as $n$ ranges over the positive integers, while $R$ is atomic if every non-zero element that is not a unit is a product of a finite number of irreducible elements (atoms). A ring extension $S$ of $R$ is a root extension or radical extension if for each $s$ in $S$, there exists a natural number $n(s)$ with $s^{n(s)}$ in $R$. In this paper it is shown that the ascent and descent of the IDPF property and atomicity for the pair of integral domains $(R, S)$ is governed by the relative sizes of the unit groups $\mathrm{U}(R)$ and $\mathrm{U}(S)$ and whether $S$ is a root extension of $R$. The following results are deduced from these considerations: An atomic IDPF domain containing a field of characteristic zero is completely integrally closed. An affine domain over a field of characteristic zero is IDPF if and only if it is completely integrally closed. Let $R$ be a Noetherian domain with integral closure $S$. Suppose the conductor of $S$ into $R$ is non-zero. Then $R$ is IDPF if and only if $S$ is a root extension of $R$ and $U(S) / U(R)$ is finite.


## 1 Introduction

In this paper all rings are integral domains. For any element $a$ in $R$, the set of prime divisors of $a^{n}$ coincides with the set of prime divisors of $a$. This elementary fact played a key role in [15], where we investigated integral domains with the property that every non-zero element is contained in only finitely many principal prime ideals. The results there led to another proof of Zariski's version of the Nullstellensatz [15, Corollary 1.15].

We considered the consequences of working with irreducible elements instead of prime elements[16]. This led us to the notion of IDPF. An integral domain $R$ is IDPF if for every non-zero element $a$ in $R$ the ascending chain of non-associate irreducible divisors in $R$ of $a^{n}, n=1,2, \ldots$ stabilizes on a finite set. If every non-zero element in an integral domain $R$ has only finitely many non-associate irreducible divisors, $R$ is said to be IDF, see [10]. Thus if $R$ is IDPF, then it is IDF, but not conversely [16]. The concept of IDPF is also defined in [9] under the term locally finitely generated. In [9] there are many results in IDPF of an asymptotic nature. In [9, 16] it was proved that a Krull domain, in particular a Noetherian integrally closed domain, is IDPF. We now give the definition of IDPF used in this paper. For any element $a \in R$, let $D_{R}(a)$ denote the set $\bigcup_{n=1}^{\infty} D_{n}(a)$, where $D_{n}(a)$ is the set of non-associated irreducible divisors in $R$ of $a^{n}$. Thus $R$ is IDPF if $D_{R}(a)$ is finite for every non-zero element $a$ in $R$ and $R$ is IDF if $D_{1}(a)$ is finite for every non-zero element $a$ in $R$. Let $R \subseteq S$ be a ring extension with $S$ IDPF. Following [6], we say that a domain $R$ is atomic if every

[^0]non-zero element in $R$ that is not a unit is a product of a finite number of irreducible elements (atoms).

A ring extension $R \subseteq S$ is a root extension or radical extension if for each $s \in S$, there exists a natural number $n(s)$ depending on $s$ with $s^{n(s)} \in R$. In [13, 19] it was shown that when $R$ and $S$ are fields and $S$ is a root extension, they must have positive characteristic. In [5] the authors use the results in $[8,13$ ] to show the following.
Theorem 1.1 If $R$ is a domain that contains a field of characteristic zero and $R$ is a proper subring of a domain $S$, then $S$ is not a root extension of $R$.

It was shown in $[16, \S \S 2,3$ ] that a subring $R$ of the ring of Gaussian integers $S$ is IDPF if and only if $S$ is a root extension of $R$. As a result, $\mathbf{Z}[2 i]$ is IDPF while $\mathbf{Z}[5 i]$ is not IDPF. Hence field cannot be deleted from Theorem 1.1

However every subring of the Gaussian integers is atomic and IDF. It was shown that a domain $R$ is atomic and IDF if and only if it is FFD (Finite Factorization Domain), that is, every non-zero element is contained in only finitely many principal ideals [1]. The similarity between IDPF and FFD invites comparison between the results of [2] and those in this paper. In that connection we recall the following results from [2] after fixing some notation. Throughout the paper $S$ is a ring extension of $R$. The conductor of $S$ to $R,\{r \in R: r S \subseteq R\}$, will be denoted by $[R: S]$ and the unit group of $R$ will be denoted by $\mathrm{U}(R)$. We follow the practice in [14] by calling each of our results a theorem.

Remark 1.2 A local domain $(R, M)$ with $R / M$ infinite is FFD if and only if $R$ is integrally closed [2, Corollary 4], while an FFD containing a field of characteristic zero need not be integrally closed [2, Remark 4].

Theorem 1.3 (i) Suppose that $R \subseteq S$ is a pair of integral domains with non-zero conductor. Then $R$ an FFD implies that $\mathrm{U}(S) / \mathrm{U}(R)$ is finite and $S$ is an FFD. [2, Theorem 4]
(ii) Let $R$ be a Noetherian domain with its integral closure $S$ a finitely generated $R$-module. Then $R$ is an FFD if and only if $\mathrm{U}(S) / \mathrm{U}(R)$ is finite ( see [2, Corollary 3] or [12, Theorem 7]).
Throughout the paper, a certain comparability result is used several times. Given two $n$-tuples of non-negative integers $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$, we say $a \leq b$ if $a_{i} \leq b_{i}$ for $i=1,2, \ldots, n$. In that case we say $a$ and $b$ are comparable.

Lemma 1.4 ([16, Lemma 3.1]) Let $n$ be any positive integer. Then every infinite set of $n$-tuples contains comparable pairs of $n$-tuples $x$ and $y$ with $x \neq y$.

## 2 Root Extensions and the IDPF Property

In this section we discuss the descent and ascent of atomicity and the IDPF property in ring extensions.
Theorem 2.1 (Descent of atomicity and the IDPF property) Let $R \subseteq S$ with $S$ atomic and IDPF. Suppose $\mathrm{U}(S) / \mathrm{U}(R)$ is finite. If $S$ a root extension of $R$, then $R$ is IDPF and atomic.

Proof To prove $R$ atomic, we proceed by contradiction. Suppose $R$ is not atomic. Then $R$ is not FFD; that is, some non-zero element $g \in R$ has infinitely many nonassociated divisors in $R$. Since $S$ is FFD, all but finitely many of these divisors in $R$ are associated in $S$. Let $A=\left\{g_{1}, g_{2}, \ldots\right\}$ be the resulting infinite set of elements that are associated in $S$. Then $g_{i}=u_{i} h$ where $h$ is a fixed member of $A$ and $u_{i} \in \mathrm{U}(S)$.

Since $\mathrm{U}(S) / \mathrm{U}(R)$ is finite, infinitely many of the $u_{i}$ 's are in the same coset of $\mathrm{U}(R)$ in $\mathrm{U}(S)$. By renumbering, this means that $\left\{u_{1}, u_{2}, \ldots\right\} \subseteq u \mathrm{U}(R)$ for some $u \in \mathrm{U}(S)$. Hence $u_{2}=u v_{2}$ and $u_{3}=u v_{3}$, where $\left\{v_{2}, v_{3}\right\} \subseteq \mathrm{U}(R)$. But $g_{2}=u_{2} h, g_{3}=u_{3} h$, and $u_{2}=v u_{3}$, where $v=u_{2} / u_{3} \in \mathrm{U}(R)$. So $u_{2} h=v u_{3} h$, i.e, $g_{2}$ and $g_{3}$ are associated in $R$. This contradicts the choice of the $g_{i}$ 's.

We now prove that $R$ is IDPF. Suppose not. Then for some $0 \neq g \in R-U(R)$, $D_{R}(g)$ is infinite. Since $S$ is IDPF, $D_{S}(g)$ is some finite set $\left\{g_{1}, \ldots, g_{k}\right\}$.

Since $S$ is a root extension of $R$, there is a positive integer $m$ with $g_{i}^{m} \in R$ for every $i$ with $1 \leq i \leq k$. Form $\mathbf{Z}_{m}^{k}=\left\{\left(n_{1}, n_{2}, \ldots, n_{k}\right): 0 \leq n_{i}<m\right\}$. For each $\tau=\left(z_{1}, \ldots, z_{k}\right) \in \mathbf{Z}_{m}^{k}$ and each coset $u \mathrm{U}(R)$ (with $u$ in $\mathrm{U}(S)$ a fixed representative of $u \mathrm{U}(R)$ ), consider

$$
T_{\tau, u}=\left\{h \in D_{R}(g): h \text { is associated in } R \text { with } u \prod_{i=1}^{k} g_{i}^{r_{i}}, \text { with } r_{i} \equiv z_{i}(\bmod m)\right\}
$$

Each element $h \in D_{R}(g)$ is associated in $S$ with a product of the $g_{i}$ 's because $\left\{g_{1} \ldots, g_{k}\right\}=D_{S}(g)$. There are only finitely many $T_{\tau, u}$ 's because $\mathbf{Z}_{m}^{k}$ and $\mathrm{U}(S) / \mathrm{U}(R)$ are finite sets. So $D_{R}(g)=\bigcup_{\tau, u} T_{\tau, u}$, as $\tau$ ranges over $\mathbf{Z}_{m}^{k}$ and $u$ ranges over the set of representatives of the cosets of $\mathrm{U}(R)$ in $\mathrm{U}(S)$, is a finite union. Since $D_{R}(g)$ is infinite, one of the $T_{\tau, u}$ 's is infinite.

Choose and fix one such infinite $T_{\tau, u}$ and let $\mathbf{W}=\{0,1,2, \ldots\}$. Define $\Phi: \mathbf{W}^{k} \rightarrow$ $S$ by $\Phi\left(x_{1}, x_{2}, \ldots, x_{k}\right)=u g_{1}^{m x_{1}+z_{1}} \cdots g_{k}^{m x_{k}+z_{k}}$. Observe that $\Phi$ maps onto the infinite set $T_{\tau, u}$ consisting of irreducible elements associated with elements in $D_{R}(g)$. Therefore $\Phi^{-1}\left(T_{\tau, u}\right)$ is an infinite subset of $\mathbf{W}^{k}$. By Lemma 1.4 there must exist $x=\left(x_{1}, \ldots, x_{k}\right)$ and $y=\left(y_{1}, \ldots, y_{k}\right), x \neq y$, in $\Phi^{-1}\left(T_{\tau, u}\right)$ that satisfy $x_{i} \leq y_{i}$ for all $i$. Then $y_{i}=x_{i}+d_{i}$ with $d_{i} \geq 0$ and

$$
\begin{aligned}
\Phi\left(y_{1}, \ldots, y_{k}\right) & =u g_{1}^{m x_{1}+m d_{1}+z_{1}} \cdots g_{k}^{m x_{k}+m d_{k}+z_{k}}=u\left(g_{1}^{m x_{1}+z_{1}} \cdots g_{k}^{m x_{k}+z_{k}}\right)\left(g_{1}^{m d_{1}} \cdots g_{k}^{m d_{k}}\right) \\
& =\Phi\left(x_{1}, \ldots, x_{k}\right)\left(g_{1}^{m}\right)^{d_{1}} \cdots\left(g_{k}^{m}\right)^{d_{k}}
\end{aligned}
$$

Since $\Phi\left(y_{1}, \ldots, y_{k}\right) \in T_{\tau, u}$ is irreducible in $R$, we must have $d_{1}=\cdots=d_{k}=0$. So $\left(y_{1}, \ldots, y_{k}\right)=\left(x_{1}, \ldots, x_{k}\right)$. This contradicts $x \neq y$. Hence $R$ is IDPF.

The following example from [2, Remark 2, p. 392] shows that the hypothesis $\mathrm{U}(S) / \mathrm{U}(R)$ finite is necessary in Theorem 2.1

Example 2.2 Let $R=F_{1}+X F_{2}[[X]]$ and let $S=F_{2}[[X]]$, where $F_{1}$ is an infinite algebraic extension of its prime subfield $\mathbf{Z}_{p}$ and $F_{1}$ is a subfield of $F_{2}$ with $1<\left[F_{2}: F_{1}\right]<$ $\infty$ and $F_{2}[[X]]$ is the power series over $F_{2}$ in the variable $X$. Then $U(S) / U(R) \cong$ $\mathrm{U}\left(F_{2}\right) / \mathrm{U}\left(F_{1}\right)$ is torsion. Since $F_{1}$ is an infinite field and $F_{1} \neq F_{2}, \mathrm{U}\left(F_{2}\right) / \mathrm{U}\left(F_{1}\right)$ is infinite [4]. To see that $S$ is a root extension of $R$, let $f=f_{0}+f_{1} X+\cdots$. If $f_{0}=0$,
then $f \in R$. If $f_{0} \neq 0$, then $f=f_{0}\left(1+\frac{f_{1}}{f_{0}} X+\cdots\right)$. Since $U\left(F_{2}\right) / U\left(F_{1}\right)$ is torsion, $f_{0}^{k} \in U\left(F_{1}\right)$ for some positive integer $k$. Then $f^{k}=f_{0}^{k}\left(1+\frac{f_{1}}{f_{0}} X+\cdots\right)^{k} \in R$. Thus $S$ is a root extension of $R$. As noted in [2], $R$ is not an FFD. Both $R$ and $S$ are Noetherian, hence atomic. So $R$ not an FFD means that $R$ is not IDF, hence not IDPF.

Theorem 2.3 (Ascent of atomicity and the IDPF property) Let $R \subseteq S$ with $[R: S] \neq\{0\}$. If $R$ is atomic and IDPF, then $S$ is atomic and $\operatorname{IDPF}, \mathrm{U}(S) / \mathrm{U}(R)$ is finite, and $S$ is a root extension of $R$.
Proof Since $R$ is atomic and IDPF it is atomic and IDF, and hence $R$ is FFD, as noted in the introduction. Then by Theorem 1.3, we get that $\mathrm{U}(S) / \mathrm{U}(R)$ is finite and $S$ is an FFD, hence is atomic and IDF.

We first prove that $S$ is a root extension of $R$. So for each $g \in S$ we must find $n=n(s)$ such that $g^{n} \in R$. If $g \in \mathrm{U}(S)$, then $g^{n} \in U(R)$, where $n=|\mathrm{U}(S) / \mathrm{U}(R)|$. So let $g \in S-\mathrm{U}(S)$. We have by hypothesis that $c S \subseteq R$ for some $0 \neq c \in R$. In particular, $c g \in R$. Since $R$ is IDPF, there is a finite set of atoms $\left\{F_{1}, \ldots, F_{k}\right\} \subseteq R$ such that $D_{R}(c g)=\left\{F_{1}, \ldots, F_{k}\right\}$.

Now $c g^{m}$ divides $(c g)^{m}$ in $R$. Since $R$ is atomic, $c g^{m}=\prod_{i=1}^{l} G_{i}$, where $G_{1}, \ldots, G_{l}$ are atoms in $R$. Each $G_{i}$ also divides $(c g)^{m}$ in $R$. So $G_{i} \in D_{R}(c g)=\left\{F_{1}, \ldots, F_{k}\right\}$. Hence $c g^{m}=u_{m} F_{1}^{\alpha_{1}(m)} \cdots F_{i}^{\alpha_{k}(m)}$, where $u_{m} \in U(R)$ and $\alpha_{i}(m)$ 's are nonnegative integers. Every factorization in $R$ of $c g^{m}$ comes with a $k$-tuple $\alpha(m)=$ $\left(\alpha_{1}(m), \ldots, \alpha_{1}(m)\right)$. For each positive integer $m$, we choose one such $\alpha(m)$. Let $\Phi(m)=\alpha(m)$. In this way we get a map $\Phi: \mathbf{N} \rightarrow \mathbf{W}^{k}$, where $\mathbf{N}$ and $\mathbf{W}$ are the set of natural numbers and the set of nonnegative integers respectively.

If $\operatorname{Im}(\Phi)$ is infinite, then by Lemma 1.4 there are distinct elements $x$ and $y$ in $\operatorname{Im}(\Phi)$ with $x \leq y$. So for some positive integer $m$ and some non-zero integer $r$,

$$
x=\left(\alpha_{1}(m), \ldots, \alpha_{1}(m)\right) \quad \text { and } \quad y=\left(\alpha_{1}(m+r), \ldots, \alpha_{1}(m+r)\right)
$$

Then $\left(\alpha_{1}(m), \ldots, \alpha_{1}(m)\right) \leq\left(\alpha_{1}(m+r), \ldots, \alpha_{1}(m+r)\right)$. Hence

$$
\begin{aligned}
c g^{m+r} & =u_{m+r} F_{1}^{\alpha_{1}(m+r)} \cdots F_{k}^{\alpha_{1}(m+r)} \\
& =\frac{u_{m+r}}{u_{m}} u_{m} F_{i}^{\alpha_{1}(m)} \cdots F_{k}^{\alpha_{k}(m)} F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{k}^{\alpha_{k}(m+r)-\alpha_{k}(m)} \\
& =\frac{u_{m+r}}{u_{m}} F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{k}^{\alpha_{k}(m+r)-\alpha_{k}(m)} \\
& =\frac{u_{m+r}}{u_{m}} c g^{m} F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{k}^{\alpha_{k}(m+r)-\alpha_{k}(m)} .
\end{aligned}
$$

Cancelling $c g^{m}$ we get that $g^{r}=F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{k}^{\alpha_{k}(m+r)-\alpha_{k}(m)} \in R$. If $r<0$, then $g^{r} \in \mathrm{U}(S)$ because $g \in S, g^{r} \in S$, and $g^{-r} \in S$. So $g \in \mathrm{U}(S)$, contradicting the hypothesis that $g \notin \mathrm{U}(S)$. So $r>0$ and $g^{r} \in R$ as required. Thus we are done if $\operatorname{Im}(\Phi)$ is infinite.

Suppose $\operatorname{Im}(\Phi)$ is finite. Then $\left(\alpha_{1}(m), \ldots, \alpha_{1}(m)\right)=\left(\alpha_{1}(m+r), \ldots, \alpha_{1}(m+r)\right)$ for some positive integers $m$ and $r$. Then

$$
c g^{m+r}=u_{m+r} F_{1}^{\alpha_{1}(m)} \cdots F_{i}^{\alpha_{1}(m)}=u_{m+r} / u_{m} c g^{m}
$$

so $g^{r}=u_{m+r} / u_{m} \in \mathrm{U}(R)$. Hence $g \in \mathrm{U}(R) \subseteq \mathrm{U}(S)$, contradicting the hypothesis that $g \notin \mathrm{U}(S)$.

Thus far we have proved that $S$ is atomic, IDF, and a root extension of $R$. We now prove that $S$ is IDPF. Let $g \in S, g$ not a unit, $g \neq 0$. The proof is by contradiction. Suppose $D_{S}(g)$ is infinite. Let $n>0$ with $g^{n} \in R$ (using that $s$ a root extension of $R$ ). Note that $D_{S}(g)$ infinite implies that $D_{S}\left(g^{n}\right)$ is also infinite. Let $h_{1}, h_{2}, \ldots$, be respective non-associated irreducible divisors in $S$ of $g^{n k_{1}}, g^{n k_{2}}, \ldots$ Then $g^{n k_{j}}=g_{j} h_{j}$, $h_{j}, g_{j} \in S$. Let $0 \neq c \in[R: S]$. Then for $k_{j} \geq 3, c^{k_{j}} g^{n k_{j}}=c^{k_{j}} h_{j} g_{j}=\left(c h_{j}\right)\left(c g_{j}\right) c^{k_{j}-2}$. Each factor on the right-hand side is in $R$. Thus $c h_{j}$ divides $\left(c g^{n}\right)^{k-j}$ in $R$. Since $R$ is IDPF, there are only finitely many non-associated irreducible divisors of $\left(g^{n}\right)^{k}, k=$ $3,4, \ldots$ in $R$. So $D_{R}\left(g^{n}\right)=\left\{F_{1}, F_{2}, \ldots, F_{l}\right\}$, some finite set of atoms in $R$. So each $c h_{j}=u_{j} F_{1}^{\alpha_{1}(j)} \cdots F_{l}^{\alpha_{l}(j)}$, where $u_{j}$ is in $U(R)$ and $\alpha_{i}(j)$ is a non-negative integer for $i=1, \ldots, l$. Among such factorizations in $R$ of $c h_{j}$, choose one. In this way we get a $\operatorname{map} \Phi: \mathbf{N}-\{1,2\} \rightarrow \mathbf{W}^{l}$, given by $\Phi(j)=\left(\alpha_{1}(j), \ldots, \alpha_{l}(j)\right)$. If the image of $\Phi$ is finite, then for some $r>0$ and some $m>0, \Phi(m)=\Phi(m+r)$. Then

$$
c h_{m}=u_{m} F_{1}^{\alpha_{1}(m)} \cdots F_{l}^{\alpha_{l}(m)} \quad \text { and } \quad c h_{m+r}=u_{m+r} F_{1}^{\alpha_{1}(m+r)} \cdots F_{l}^{\alpha_{l}(m+r)}
$$

So $c h_{m+r}=u_{m+r} u_{m}^{-1} c h_{m}, u_{m+r} u_{m}^{-1} \in \mathrm{U}(R) \subseteq \mathrm{U}(S)$. Cancelling $c$ contradicts that $h_{m}$ and $h_{m+r}$ are non-associated in $S$. So we may assume that the image of $\Phi$ is infinite. By Lemma 1.4 there is a comparable pair $\alpha_{m}=\left(\alpha_{1}(m), \ldots, \alpha_{l}(m)\right)$ and $\alpha_{m+r}=$ $\left(\alpha_{1}(m+r), \ldots, \alpha_{l}(m+r)\right)$ with $\alpha_{m} \neq \alpha_{m+r}$. So $\alpha_{j}(m+r)>\alpha_{j}(m)$ for some $j \in\{1,2, \ldots, l\}$. Then $c h_{m+r}=u_{m+r} u_{m}^{-1} F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{l}^{\alpha_{l}(m+r)-\alpha_{l}(m)} c h_{m}$, where $\alpha_{j}(m+r)>\alpha_{j}(m)$ for some $j$ and $\alpha_{j}(m+r) \geq \alpha_{j}(m)$ for each $j \in\{1,2, \ldots, l\}$.

If $F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{l}^{\alpha_{l}(m+r)-\alpha_{l}(m)}$ is a unit in $S$, then once again, cancelling $c$ contradicts the hypothesis that $h_{m}$ and $h_{m+r}$ are non-associated in $S$. If $F_{1}^{\alpha_{1}(m+r)-\alpha_{1}(m)} \cdots F_{l}^{\alpha_{l}(m+r)-\alpha_{l}(m)}$ is not a unit in $S$, again cancelling $c$ leads to a proper factorization of $h_{m+r}$ in $S$ contradicting the hypothesis that $h_{m+r}$ is irreducible in $S$. Therefore $D_{S}\left(g^{n}\right)$ is finite. As remarked earlier, this implies that $D_{S}(g)$ is finite. Since $g$ was an arbitrary element of $S$, this proves that $S$ is IDPF.

The ring extension $\mathbf{Z}[X] \subseteq \mathbf{Q}[X]$ shows that we cannot drop the conductor condition in Theorem 2.3 We now bring in our next theme: the influence of the complete integral closure of a ring on the IDPF property.

Denote by $Q(R)$ the quotient field of $R$. Recall that an element $g$ in $Q(R)$ is almost integral if there exists an element $0 \neq c \in R$ such that $c g^{m} \in R$ for each $m \geq 1$. The complete integral closure of $R$ is the set of all almost integral elements in $Q(R)$. A ring is completely integrally closed if it is equal to its complete integral closure.

Lemma 2.4 ([2, Corollary 1]) If $S$ is the complete integral closure of an FFD, then $\mathrm{U}(S) / \mathrm{U}(R)$ is torsion.

Theorem 2.5 Let $R$ be atomic and IDPF with $S$ as its complete integral closure. Then $S$ is a root extension of $R$.

Proof Just as in the proof of Theorem 2.3, $R$ is FFD. By Lemma 2.4, $\mathrm{U}(S) / \mathrm{U}(R)$ is torsion.

To prove that $S$ is a root extension of $R$, for each $g \in S$ we must find $n=n(s)$ such that $g^{n} \in R$. If $g \in \mathrm{U}(S)$, then $g^{n} \in \mathrm{U}(R)$ where $n$ is the order of $g$ in the torsion group $\mathrm{U}(S) / \mathrm{U}(R)$. Suppose $g \in S-\mathrm{U}(S)$. Since $g$ is almost integral over $R$, we have the elements $c g^{m}$ used in the proof of Theorem 2.3 that $S$ is a root extension of $R$.

Theorem 2.6 Let $R$ be atomic and IDPF and $R$ contains a field of characteristic zero. Then $R$ is completely integrally closed.

Proof Combine Theorem 2.5 and Theorem 1.1
Example 2.7 We give an atomic completely integrally closed domain $R$ that contains a field of characteristic zero but $R$ is not IDPF.

First we recall that a Noetherian domain is integrally closed if and only if it is completely integrally closed. But an ascending union of completely integrally closed domains need not be completely integrally closed. For instance, let $A$ be a Noetherian integrally closed domain that contains a prime element $p$. Let

$$
R=A\left[p X, p X^{2}, \ldots, p X^{n}, \ldots\right]=\bigcup_{n=1}^{\infty} A_{n}
$$

where $A_{n}=A\left[p X, p X^{2}, \ldots, p X^{n}\right]$. The proof in [16, Example 6.3] that $A$ is integrally closed also works to show that the Noetherian ring $A_{n}$ is integrally closed, hence completely integrally closed. But $R$ is not completely integrally closed because $p X^{n} \in$ $R$ for $n=1,2, \ldots$ but $X \notin R$.

Let $\left\{X_{1}, X_{2}, \ldots\right\}$ and $\left\{Y_{1}, Y_{2}, \ldots,\right\}$ be two sets of indeterminates, and let $K$ be a field of characteristic zero. Let $R_{0}=K[Z]$, where $Z$ is an indeterminate. Let

$$
R_{1}=K\left[X_{1}, Y_{1}\right] /\left\langle X_{1} Y_{1}-Z\right\rangle, \quad R_{2}=R_{1}\left[X_{2}, Y_{2}\right] /\left\langle X_{2} Y_{2}-Z\right\rangle
$$

For each positive integer $k$, let $R_{k+1}=R_{k}\left[X_{k+1}, Y_{k+1}\right] /\left\langle X_{k+1} Y_{k+1}-Z\right\rangle$. Each $R_{k}$ is Noetherian. By [20, Lemma 2.12], $R_{k}$ is integrally closed, hence completely integrally closed.

Let $R=\bigcup_{k=1}^{\infty} R_{k}$. If $0 \neq r \in R$ is not a unit, then $r \in R_{n}$ for some $n$. As $R_{n}$ is Noetherian, $R_{n}$ is atomic. Thus $r=r_{1} \cdots r_{m}$, where each $r_{i}$ is an atom in $R_{n}$. If no $r_{i}$ is $Z$, then $r_{i}$ does not split and we are done. If some $r_{i}$ is $Z$, then in $R_{n+1}, r$ splits into a product of atoms. So $R$ is atomic. To show that $R$ is completely integrally closed, let $d$ and $x$ be non-zero elements of $Q(R)$ with $d x^{n} \in R$ for all $n \geq 1$. We must show that $x \in R$. For some positive integer $l$, we have that $d, x$, and thus $d x^{n}$ are in $Q\left(R_{l}\right)$ for all $n \geq 1$. Consider the retract of $R$ to $R_{l}$ obtained by $X_{i} \mapsto Z$ and $Y_{i} \mapsto 1$ for all $X_{i}, Y_{i}$ not in $R_{l}$. This retract is the identity map on $R_{l}$. It also fixes $d x^{n}$ for all $n \geq 1$. Hence $d x^{n} \in R_{l}$ for all $n \geq 1$. Since $R_{l}$ is completely integrally closed, $x \in R_{l} \subset R$. So $R$ is completely integrally closed. Since $Z$ has infinitely many non-associate divisors $X_{i}, R$ is not FFD. Since it is atomic, it is not IDF, hence not IDPF.

The following facts are needed in the proof of the next theorem. The integral closure of a Noetherian ring is Krull (see [18, Theorem 33.10]) and a Krull ring is atomic [2] and IDPF [9, 16].

Theorem 2.8 Let $R$ be a Noetherian domain with integral closure $S$ and $[R: S] \neq\{0\}$. Then the following are equivalent.
(i) $R$ is IDPF.
(ii) $\mathrm{U}(S) / \mathrm{U}(R)$ is finite and $S$ is a root extension of $R$.

Proof Since $R$ is Noetherian, $R$ is atomic. Hence Theorem 2.3 says that (i) implies (ii). That (ii) implies (i) follows from Theorem 2.1 and the remarks preceding Theorem 2.8

Example 2.9 [5] Let $R=\mathbf{Z}\left[n X, X^{2}, X^{3}\right]$ and $S=\mathbf{Z}[X]$, where $n$ is any positive integer and $X$ is an indeterminant. Both $R$ and $S$ are Noetherian, hence atomic. For any $f \in S$, we have $f^{n} \in R$ and $n f \in R$. Since $U(S)=U(R)$, Theorem 2.8 implies that $R$ is IDPF. The proof of [16, Proposition 1.7] can be adapted to show that if $m$ and $n$ are distinct positive integers, then $\mathbf{Z}\left[m X, X^{2}, X^{3}\right]$ and $\mathbf{Z}\left[n X, X^{2}, X^{3}\right]$ are nonisomorphic rings. Hence $\mathbf{Z}[X]$ contains infinitely many non-isomorphic subrings that are IDPF.

Theorem 2.10 Let $K$ be a field of characteristic zero. Let $R$ be the coordinate ring of an affine variety over $K$. Then $R$ is normal if and only if it is IDPF.

Proof Since $R$ is affine, it is Noetherian, hence atomic. Also for Noetherian rings, completely integrally closed and normal coincide. If $R$ is IDPF, then $R$ is completely integrally closed by Theorem 2.6 On the other hand, if $R$ is integrally closed, then it is Noetherian and integrally closed, hence IDPF as already remarked in the preamble to Theorem 2.8

Since a curve is non-singular if and only if it is normal (see [11]), IDPF characterizes non-singular curves in zero characteristic.

Theorem 2.11 below and Example 2.9 present a contrast between the polynomial ring $\mathbf{Z}[T]$ and the polynomial ring $K[T]$, where $K$ is a field of characteristic zero, as far as IDPF-subrings are concerned.
Theorem 2.11 Let $K$ be a field of characteristic zero, and $K[T]$ the polynomial ring over $K$. Then any $K$-subalgebra $R$ of $K[T]$ that is IDPF is isomorphic to $K[T]$.

Proof By [7], $R$ may be considered up to isomorphism as an affine subalgebra of $K[T]$ with $K[T]$ integral over $A$. If $R$ is IDPF, then by Theorem 2.10 $R \cong K[T]$.

There is another situation where an analogue of Theorem 2.8 can be obtained. First we note the following fact.

Theorem 2.12 If $R$ is a subring of a factorial domain $S$ with $\mathrm{U}(S) \cap R=\mathrm{U}(R)$. Then $R$ is atomic.

Proof Let $0 \neq g \in R-\mathrm{U}(R)$. Let $g=h_{1} \cdots h_{l}$ where each $h_{j}$ is irreducible in $S$. Suppose $g=g_{1} \cdots g_{k}$ is a factorization into non-units in $R$ with $k>l$. Since $S$ is factorial, (after possibly permuting), $g_{i}=u_{i} h_{i}$, where $u_{i} \in U(S)$. Since $k>l$, this implies that $g_{l+1}$ is a unit in $S$, hence a unit in $R$ because $\mathrm{U}(S) \cap R=\mathrm{U}(R)$. This contradicts the assumption that $g_{l+1}$ is not a unit in $R$. Hence $k \leq l$. One deduces from this that $g$ is a product of at most $l$ atoms in $R$. Hence $R$ is atomic.

Theorem 2.13 ([17, Theorem 2.3]) Let $S$ be a factorial domain that contains a field $K$. Let I be a non-zero proper ideal of $S$. Let $R=K+I$. Then the following are equivalent.
(i) $R$ is IDPF
(ii) $\mathrm{U}(S) / \mathrm{U}(R)$ is finite and $S$ is a root extension of $R$.

Proof Since $S$ is factorial, it is atomic and IDPF. Hence Theorem 2.1 says that (ii) implies that $R$ is atomic and IDPF.

As for (i) implies (ii), Theorem 2.12 gives us that $R$ is atomic. Also [ $R: S]$ contains the non-zero ideal $I$. By [17, Lemma 2.1(b)], $\mathrm{U}(S) \cap R=\mathrm{U}(R)$. Hence by Theorem 2.12, $R$ is atomic. So by Theorem 2.3, (i) implies (ii).

Remark 2.14 The positive characteristic situation. Let $K$ be a field of characteristic $p>0$. The cuspidal algebra $K\left[T^{2}, T^{3}\right]$ is shown in [16, Lemma 4.2] to be IDPF, while [16, Proposition 4.5] shows that the nodal algebra $K\left[T^{2}-1, T\left(T^{2}-1\right)\right]$ is not IDPF if $p \neq 2$. Is this slim evidence a precursor of a significant relationship between the types of singularities of curves and the IDPF-status of the corresponding coordinate rings?

Is the domain in Theorem 2.6 Krull? That is, one may wonder if a domain $R$ that is atomic and IDPF and contains a field of characteristic zero must be Krull. Since Theorem 2.6 says that $R$ is completely integrally closed, we are reduced by [3, Theorem 2, p. 480] to asking whether $R$ has the ascending chain condition on divisorial integral ideals.
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