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1 

Introduction 

The structure of a quantum field theory often simplifies when one considers 
processes involving large momenta or short distances. These simplifi­
cations are important in improving one's ability to calculate predictions 
from the theory, and in essence form the subject of this book. 

The first simplification to be considered involves the very existence of the 
theory. The problem is that there are usually ultra-violet divergences caused 
by large fluctuations of the field(s) on short distance scales. These manifest 
themselves in Feynman graphs as divergences when loop momenta go to 
infinity with the external momenta fixed. The simplification is that the 
divergences can be cancelled by renormalizations of the parameters of the 
action. Consequently our first task will be to treat the ultra-violet 
renormalizations. Renormalization is essential, for otherwise most field 
theories do not exist. 

We will then expose the methods needed to handle high-energy/short­
distance problems. The aim is to be able to make testable predictions from a 
strong interaction theory, or to improve the rate of convergence of the 
perturbation expansion in a weakly coupled theory. The simplifications 
generally take the form of a factorization of a cross-section or of an 
amplitude, each factor containing the dependence of the process on 
phenomena that happen on one particular distance scale. Such a factori­
zation is useful, because the coefficients of the perturbation expansion for a 
process are large when the process involves widely different distance scales. 

The industry called 'perturbative QCD' consists of deriving such 
factorization theorems for strong interactions (Mueller (1981)) and explor­
ing their phenomenological consequences. We will only study the earliest of 
these factorizations, the operator product expansion of Wilson (1969). We 
will also discuss the theorems that describe the behavior of a theory when 
the masses of its fields get large (Appelquist & Carazzone (1975) and Witten 
(1976)). These large-mass theorems have their main uses in weak in­
teraction theories. 

The presence of ultra-violet divergences, even though they are cancelled 
by renormalization counterterms, means that in any process there are 
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2 Introduction 

contributions from quantum fluctuations on every distance scale. This is 
both a complication and an opportunity to find interesting physics. The 
complication is that the derivation of factorization theorems is made 
difficult. The opportunity is given by the observable phenomena that 
directly result from the existence of the divergences. A standard example is 
given by the scaling violations in deep-inelastic scattering. 

It is the renormalization group (Stueckelberg & Petermann (1953) and 
Gell-Mann & Low (1954)) that is the key technique in disentangling the 
complications. The infinite parts of the counterterms are determined by the 
requirement that they cancel the divergences, but the finite parts are not so 
determined. In fact, the partition of a bare coupling g0 into the sum of a 
finite renormalized coupling gRand a singular counterterm llg is arbitrary. 
One can reparametrize the theory by transferring a finite amount from gR to 
!lg without changing the physics: the theory is renormalization-group 
invariant. 

This trivial-sounding observation is in practice very useful, and far from 
trivial. Suppose one has some graph whose renormalized value is large (so 
that it is inadequate to use a few low orders of the perturbation theory to 
compute the corresponding quantity). Then in appropriate circumstances it 
is possible to adjust the partition of g0 (viz., g0 = gR + llg) so that the 
counterterm !lg cancels not only the divergence but also the excessively 
large piece of the graph's finite part. The large piece is now in the lowest 
order instead of higher orders. Construction of factorization theorems of 
the sort reviewed by Mueller (1981) provides many circumstances where 
this trick is applicable. Without it the factorization theorems would be 
almost powerless. 

We see that the subjects of renormalization, the renormalization group, 
and the operator product expansion are intimately linked, and we will treat 
them all in this book. The aim will be to explain the general methods that 
are applicable not only to the examples we will examine but in many other 
situations. We will not aim at complete rigor. However there are many 
pitfalls and traps ready to ensnare an unwary physicist. Thus a precise set of 
concepts and notations is necessary, for many of the dangers are essentially 
combinatorial. The appropriate basis is then that of Zimmermann (1969, 
1970, 1973a, 1973b). 

One other problem is that of choice of an ultra-violet cut off. From a 
fundamental point of view, the lattice cut-off seems best as it appears in non­
perturbative treatments using the functional integral (e.g., Glimm & Jaffe 
(1981)). In perturbation theory one can arrange to use no regulator 
whatsoever (e.g., Piguet & Rouet (1981)). In practice, dimensional reg-
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Introduction 3 

ularization has deservedly become very popular. This consists of replacing 
the physical space-time dimensionality 4 by an arbitrary complex number d. 

The main attraction of this method is that virtually no violence is done to 
the structure of a Feynman graph; a second attraction is that it also 
regulates infra-red divergences. The disadvantage is that the method has 
not been formulated outside of perturbation theory (at least not yet). Much 
of the treatment in this book, especially the examples, will be based on the 
use of dimensional regularization. However it cannot be emphasized too 
strongly that none of the fundamental results depend on this choice. 
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2 

Quantum field theory 

Most of the work in this book will be strictly perturbative. However it is 
important not to consider perturbation theory as the be-ali and end-all of 
field theory. Rather, it must be looked on only as a systematic method of 
approximating a complete quantum field theory, with the errors under 
control. So in this chapter we will review the foundations of quantum field 
theory starting from the functional integral. 

The purpose of this review is partly to set out the results on which the rest 
of the book is based. It will also introduce our notation. We will also list a 
number of standard field theories which will be used throughout the book. 
Some examples are physical theories of the real world; others are simpler 
theories whose only purpose will be to illustrate methods in the absence of 
complications. 

The use of functional integration is not absolutely essential. Its use is to 
provide a systematic basis for the rest of our work: the functional integral 
gives an explicit solution of any given field theory. Our task will be to 
investigate a certain class of properties of the solution. 

For more details the reader should consult a standard textbook on field 
theory. Of these, probably the most complete and up-to-date is by ltzykson & 

Zuber ( 1980); this includes a treatment of the functional integral method. 
Other useful references include: Bjorken & Drell (1966), Bogoliubov & 
Shirkov (1980), Lurie (1968), and Ramond (1981). 

2.1 Scalar field theory 

The simplest quantuP1 field theory is that of a single real scalar field cf>(x 11). 

The theory is defined by canonically quantizing a classical field theory. This 
classical theory is specified by a Lagrangian density: 

!£' = ( 0 cf> )2 I 2 - P( cf> ), (2.1.1) 

from which follows the equation of motion 

Oc/>+P'(c/>)=0. (2.1.2) 

4 
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2.1 Scalar field theory 5 

Here P(c/J) is a function of c/J(x), which we generally take to be a polynomial 
like P(c/J) = m2 c/J 2/2 +gc/J4 /4!, and P'(c/J) =dP/dc/J. (Note that we use units 
with h = c = 1.) 

In the Hamiltonian formulation ofthe same theory, we define a canonical 
momentum field: 

n(x) =oft' ;a~=~= ocjJjot, (2.1.3) 

and the Hamiltonian 

(2.1.4) 

Physically, we require that a theory have a lowest energy state. If it does not 
then all states are unstable against decay into a lower energy state plus a 
collection of particles. If the function P(c/J) has no minimum, then the 
formula (2.1.4) implies that just such a catastrophic situation exists (Baym 
(1960)). Thus we require the function P(c/J) to be bounded below. 

Quantization proceeds in the Heisenberg picture by reinterpreting c/J(x) 
as a hermitian operator on a Hilbert space satisfying the canonical equal­
time commutation relations, i.e., 

[n(x), c/J(y)] = - i<5( 31(i- ji), } .f o o 
1 X =y 

[c/J(x),c/J(y)] = [n(x),n(y)] =0 · 
(2.1.5) 

The Hamiltonian is still given by (2.1.4) so the equation of motion (2.1.2) 
follows from the Heisenberg equation of motion 

ioc/Jfot = [ c/J, HJ. (2.1.6) 

A solution to the theory is specified by stating what the space of states is 
and by giving the manner in which cjJ acts on the states. We will construct a 
solution by use of the functional integral. It should be noted that c/J(x) is in 
general not a well-behaved operator, but rather it is an operator-valued 
distribution. Physically that means that one cannot measure c/J(x) at a single 
point, but only averages of c/J(x) over a space-time region. That is, 

(2.1.7) 

for any complex-valued function f(x), is an operator. Now, products of 
distributions do not always make sense (e.g., <5(x)2 ). In particular, the 
Hamiltonian H involves products of fields at the same point. Some care is 
needed to define these products properly; this is, in fact, the subject of 
renormalization, to be treated shortly. 

The following properties of the theory are standard: 
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6 Quantum field theory 

(1) The theory has a Poincare-invariant ground state IO), called the 
vacuum. 

(2) The states and the action of 4> on them can be reconstructed from the 
time-ordered Green's functions 

(2.1.8) 

The T-ordering symbol means that the fields are written in order of 
increasing time from right to left. 

(3) The Green's functions have appropriate causality properties, etc., so 
that they are the Green's functions of a physically sensible theory. 
Mathematically, these properties are summarized by the Wightman 
axioms (Streater & Wightman (1978)). 

Bose symmetry of the ¢-field means that the Green's functions are 
symmetric under interchange of any of the x's. From the equations of 
motion of 4> and from the commutation relations can be derived equations 
of motion for the Green's functions. The simplest example is 

D,G2(y,x) + (OI TP'(¢(y))¢(x)IO> = - ic5(4>(x- y). (2.1.9) 

For a general (N +I)-point Green's function, we haveN c5-functions on the 
right: 

OyGN+ 1 (y, Xp .•. , xN) + (OI T P'(¢(y))¢(x 1) ••• ¢(xN)IO> 
N 

=-ii c5(4>(y- xi)GN_ 1(x 1 , ••• ,xi_ 1 ,xi+ 1>· . • ,xN). 
j=l 

(2.1.10) 

This equation summarizes both the equations of motion and the com­
mutation relations. Solving the theory for the Green's functions means in 
essence solving this set of coupled equations. It is in fact the Green's 
functions that are the easiest objects to compute. All other properties of the 
theory can be calculated once the Green's functions are known. 

2.2 Functional-integral solution 

The solution of a quantum field theory is a non-trivial problem in 
consistency. Only two cases are elementary: free field theory (P = m2¢ 2/2), 
and the case of one space-time dimension, d = 1. The case d = 1 is a rather 
trivial field theory, for it is just the quantum mechanics of a particle with 
Heisenberg position operator ¢(t) in a potential P(¢). (In Section 2.1, we 
explained the cased = 4. It is easy to go back and change the formulae to be 
valid for a general value of d.) 
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2.2 Functional-integral solution 7 

For the case of ¢ 4 theory, with 

P(¢) = m2¢ 2 /2 + g¢4 /4 !, (2.2.1) 

solutions are rigorously known to exist if d = 2 or 3 (Glimm & Jaffe (1981)). 
If d > 4 then no non-trivial solution exists(Aizenman (1981)). The cased= 4 
is difficult; the difficulty is to perform renormalization of the ultra-violet 
divergences beyond perturbation theory. As we will see the theory at d = 4 
is 'exactly renormalizable' in perturbation theory; this is the most 
interesting case. For the most part we will ignore the difficulties in going 
beyond perturbation theory. We will return to this problem in Section 7.10 
when we discuss the application of the renormalization group outside of 
perturbation theory. 

If we ignore, temporarily, the renormalization problem, then a solution 
for the theory can be found in terms of a functional integral. The formula for 
the Green's functions is written as 

GN(x1, ... ,xN) =% J[dA]eiS!AIA(x1) .. . A(xN). (2.2.2) 

(See Chapter9 ofltzykson &Zuber (1980), or see Glimm & Jaffe (1981).) On 
the right-hand side of this equation A (x) represents a classical field, and the 
integration is over the value of A(x) at every space-time point. The result of 
the integral in (2.2.2) is theN-point Green's function for the corresponding 
quantum field, ¢. In the integrand appears the classical action, which is 

S[A] = Jd4x2. (2.2.3) 

The normalization factor% is to give (OIO> = 1, so that 

% = { f ( dA JeiS[AJ}- 1 (2.2.4) 

Equivalent to (2.2.2) is the integral for the generating functional of 
Green's functions: 

Z[J] =% f [ dAJ exp {is[ A] + f d 4xJ(x)A(x) }· (2.2.5) 

where J(x) is an arbitrary function. Functionally differentiating with respect 
to J(x) gives the Green's functions, e.g., 

1 ()2 I 
(OI T¢(x)¢(y)IO> = Z[OJ bJ(x)bJ(y)Z[J] <J=O>· (2.2.6) 

It is somewhat delicate to make precise the definition of the integration 
over A. The principal steps are: 
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8 Quantum .field theory 

(1) 'Wick-rotate' time to imaginary values: l = - ir, so that space-time is 
Euclidean. The exponent in the integral is then: 

- SEucl[AJ =- Jdrd 3x[- oA 2 /2 + P(A)]. (2.2.7) 

With our metric, we have oA 2 = - (oAjor) 2 - VA 2 • We may subtract 
out from !f? the minimum value of P(A); this subtraction gives an 
overall factor in the functional integral, and it cancels between the 
int~gral and the normalization factor (2.2.4). Therefore the Euclidean 
action SEuci is positive definite. The factor exp ( - SEuci) gives much 
better convergence for large A and for rapidly varying A than does 
exp (iS) in Minkowski space. 

(2) Replace space-time by a finite lattice. We may choose a cubic lattice 
with spacing a. Its points are then 

x~'=n"a. 

where the n~''s are integers. They are bounded to keep x inside a spatial 
box of volume V and to keep r within a range - T j2 to + T /2. The 
integral 

J[dA]A(x1) •.. A(xN)exp(- SEuci[A]) (2.2.8) 

is now an absolutely convergent ordinary integral over a finite number 
of variables. The action SEuci is given its obvious discrete 
approximation. 

(3) Take the continuum limit a--> 0, and the limits of infinite volume V and 
infinite time T. 

(4) Analytically continue back to Minkowski space-time. 

The difficulties occur at step 3. Taking the limits of infinite T and V gives 
divergences of exactly the sort associated with taking the thermodynamic 
limit of a partition function- see below. Further divergences occur when 
the continuum limit a--> 0 is taken. In addition, the canonical derivation of 
(2.2.2) gives an overall normalization factor which goes to infinity as a--> 0 
or as the number of space-time points goes to infinity; this factor is 
absorbed by the normalization%. 

The limits of infinite volume and time are under good control. They are 
literally thermodynamic limits of a classical statistical mechanical system in 
four spatial dimensions. Recall, for example, that in ¢ 4 theory one can 
write 

(2.2.9) 
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where A = g 112 A. Thus the integral J[ dA] exp ( - S[ A J) is proportional to 

J[dA]exp{ -(1/g)S[A --+A,g-->1]}. (2.2.10) 

This is the partition function of a classical system at temperature 1/g, when 
the phase space is spanned by the field A, and when the energy of a given 
configuration is 

SEuci[A]= Jd 4 x(-oA 2/2+m2A2/2+A 4 /4!). 

The identity between Euclidean field theory and certain classical statistical 
mechanics systems has been fruitful both in working out the rigorous 
mathematical treatment of quantum field theory (Glimm & Jaffe (1981)) 
and in finding new ways to treat thermodynamic problems (Wilson & 
Kogut (1974)). As is particularly emphasized in Wilson's work, there is a lot 
of cross-fertilization between field theory and the theory of phase tran­
sitions. The methods of the renormalization group are common to both 
fields, and the continuum limit in field theory can be usefully regarded as a 
particular type of second-order phase transition. 

The thermodynamic limit gives a factor exp(- pTV), where p is the 
ground state energy-density. This factor is clearly cancelled by JV. All the 
remaining divergences are associated with the continuum limit a--+ 0. These 
are the divergences that form the subject of renormalization. They are 
called the ultra-violet (UV) divergences. 

One notational change needs to be made now. In more complicated 
theories, there will be several fields, and the functional-integral solution of 
such a theory involves an integral over the values of a classical field for each 
quantum field. It is convenient to have a symbol for each classical field that 
is clearly related to the corresponding quantum field. The standard 
notation is to use the same symbol. Thus we change the integration variable 
in (2.2.2) from A(x) to ¢(x), with the result that 

<OI TcjJ(xJ .. . ¢(xN)iO) = JV J[d¢]eiS!<I>l¢(x1) ... ¢(xN). (2.2.11) 

This is somewhat of an abuse of notation. However, it is usually obvious 
whether one is using¢ to mean the quantum field, as on the left-hand side, 
or to mean the corresponding classical field, as on the right-hand side. 

2.3 Renormalization 

The difficult limit is the continuum limit a--+ 0. There are divergences in this 
limit; this has been known from the earliest days of quantum elec-
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trodynamics (e.g., Oppenheimer (1930)). It is possible to say that the UV 
divergences mean that the theory makes no physical sense, and that the 
subject of interacting quantum field theories is full of nonsense (Dirac 
(1981)). Luckily we can do better, for our ultimate aim need not be to 
construct a field theory literally satisfying (2.1.2)-(2.1.5). Rather, our aim is 
to construct a relativistic quantum theory with a local field as its basic 
observable. These requirements are satisfied if we construct a collection of 
Green's functions satisfying sensible physical properties (for example, as 
formulated in the Osterwalder-Schrader axioms- see Glimm & Jaffe 
(1981)). We may further ask that we find a theory that is close in some sense 
to satisfying the defining equations (2.1.2)-(2.1.5). Combining the func­
tional integral with suitable renormalizations of the parameters of the 
theory satisfies these requirements. 

The basic idea of renormalization comes from the observation that in 
one-loop graphs the divergences amount to shifts in the parameters of the 
action. For example, they change the mass of the particles described by </J(x) 
from the value m to some other effective value, which is infinite if m is finite. 
Renormalization is then the procedure of cancelling the divergences by 
adjusting the parameters in the action. To be precise, let us consider the ¢ 4 

theory with 

(2.3.1) 

The subscript zero is here used to indicate so-called bare quantities, i.e., 
those that appear in the Lagrangian when the (oA 0 ) 2 /2 term has unit 
coefficient. (We also introduce a constant term. It will be used to cancel a 
UV divergence in the energy density of the vacuum.) Then we rescale the 
field by writing 

A0 = Z 1i 2 A, (2.3.2) 

so that, in terms of the 'renormalized field' A, the Lagrangian is 

2' = ZoA 2 /2- m~ZA 2/2- g0 Z 2 A4 /4! 

= ZoA 2/2- m~A 2/2- g8 A4 /4!. (2.3.3) 

We have dropped A 0 from!£ since it has no effect on the Green's functions. 
The Green's functions of the quantum field <jJ are now obtained by using 

(2.3.3) as the Lagrangian in the functional integral (2.2.2). We let Z, m0 , and 
g0 be functions of the lattice spacing a, and we choose these functions (if 
possible) so that the Green's functions of <jJ are finite as a--+ 0. If this can be 
done, then we have succeeded in constructing a continuum field theory, and 
it is termed 'renormalizable'. The theory may be considered close to solving 
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(2.1.2)-(2.1.5). This is because the theory is obtained by taking a discrete 
(i.e., lattice) version of the equations and then taking a somewhat odd 
continuum limit. 

We will call m0 the bare mass, and g0 the bare coupling, and we will call Z 
the wave-function, or field-strength, renormalization. It is also common to 
call m8 and g8 the bare mass and coupling; but for the sake of consistency 
we will not do this in this book. 

Another way of viewing the renormalization is to write (2.3.3) as 

!£ = oA 2/2- m2 A 2/2- gA 4 /4! 

+ bZoA 2 /2- bm2 A 2 /2- bgA 4 /4!. (2.3.4) 

We will call the first three terms the basic Lagrangian and the last three the 
counterterm Lagrangian. The renormalized mass m and the renormalized 
coupling g are finite quantities held fixed as a-+ 0. The counterterms 
[JZ = Z -1, bm2 = m~- m2 , and Jg = g8 - g are adjusted to cancel the 
divergences as a-+ 0. This form of the Lagrangian is useful in doing 
perturbation theory; we treat oA 2/2- m2 A 2/2 as the free Lagrangian and 
the remainder as interaction. The expansion is in powers of the re­
normalized coupling g. The counterterms are expanded in infinite series, 
each term cancelling the divergences of one specific graph. 

The form (2.3.4) for !£ also exhibits the fact that the theory has two 
independent parameters, m and g. The counterterms are functions of m, g, 
and of a. 

We will discuss these issues in much greater depth in the succeeding 
chapters. For the moment it is important to grasp the basic ideas: 

(1) The self-interactions of the field create, among other things, dynamical 
contributions to the mass of the particle, to the potential between 
particles, and to the coupling ofthe field to the single particle state. Thus 
the measured values of these parameters are renormalized relative to 
the values appearing in the Lagrangian. 

(2) These contributions, or renormalizations, are infinite, in many cases. 
The most important theorem of renormalization theory is that they are 
the only infinities, in the class of theories called 'renormalizable'. 

(3) The infinities are cancelled by wave-function, mass, and coupling 
counterterms, so that the net effect of the interactions is finite. 

(4) To make quantitative the sizes of the infinities, the theory is constructed 
as the continuum limit of a lattice theory. The infinities appear as 
divergences when the lattice spacing goes to zero. 
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2.4 Ultra-violet regulators 

In the last sections we showed how to construct field theories by defining 
the functional integral as the continuum limit of a lattice theory. Ultra­
violet divergences appear as divergences when the lattice spacing, a, goes to 
zero, and are removed by renormalization counterterms. The lattice 
therefore is a regulator, or cut-off, for the UV divergences. 

To be able to discuss the divergences quantitively and to construct a 
theory involving infinite renormalizations, it is necessary to use some kind 
of UV cut-off. Then the theory is obtained as an appropriate limit when the 
cut-off is removed. There are many possible ways of introducing a cut-off, of 
which going to a lattice is only one example. The lattice appears to be very 
natural when working with the functional integral. But it is cumbersome to 
use within perturbation theory, especially because of the loss of Poincare 
in variance. There are two other very standard methods of making an ultra­
violet cut-off: the Pauli-Villars method, and dimensional regularization. 

The Pauli-Villars (1949) method is very traditional. In its simplest 
version it consists of replacing the free propagator ij(p 2 - m2) in a scalar 
field theory by 

I 
SF(p,m;M)= 2 2 

P -m p2 -M2 

(m2- M2) 
-:---:.----= (p2 _ m2) (p2 _ M2) · (2.4.1) 

As M-> oo, this approaches the original propagator. The behavior for large 
p has clearly been improved. Thus the degree of divergence of the Feynman 
graphs in the theory has been reduced. All graphs in the ¢ 4 theory, except 
for the one-loop self-energy are in fact made finite. In the ¢ 4 theory it is 
necessary to use a more general form in order to make all graphs finite: 

S ( m. M M ) - i i (mz - M~) 
F p, ' I' 2 - (p2- m2)- (p2- Mi) (Mi- MD 

(m2- Mi) 
---;;------,~ 

(p2 - M~) (M~- Mi) 

(Mi- m2) (M~- m2 ) 
--;;------;;-
(p2 _ m2) (p2 _ Mi} (p2 _ M~) · (2.4.2) 

It is usually convenient to set M 1 = M 2 • 

Now the regulated propagator has extra poles at p2 = M 2 , or at p2 = Mf 
and p2 = M~. Since one of the extra poles has a residue ofthe opposite sign 
to the pole at p2 = m2 , the regulated theory cannot be completely physical. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


2.5 Equations of motion for Green's functions 13 

It is normally true that a theory with an ultra-violet cut-off has some 
unphysical features. 

Perhaps the most convenient regulator for practical calculations is 
dimensional regularization. There it is observed that the UV divergences 
are removed by going to a low enough space-time dimension d, so d is 
treated as a continuous variable. In perturbation theory this can be done 
consistently (Wilson (1973)), as we will see when we give a full treatment of 
dimensional regularization in Chapter 4. However it has not been possible 
to make it work non-perturbatively, so it cannot at present be regarded as a 
fundamental method. 

Since it is only the renormalized theory with no cut-off that is of true 
interest, the precise method of cut-off is irrelevant. In fact, all methods of 
ultra-violet cut-off are equivalent, at least in perturbation theory. The 
differences are mainly a matter of practical convenience (or of personal 
taste). Thus dimensional regularization is very useful for perturbation 
theory. But the lattice method is maybe most powerful when working 
beyond perturbation theory; it is possible, for example, to compute the 
function.al integral numerically by Monte-Carlo methods (Creutz (1980, 
1983), and Creutz & Moriarty (1982)). 

Within perturbation theory one need not even use a cut-off. 
Zimmermann (1970, 1973a) has shown how to apply the renormalization 
procedure to the integrands rather than to the integrals for Feynman 
graphs. The lack of fundamental dependence on the procedure of cut-off is 
thereby made manifest. The application of this procedure to gauge theories, 
especially, is regarded by most people as cumbersome. 

2.5 Equations of motion for Green's functions 

We have defined a collection of Green's functions by the functional integral 
(2.2.2). (Implicit in the definition are a certain number of limiting 
procedures, as listed below (2.2.6).) This definition we will take as the basis 
for the rest of our work. First we must check that it in fact gives a solution of 
the theory. This means, in particular, that we are to derive the equations of 
motion (2.1.10) for the Green's functions, thus ensuring that both the 
operator equation of motion (2.1.2) and the commutation relations (2.1.5) 
hold. (For the remainder of this chapter we will not specify the details of 
how renormalization affects these results.) 

It is convenient to work with the generating functional (2.2.5). We make 

the change of variable A(x)--+ A(x) + ef(x), where e is a small number, and 
f(x) is an arbitrary function of x". Since the integration measure is invariant 
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under this shift, the value of the integral is unchanged: 

J[dA]exp{is[A+af]+ f(A+af)J}= J[dA]exp{is[A]+ JAJ}. 

(2.5.1) 

Picking out the terms of order a gives 

Jd 4 yf(y) J[dA]exp{is[A]+ JAJ}[ic5~~y) +J(y)]=o, (2.5.2) 

where, as usual, we define the functional derivative 

c5S dP 
c5A(y) = - 0 A - dA . (2.5.3) 

Since f(y) is arbitrary, we get 

J[dA]exp{is[A]+ JAJ}[ic5~~y)+J(y)J=o. (2.5.4) 

Functionally differentiating N times with respect to J, followed by setting 
J = 0, gives the equation of motion (2.1.10). For example, 

0 = %-c5-[left-hand side of (2.5.4)]1 _ 0 c5J(x) -

= ,/vJ[dA]eiS[AJ[A(x)i~ + c)<4 l(x- y)J 
c5A(y) 

= ./VJ[ dA]eiS[AJ{ iA(x)[- OA(y)- P'(A(y)) J + c)< 4 l(x- y)} 

=- %i0y f[dA]eiS[AlA(x)A(y) 

- iX J[dA]eiS[AJA(x)P'(A(y)) + c)< 4 l(x- y) 

=- iOY<OI Tcf>(x)cf>(y)IO>- i(Oi Tcf>(x)P'(cf>(y))IO> + c5( 4 l(x- y) 

= i(Oi Tcf>(x)~IO> + c5<4 l(x- y) (2.5.5) 
bcf>(y) ' 

which is equivalent to (2.1.9). Note that in the fourth line we have exchanged 
the order of integration and of differentiation for the 0 Y term. We have also 
used the normalization condition (2.2.4). It is important that the derivative 
of the quantum field (next-to-last line) is outside the time ordering, and 
c5Sjc5cf>(y) in the last line is defined to be a shorthand for the combination of 
operators in the previous line. 
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2.6 Symmetries 15 

This is somewhat paradoxical since we have the operator equation of 
motion: 

JS 
0 = J¢ = - 0¢- P'(cp), 

from which it is tempting to deduce that the Green's function 
(OI T cp(x)t5Sjt5cp(y)IO> should be zero. However, in view of the work above 
it is convenient to define this Green's function by the functional-integral 
formula 

I _!!__I - f iS[ A) __!!____ (0 Tcp t5cp(y) 0)- .AI [dA]e A(x) c5A(y)" 

Then, as we have seen, the 0 Y is implicitly outside the time-ordering. 
Bringing it inside the time-ordering gives a commutator, so that we get the 
c5-function term in (2.1.9) or (2.5.5). 

The momentum-space version of the equation of motion (2.1.1 0) is often 
useful. We define the momentum-space Green's functions 

GN(P1 , ... , PN) = f d 4x 1 ... d 4 xNexp {i(p 1 • x 1 + · · · + pN· xN) }GN(x1 , ... , xN) 

= GN(Pp ... ,pN)(2n)4 £5<4 >(p 1 + · · · + PN). (2.5.6) 

The momenta pi are to be regarded as flowing out of the Green's functions. 
Translation invariance of the theory implies the c5-function for momentum 
conservation that is explicitly factored out in the last line of (2.5.6). A 
convenient notation (which we will use often) is to write 

(2.5.7) 

Implicit in this formula is the definition that the integrals over x defining the 
momentum-space field (i)(p) are all taken outside the time-ordering, as 
stated in (2.5.6). We will use a tilde over the symbol for any function to 
indicate the Fourier-transformed function. 

Fourier transformation of the equation of motion (2.1.10) gives 

- q2 (0I T{iJ(q){iJ(p 1 ) ••• {iJ(pN)IO) 

+ (OJ T P'({iJ)(q){iJ(p) .. . {iJ(pN)JO) 
N 

. " I - - - - I 4 (4) = - l L., ( 0 T c/J(p 1) .. . cp(pi_ 1)c/J(pi+ 1) ... c/J(pN) 0) (2n) c5 (q + p). (2.5.8) 
j= I 

2.6 Symmetries 

We now turn to the consequences of symmetries. As we will see, there are 
many interesting problems in renormalization theory that stem from the 
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following question: If a classical field theory has certain symmetries, does 
the symmetry survive after quantization? Generally, it is the need for 
renormalization of the theory that makes this a non-trivial question. 

The symmetry properties are expressed in terms of Green's functions by 
the Ward identities. (Historically the earliest example was found by Ward 
(1950) in QED.) If the symmetry is not preserved by quantization there are 
extra terms called anomalies. In many cases there are no anomalies, so we 
will derive the Ward identities in this section ignoring the subtleties that in 
some cases lead to anomalies. Discussion of anomalous cases is given in 
Chapter 13. 

Consider a theory of N fields which we collectively denote by a vector 
t/1 = (c/J1, ... , c/JN). Our discussion is general enough to include the case of 
fields with spin. We consider a symmetry group of the action S[t/1]. This is a 
group of transformations on the classical fields 

t/1-> F[tfl;w] = t/1', (2.6.1) 

which leaves the action invariant: 

S[ t/1'] = S[ t/1]. (2.6.2) 

Here w = (wa) is a set of parameters of the group, which we assume here to 
be a Lie group, i.e., thew's take on a continuous set of values. We let w = 0 
be the identity: F[t/1;0] = t/J. It is easiest to work with infinitesimal 
transformations: 

(2.6.3) 

(A summation convention on ex is understood.) 
In the quantum theory the symmetry is implemented as a unitary 

representation U(w) of the group on the Hilbert space· of states such that 

U(w)t/JU(w)- 1 = F[tfl;w]. (2.6.4) 

Since the representation is unitary, we may parametrize the group so that 

(2.6.5) 

where the generators Q .. are hermitian operators which represent the Lie 
algebra of the group: 

(2.6.6) 

The normalizations are such that the structure constants capy are totally 
antisymmetric. The infinitesimal transformations are then given by: 

(2.6.7) 
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There are a number of special cases, each with its own special features: 

(1) Global internal symmetry: A finite-dimensional Lie group acts on the 
fields at each point of space-time, with the same transformation at each 
point. Thus 

(2.6.8) 

where the t~ form a hermitian matrix representation of the Lie algebra: 

[t~, tp] = ic~p/y· (2.6.9) 

Single-particle states carrying this representation are annihilated by cjJ i· 
The Lagrangian is invariant. 

(2) Global space-time symmetry: The group effectively is a transformation 
on space-time; the Poincare group and its extensions are the usual 
cases. For a Poincare transformation x~'---+ A ex• +a~', we have the 
corresponding transformation of the fields: 

(2.6.10) 

Here R is a finite-dimensional matrix representation of the Lorentz 
group (never unitary if non-trivial), acting on the spin indices of q,. The 
Lagrangian is not invariant. It transforms as 

2'[,P,x]---+ 2'[cjJ,Ax +a], 

so that the actionS= J d 4 x2' is invariant. Infinitesimal transformations 
of cjJ involve the derivative of cjJ. 

(3) Global chiral symmetry: This looks like a global internal symmetry but 
acts differently on the left- and right-handed parts of Dirac fields (which 
we have yet to discuss). Anomalies are often present- see Chapter 13. 

(4) Supersymmetry: This is a generalized type of symmetry where Bose and 
Fermi fields are related (Fayet & Ferrara (1977)). The only case that we 
will discuss is the BRS-invariance (Becchi, Rouet & Stora (1975)) of a 
gauge theory. 

(5) Gauge, or local, symmetry: Any of the above symmetries may be 
extended to a symmetry whose parameters depend on x:w = ro(x). In 
quantum theories, these are not really implemented by unitary 
transformations. Their treatment is rather special. The elementary 
examples are general coordinate invariance in General Relativity, and 
gauge invariance in electromagnetism. 

The basic tool for discussing symmetries is Noether's theorem, which 
relates them to conservation laws. This theorem in its most straightforward 
form applies only to symmetries of the first three types. 
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For a global symmetry, Noether's theorem asserts that a conserved 
currentj~ exists for each generator of a symmetry. Let the Lagrangian have 
the infinitesimal transformation 

!E--> !E + waba!E = !E + waa~' Y~, 
so that the action is invariant. Define 

a!E 
j~ = ~bac/>i a(all¢;)- Y~. 

Then the equations of motion imply conservation of j~, i.e., 

aj~jax~'=O. 

The generators of the symmetry group are 

Qa = fd 3 xj~. 
The canonical commutation relations imply that 

[j~(x), cf>i(y)] = - ibacf>i(x)b< 3>(x- y), (if x 0 = y0 ), 

[Qa, c/>i(y)] = - ibac/>i(y), 

as required by (2.6. 7). 

(2.6.11) 

(2.6.12) 

(2.6.13) 

(2.6.14) 

(2.6.15) 

We need to consider not only transformations that are symmetries ofthe 
quantum theory, but also 'broken symmetries'. There are several cases (not 
mutually exclusive). Let us define them, since there is a certain amount of 
confusion in the literature about the terminology: 

(1) Explicit breaking: The classical action has a non-invariant term. If 
ba!E=allY~+~a then the Noether currents are not conserved: 
a~'j~ =~a· An important case is where this term is small, so that it can be 
treated as a perturbation. 

(2) Anomalous breaking: Even though the classical action is invariant, the 
quantum theory is not, and there is no conserved current. The classical 
action is important for the quantum theory, since it appears in the 
functional integral defining the theory. The cause of anomalous 
breaking is generally an ultra-violet problem: a ~'j~ =I= 0 in the UV cut-off 
theory, and the non-conservation does not disappear when the cut-off is 
removed. (Cases are conformal transformations and some chiral 
theories.) 

(3) Spontaneous breaking: The action is invariant and the currents are 
conserved (in the quantum theory), but the vacuum is not invariant 
under the transformations. 

Whether or not a symmetry is broken either spontaneously or anom­
alously is a dynamical question. That is, one must solve the theory, at least 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807
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partially, to find the answer. Frequently, perturbation theory is adequate to 
do this and lowest order or next-to-lowest order calculations suffice. 
Renormalization is an integral part of treating anomalous breaking (see 
Chapter 13), while renormalization-group methods are sometimes neces­
sary in treating spontaneously broken symmetry (Coleman & Weinberg 
(1973)). 

The case of spontaneous symmetry breaking that is not visible in 
perturbation theory is often termed dynamical (Jackiw & Johnson (1973), 
Cornwall & Norton (1973), and Gross (1976)). Anomalous breaking is 
sometimes called spontaneous, but this is a bad terminology, because it 
gives two very different phenomena the same name. 

2. 7 Ward identities 

Ward identities express in terms of Green's functions the consequences of a 
symmetry (whether or not it is broken). One derivation applies the equation 
of motion (2.1.1 0) to the divergence of a Green's function of the current j~. 
There are two terms: one in which the current is differentiated, and one in 
which the 8-functions defining the time-ordered product are differentiated. 
Thus a Ward identity expresses not only conservation of its current but also 
the commutation relation (2.6.15), which is equivalent to the transfor­
mation law. The Ward identities are central to a discussion of the 
renormalization of a theory with symmetries, expecially if spontaneously 
broken. 

Our derivation of Ward identities begins by making the following change 
of variable: 

(2. 7.1) 

in the functional integral for the generating functional Z[ J]. Here baA; is, as 
before, the variation of the field A; under a symmetry transformation, and 
r(x) is a set of arbitrary complex-valued functions that vanish rapidly as 
x -+ oo . We get 

Z[J] = J[dAJ exp {iS[ A+ rbaAJ + Ji(A; + rbaA;)}. (2. 7.2) 

(Here we assumed that the measure is invariant under the change of 
variables (2.7.1).) The terms in (2.7.2) that are linear in r give 

0= J[dA]exp(is+ JJ·A){ -bS[A+rbaAJ/br(y)+iJibaA;(Y)} 

= J[dA]exp(iS+ JJ·A ){oiJj~1.a(y)+iJibaA;(y)}. (2.7.3) 

Here j~t.a is the Noether current in the classical theory. 
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The Ward identities follow by functionally differentiating with respect to 
the sources J(x). Thus one differentiation gives 

a~l' (OI Tj~(y)¢;(x)IO> =- ib(4 )(x- y)(Oib,¢;(Y)IO>. 

while a double differentiation gives 

a . 
- (OI TJ~(y)¢;(w)¢ix)IO> 
ay~' 

= - ib<4 l(w- y)(OI n,¢;(Y)¢ix)IO> 

- ib< 4 l(x- y)(OI T¢;(w)b,¢iY)!O). 

(2. 7.4) 

(2.7.5) 

Note that, just as in our derivation of the equation of motion for Green's 
functions in Section 2.5, the derivative a;ay~' is outside the time-ordering. 
The general case is: 

a N 

ayl' <OI Tj~(y) lJ ¢n; lxJIO> 

N 

=- i L b<4 l(y- x)(OI Tb,¢n/Y) fl ¢,JxJIO). (2.7.6) 
j= 1 i'f j 

Important consequences of these Ward identities are obtained by 
integrating over all y (with y0 fixed). The spatial derivatives give a surface 
term, which vanishes, so that we have, for example, 

Id 3 y a~o (OI Tj~(y)¢;(x)IO> =- ib(x0 - y 0 )(0ib,¢;(x)IO>. 

The spatial integral of/ is just the charge Q0 . The time derivative acts either 
on the charge or on the b-functions defining the time-ordering; so we find 
that 

( Ol TdQ,/dt¢;(x)!O) + ( 01 [Q,, ¢;(x)] 10 )b(x0 - y 0 ) 

=- ib(x0 - y0)(0ib,¢;(Y)IO>. (2.7.7) 

In this equation and its generalizations from (2.7.6), we may choose the 
times of the fields ¢;(x;) not to coincide with y0 . Therefore an arbitrary 
Green's function of dQ,/dt is zero, so that the operator dQ,/dt is zero. The 
remaining part of (2. 7. 7) therefore gives: 

(2.7.8) 

From (2. 7.8) and its generalizations with more fields, we find that the Q;s 
have the correct commutation relations with the elementary fields ¢;to be 
the generators of the symmetry group. 

Finally, another specialization of (2. 7.6) is to integrate it over ally~' and to 
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drop the resulting surface term. The result is that 
N 

0 = L <OI T{>~l/Jnixj) n l/Jn,(x;)IO> 
j=l iti 

N 

=o~<OITO l/Jn,(x;)IO>. 
i= 1 

21 

(2.7.9) 

All the above equations are true for the case of a completely unbroken 
symmetry. The derivation breaks down at the first step if we have 
anomalous breaking. (In Chapter 13 we will discuss the anomaly terms that 
must then be inserted in the Ward identities to make them correct.) For an 
explicitly broken symmetry, where 8·j = L\ =I= 0, we must add a term 

N 

<OI TL\~(y) n l/Jn,(x;)IO> (2.7.10) 
i= 1 

to the right-hand side of (2.7.6). 
In the case of a spontaneously broken theory the basic Ward identities 

(2.7.4)-(2.7.6) remain true- we still have an exact symmetry. But the 
integrated Ward identities (2.7.7) and (2.7.9) are no longer true. Equation 
(2.7.9) must be false if the vacuum is not invariant, and the derivation fails 
because the surface term is not zero. This is caused by the existence of zero­
mass particles. These Nambu-Goldstone bosons (Goldstone, Salam & 
Weinberg (1962)) are characteristic of theories with a spontaneously 
broken symmetry. 

2.8 Perturbation theory 

As an example, consider again f/J 4 theory, with classical Lagrangian 

.!l' = Z(8A)2/2- miA 2/2- 9sA4 /4!. (2.8.1) 

We will expand the Green's functions in powers of the renormalized 
coupling g, for small g. To expand the functional-integral formula (2.2.2) in 
powers of g, we write 

.!l' = .!l' 0 +If 1• 

where .!1'0 is the free Lagrangian: 

.!l' 0 = (8A)2 /2-m2 A 2 /2, 

and ~ is the interaction Lagrangian: 

(2.8.2) 

(2.8.3) 

.!1'1 =- gA 4 /4! + (Z -1)(8A)2/2- (mi- m2 )A 2/2- (gs- g)A 4 /4!. 
(2.8.4) 

We will expand the renormalization counterterms, Z -1, mi- m2, and 
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g8 - g,in powers of g,so that all of the terms in 2'1 have at least one power of 
g. The series expansion of the Green's functions is then obtained from (2.2.2) 
as: 

GN(xl' Xz, ... ' xN) 

.~o (i"/n!) I[dA]A(xd···A(xN{Id 4 yY1(y)J exp(iS0 [A]) 

.~o (i"/n!) I[dA][Id 4 yY1(y) J exp(iS0 [A]) 

Here 

S0 [A]= Id 4yY0 = Id 4 y(8A 2/2-m2 A2j2) 

is the free action. 

(2.8.5) 

Each ofthe terms in the series is a Green's function in the free-field theory 
(aside from a common normalization), so (2.8.5) is equivalent to the Gell­
Mann-Low (1951) formula: 

GN(xl' ... 'xN) 

_ Jo (i"/n !)(1)
1 
Id 4 yi )<OJ T¢F(x 1) ••• ¢F(xN) }J

1 
!fi(yJJO). 

- Jo (i"jn !)(}J
1 
I d 4 yi )<OJ Til)t !fi(y)JO) 

(2.8.6) 

Here ¢F is a free quantum field of mass m. It is the field generated from the 
free Lagrangian Y0 = (8¢F)2/2- m2¢~j2. Then 2-; is the quantum in­
teraction Lagrangian, Y - Y0 , which is a function of the free field ¢F· 

To compute the integrals in (2.8.5) it suffices to compute the generating 
functional of free-field Green's functions: 

(2.8.7) 

This is done by completing the square, i.e., by making the following change 
of variable: 

A(x)---> A(x) +I d4yGF(x- y)J(y). 

Here, GF(x) is the Feynman propagator satisfying 

( D + m2)GF(x) = - iJ(4 l(x), 

(2.8.8) 

(2.8.9) 
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2.8 Perturbation theory 23 

and a boundary condition that, after rotating to Euclidean space by 
x 0 = - ir, GF(x)-+ 0 as x-+ oo. Thus 

( d4 k -ik-x i 
GF(x) = J (2n)4 e k2 - m2 + ie. (2.8.10) 

The result is that 

Z0 [J] = exp { i I d4 xd 4yJ(x)GF(x- y)J(y) }­ (2.8.11) 

Green's functions of free fields are obtained by differentiating with respect 
to J; for example 

(JZZ I 
(OjTcf>(x)cf>(y)jO) = Jl(x)Jl(y) J=o 

= GF(x- y). (2.8.12) 

We can now derive the well-known Feynman rules for the interacting 
theory from (2.8.6). These can be given either in momentum or coordinate 
space. In either case the Green's function GN is written as a sum over all 
possible topologically distinct Feynman graphs. Each graph r consists of a 
number of vertices joined by lines. It has N 'external vertices', one for each 
cf>(x;), with one line attached, and some number, n, of interaction vertices. 
The interaction vertices are of several types, corresponding to the terms in 
the interaction Lagrangian (2.8.4 ). The vertex for the A 4 interaction has four 
lines attached and the vertices for the oA 2 and A 2 interactions have two 
lines attached. The value of the graph, denoted /(r), is the integral over the 
position yi of the n interaction vertices. The integrand is a product of 
factors: 

(1) GF(w- z) for each line, where wand z are the positions of the vertices at 
its end. 

(2) A combinatorial factor 1/S(r). 
(3) - igB for each A4 interaction. 
(4) - i(mi- m2) for each A 2 interaction. 
(5) - i(Z -1)o2jow~'ow~' for each (oA) 2 interaction: the derivatives with 

respect to w act on one of the propagators attached to the vertex. 

For each Feynman graph a number of equal contributions arise in 
expanding (2.8.5). If r has no symmetries and if it has no counterterm 
vertices, then this number is n !(4 W so that the explicit n! in (2.8.5) and the 4! 
in each interaction are cancelled. Graphs with symmetries have a number of 
contributions smaller by a factor of the symmetry number S(r). (For 
example, the self-energy graph Fig. 2.8.1 has S = 6.) The combinatorial 
factor is then the inverse of S(r). 
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0 
Fig. 2.8.1. A graph with symmetry fac­

torS= 6. 
Fig. 2.8.2. A graph with a vacuum 

bubble. 

The denominator of (2.8.5) is the sum of all graphs with no external lines. 
The result is to cancel all graphs in the numerator that have disconnected 
vacuum bubbles (like Fig. 2.8.2.). 

In momentum space each line is assigned a (directed) momentum k. The 
Feynman rules are: 

(1) A factor i/[(21t)4 (k2 - m2 + ie)] for a line with momentum k. 
(2) A factor (21t)4 times a momentum conservation 15-function for each 

vertex (external or interaction). 
(3) An integral over the momentum of every line. 
(4) A combinatorial factor 1/S(r). 
(5) - igs for each A4 interaction. 
(6) - i(mi- m2) for each A 2 interaction. 
(7) i(Z- 1)p2 for each (aA)2 interaction, where pis the momentum flowing 

on one of the propagators attached to the vertex. 

The perturbation series in (2.8.5) need not be convergent, but only 
asymptotic. Let GN,n be the sum up to order gn of the perturbation series for 
the Green's function GN. Then it is asymptotic to GN if for any n the error 
satisfies 

(2.8.13) 

as g-+ 0. In general, perturbation theory is asymptotic but not convergent. 
This is rigorously known (Glimm & Jaffe (1981)) for the 4J4 theory in the 
cases that the space-time dimension is d = 0, 1, 2, 3. (d = 0 is the case of the 
ordinary integral 

Jdxexp(- m2x 2 j2- gx4 /4!), 

while d = 1 is the quantum mechanics of the anharmonic oscillator.) 
Physically, the reason for non-convergence is that when g < 0 the energy is 
unbounded below and so the vacuum-state continued from g > 0 is 
unstable. (Dyson (1952) first observed this phenomenon in quantum 
electrodynamics.) 
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In later chapters we will assume (2.8.13). When we compute large­
momentum behavior, it will be important to understand the maximum 
possible validity and accuracy of the calculations if the perturbation theory 
is asymptotic but not convergent. 

2.9 Spontaneously broken symmetry 

Consider the ¢ 4 interaction. If m2 is positive and g is small, we have a theory 
of particles of mass m slightly perturbed by the interaction. This interaction 
is basically a repulsive 15-function potential, as can be seen by examining the 
Hamiltonian in the non-relativistic approximation. There is a symmetry 
¢-->- ¢. 

But if m2 is negative this interpretation is incorrect. The true situation can 
be discovered by noticing that the functional integral (in Euclidean space) is 
dominated by classical fields with the lowest Euclidean action, which is 

SEuc1[A] = Jd 4x[ -(aA) 2 /2+m 2 A 2 /2+gA 4 /4!]. (2.9.1) 

(Remember that (aA) 2 = - (aA;a-r) 2 - VA 2 is negative.) If m2 > 0, then 
the minimum action field is A = 0. But, if m2 < 0, then there are two minima; 

these are constant fields with P'(A) = 0, i.e., A =A+ = j(- 6m 2 /g) and 

A=A_ = -j(-6m2 /g). 
We choose to impose the boundary condition A(x)--> A+ as x--> oo in the 

functional integral. (The condition A--> A_ gives equivalent physics, 
because of the A --> - A symmetry of the action.) Then field configurations 
with A close to A+ will dominate. We may understand this by observing 
that field configurations with large regions where A is not close to A+ or A_ 
will give small contributions to the Euclidean functional integral (2.2.8) 
because their action SEuci is so big. Indeed, a constant field with A not equal 
to A+ or A_ has infinitely more action than one with A = A+ or A_, and its 
contribution to the integral is zero. One's first inclination then is that the 
only configurations that contribute have A--> A+ or A--> A_ as x--> oo. 
However, other configurations contribute, because there are many of 
them - one has to integrate over all possible fluctuations. However, one can 
argue- even rigorously (Glimm & Jaffe (1981)- that in general A will be 
close to A+ or to A_. A typical configuration of the classical field A(x) will 
be close to one of these values over almost all of space-time. 

Given our choice of boundary condition A -->A+, even more is true: a 
typical configuration is close to A = A+ almost everywhere, rather than to 
either A_ or A+. The reason is that if it had a large region with A(x) close to 
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+ + + + 

d>l d=l 

Fig. 2.9.1. Illustrating transitions between regions with fields close to different 
minima of the potential 

A_ (Fig. 2.9.1), then there would be a contribution to the action pro­
portional to the size of the boundary between the regions of positive A(x) 

and of negative A(x). Only if the space-time dimension is d = 1 will we have 
a finite contribution from the boundary. This special case is quantum 
mechanics of a particle in a potential with two wells. The particle can tunnel 
between the two wells. 

In the case we have discussed, of a discrete rather than of a continuous 
symmetry, the argument that A is close to A+ almost everywhere for the 
important configurations is correct in all space-time dimensions greater 
than one. The quantum field therefore has a vacuum expectation value close 

to A+: 

<Oj¢(x)j0) = JV f[dA]A(x)e-S[AJ ~A+. 

In the case of a continuous symmetry, there is a continuous series of 
minima of the potential. A field configuration can interpolate between 
different minima without going over a big hump in the potential. The only 
penalty comes from the gradient terms in the action. This suppresses 
configurations that do not stay close to one minimum, but only in more 
than two space-time dimensions. In one space-time dimension there is no 
spontaneous breaking of a continuous symmetry (Mermin & Wagner 
(1966), Hohenberg (1967), and Coleman (1973)). 

Perturbation theory can be considered as a saddle point expansion about 
the minimum of the action. We write A(x) = A'(x) + v where v =A+. Now 
we treat A'(x) as the independent variable. We have 

If= (oA')2 /2-M2 A'2 /2- gvA' 3 /3!- gA'4 j4! +C. (2.9.2) 

Here C =- m2 v2 j2- gv4 j4 !, and M 2 = gv 2/2 + m2 = -2m2 > 0. We now 
have a theory of particles of mass M with both an A' 3 and an A'4 

interaction. The symmetry is hidden; its only obvious manifestation is in 
the relation between the A' 3 coupling and the mass and A' 4 terms: 

gv = M(3g) 112 • (2.9.3) 
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We will show later that renormalization counterterms are correctly given 
by continuing in m2 from positive m2 . The vacuum expectation value of¢ 
has corrections which can be computed in perturbation theory 

<OI¢IO> = v + <OI¢'IO> 
(2.9.4) 

Exactly similar methods can be applied ifthere is a continuous symmetry. 
Then the Goldstone theorem tells us that there will be a massless scalar 
particle for each broken generator. 

2.10 Fermions 

The field theories obtained by functional integration as in Section 2.2 
are all theories of bosons. This follows from the symmetry of the Green's 
functions under exchange of fields (e.g., < 0 I T ¢(x)¢(y) I 0) = 
<OIT¢(y)¢(x)IO)). In turn, this symmetry property follows from the 
functional-integral formula (2.2.2) because the integration variables (the 
values of the classical field A(x)) commute with each other. 

To get a theory with quantized fields, it is necessary to define something 
like an integral over anticommuting variables. A rather small number of 
properties of integration are needed to derive the equations of motion for 
Green's functions. Requiring these properties determines the integration 
operation uniquely (ltzykson & Zuber (1980)). 

As an example, consider the following Lagrangian for a free Dirac field: 

ft' = lji(i~ - M)ljl. (2.10.1) 

Here ljJ is a four-dimensional column vector and lji a row vector, while 
~ = y~'o~'. The generating functional of Green's functions is written as: 

Z[rpl] = JV I[ dljldlji] exp (i I ft' +I P/1/1 +I Iii'!} (2.10.2) 

The fields and the sources 'l(x) and P/(x) take their values in the fermionic 
sector of a Grassmann algebra. In the lattice approximation the definition 
of the integration in (2.10.2) is really algebraic (Itzykson & Zuber (1980)). 
Green's functions are defined by differentiating with respect to the sources. 

One important difference between ordinary integration and Grassmann 
integration will be important in treating gauge theories. The simplest case 
of this difference is in the integral over two variables x and x of exp (ixax), 
where a is a real number. For ordinary real variables the integral is 

Idxdxeixax = 2n Idxb(xa) = 2nja. (2.10.3) 
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For Grassmann variables we get 

Jdxdxei.iax = ia. (2.10.4) 

The overall normalization is irrelevant for our applications, for it is always 
cancelled by the overall normalization factor in the functional integral. 
What matters is that the a-dependence of (2.10.4) is inverse to that in 
(2.10.3). 

2.11 Gauge theories 

A gauge symmetry is an invariance under a group G where the group 
transformation is different at each space-time point. The earliest examples 
were General Relativity (where G is GL(4), the group of linear transfor­
mations of the coordinate system), and electrodynamics (where G is the 
group of phase rotations). Yang & Mills (1954) and Shaw (1955) generalized 
the idea to a general group. Beg & Sirlin (1982) and Buras (1981) explain 
some of the uses of gauge theories as theories of physics. 

Let G be a simple group and let a matter field 1/J transform as 

1/J(x) -exp (- igro 11(x)t,.)I/J(x) = U(w(x))- 11/J(x). (2.11.1) 

The field 1/J is a column vector of components, and the hermitian matrices t,. 
form a representation of the group, with structure constants c,.py defined by 

(2.11.2) 

The matrices U(w) form a representation of the group. 
In order that the action be gauge invariant, we need a .covariant 

derivative: 

(2.11.3) 

Here we have introduced the gauge potential A~<. It is a vector under 
Lorentz transformation. As far as its gauge symmetry properties are 
concerned, it can be written as a matrix AI' or in terms of components A:: 

It transforms under the gauge group as: 

A~<(x)...,... U(w(x)- 1 [A~<(x)- ig- 1oJU(w(x)). 

To build an action, we need the field-strength tensor 

F~<• = o~<A•- o,A~< + ig[A~<,AJ, 
F:, = o~<A~- o,A:- gc,.pyA!A~, 

which transforms as F...,... u- 1FU. 

(2.11.4) 

(2.11.5) 

(2.11.6) 
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A gauge-invariant Lagrangian with spin i matter fields is 

!finv = - (F:Y /4 + lji(il/)- M)t/J 

= - tr F ~'_F~t• /2 + lji(il/) - M)t/1, 

29 

(2.11.7) 

where we assumed the conventional normalization of the ta's, viz., 
tr tip= (Jap/2. In an exactly similar way, an action can be set up using scalar 
fields. If there are matter fields in several irreducible representations a term 
for each is needed in !f. The transformation (2.11.5) ensures that the 
coupling g is the same for all matter fields if the group is non-abelian. 

The form of the infinitesimal transformations is needed: 

CJ.,t/1 = - igof·tat/J, 

CJ.,Iji = igwaljita, 

(J.,A: = o~'wa + gcafJywfl A~, 

(J.,F:. = gcafJywfl F~.. (2.11.8) 

If the group is not simple, then it is the product of several simple groups, 
e.g., SU(2)®SU(2). For each there is a gauge field and an independent 
coupling. 

2.12 Quantizing gauge theories 

A gauge theory such as the one defined by the Lagrangian (2.11.7) can be 

solved by the functional integral. Thus, as an example, we can write for the 
fermion propagator. 

(OI Tt/J(x)lji(y)IO) =A' GI I[ dA] [ dtjJdlji]tjJ(x)lji(y)exp (i I !finv) · 

(2.12.1) 

In fact, a lattice approximation to the functional integral forms the basis of 
Monte-Carlo calculations (Creutz (1983) and Creutz & Moriarty (1982)). 
The only trouble with (2.12.1) is that it is exactly zero. To see this we observe 
that, given any field configuration, we can make a gauge transformation on 
it, as in (2.11.1) and (2.11.5). The new field configuration has the same action 
as the old field. Thus the only dependence on the gauge transformation is in 
the explicit t/J(x)lji(y). Now the gauge transformation is independent at each 
space-time point. So (2.12.1) contains a factor 

(JJ.. IdU(z) )u- 1(x) ®U(y) 

= (number)(IdU(x)U(x)- 1 )(IdU(y)U(y)). (2.12.2) 
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which is zero. (Note that the propagator is a matrix in the representation 
space of the gauge group.) 

The vanishing of (2.12.1) is not a fundamental problem, for we may 
choose only to work with Green's functions of gauge-invariant operators 
(e.g., ifit/1, F:.F«1lV, the Wilson loop (Wilson (1974) and Kogut (1983))). But 
the vanishing is a disaster for formulating perturbation theory; for among 
the basic objects needed to write the Feynman rules are the propagators for 
the elementary fields. An elegant solution to this problem was given by 
Faddeev & Popov (1967). The integral over all gauge fields is written as the 
product of the integral over fields satisfying some given gauge condition 
(such as o· A«= 0) and of the integral over all gauge transformations. Any 
field configuration can be obtained by gauge transforming some con­
figuration that satisfies the gauge condition. For a gauge-invariant Green's 
function, the integral over gauge transformations amounts to an overall 
factor which cancels an inverse factor in the normalization. So the integral 
over gauge transformations can be consistently omitted. 

The new integral over fields with the gauge-fixing condition imposed also 
provides a solution to the theory. But the gauge-variant Green's functions 
like (2.12.1) no longer vanish. It is necessary, moreover, to find the correct 
measure for the integral; this was the key point of the work of Faddeev and 
Popov. 

These authors also constructed a slightly different formulation; it is this 
formulation that is most often used, and that we will review now. A detailed 
treatment and further references are to be found in ltzykson & Zuber (1980). 
Here we will merely summarize the argument and derive the Ward 
identities in the form that we will use them. 

We will consider gauge conditions of the form F~[ A, x] = f«(x). There is 
one condition <~;t each point of space-time and for each generator of the 
group. The functional F« might be o· A«, for example. The functionsf«(x) are 
any real valued functions of x. 

Faddeev and Popov write an arbitrary Green's function as 

(OI T XIO) =.AI GI J[ dA] [ dt/J] [difj]X exp (iSin.)L\[ A] fl ~(F«- f«). 
x.~ (2.12.3) 

Here Sinv is the gauge invariant action, and X is any product of fields. The 
factor L\[ A] is a Jacobian that arises in transforming variables to the set of 
fields that satisfy the gauge condition plus the set of gauge transformations. 
The key result is that L\[A] is a determinant, so that it can be written as 

L\ = J[dc~J[dc«Jexp(i2'gc). (2.12.4) 
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Here ca and ca are anticommuting scalar fields, called the Faddeev-Popov 
ghosts. The so-called gauge-compensating Lagrangian is 

(2.12.5) 

where bcFa is the infinitesimal transformation of Fa with w replaced by c. 
For the case Fa= o·Aa 

(2.12.6) 

We treat c and cas independent fields. They are not genuine physical fields, 
as they do not obey the usual spin-statistics theorem. 

A convenient form of solution to the theory is obtained by averaging over 
all fa's, with weight exp (- C 1 JJ;/2). This leaves gauge-invariant Green's 
functions unaltered, and gives the following formula: 

<Oi TXjO) = JV f[d fields]Xeis (2.12.7) 

with a different normalization. The integral is over all fields (A, 1/J, ifi, c, c). 
The action S contains three terms: 

(2.12.8) 

We have already defined the gauge-invariant Lagrangian by (2.11.7) and 
!l'8c by (2.12.5). The gauge-fixing term is 

!l' 8r = -iF; /(2~), (2.12.9) 

where ~ is an arbitrarily chosen parameter. (If desired, it may be absorbed 
into a redefinition of Fa.) 

The advantage of the form (2.12.8) is that Green's functions of the 
elementary fields are defined as in a simple non-gauge theory. For a gauge­
invariant observable X the equations (2.12.3) and (2.12.7) define the same 
objects as 

(2.12.10) 

If X is gauge variant, then all the definitions give different results, and 
(2.12. 7) depends on~- Quantities that depend on the choice of a gauge fixing 
are called gauge dependent, of course. We see that gauge in variance of the 
operators in a Green's function implies gauge independence. 

It is important to distinguish the concepts of gauge in variance and gauge 
independence. Gauge in variance is a property of a classical quantity and is 
in variance under gauge transformations. Gauge independence is a property 
of a quantum quantity when quantization is done by fixing the gauge. It is 
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independence of the method of gauge fixing. Gauge invariance implies 
gauge independence, but only if the gauge fixing is done properly. 

Gauge theories such as (2.11.7) have a dimensionless coupling if space­
time is four dimensional. General results, which we will treat in later 
chapters, imply that the theories need renormalization. However these 
same results imply that many more counterterms may be needed than are 
available by renormalizing (2.11.7). In Chapter 12 we will prove that the 
extra couplings are absent. The tools needed are the Ward identities for the 
gauge symmetry. These we will prove in the next section. It is also necessary 
to prove that the unphysical degrees of freedom represented, for example, 
by the ghost fields ca. and ca. do not enter unitarity relations. This proof also 
needs the gauge properties exhibited in the Ward identities (see Itzykson & 
Zuber (1980)). 

2.13 BRS invariance and Slavnov-Taylor identities 

After gauge fixing, the gauge invariance of a gauge theory is no longer 
manifest in the functional-integral solution. Slavnov (1972) and Taylor 
(1971) were the first to derive the generalized Ward identities that carry the 
consequences of gauge invariance. Their derivation was very much 
simplified by Becchi, Rouet & Stora (1975) through the discovery of what is 
now called the BRS symmetry of the action (2.12.8). 

BRS symmetry is in fact a supersymmetry, that is, its transformations 
involve parameters that take their values in a Grassmann algebra. Let <5.1c be 
a fermionic Grassmann variable. Then the BRS transformation of a matter 
or a gauge field is defined to be a gauge transformation with wa. = ca.b.lc. Thus 

b8 Rsi/J = - ig(ca.b.lc}ta.l/1 = igta.ca.ljJJ.Ic, 

bBits.jJ = igljJta.ca.bA, 

bsRsA: = (ollca. + gca.pycP A~)bA. (2.13.1) 

Observe that <5.1c is fermionic, so it anticommutes with fermion fields (c, c, 1/J, 
ljJ). The ghost fields transform as 

bBRS~ = -igca.pycPcY bA, 

<5BRSCa. = Fa.bA/~. (2.13.2) 

(Note that ca. and ca. are not related by hermitian conjugation, contrary to 
appearances.) Since 2;nv is invariant under gauge transformations, it is 
BRS invariant. Hence 

bBRS 5£ = bBRS( !.f gf + !.f gc) 

= - (1/~)Fa.Jcb.<Fa_( A; x) - (1g)Fa.<5.1c<5,Fa.- ca.bBRs(b,Fa.) 

= 0. (2.13.3) 
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In the second line we used 2'gc = - c,/JcF,, while to prove the last line zero 
we anticommuted /JA. and c in the first two terms of the second line. In 
addition we used the nil potence of the BRS transformation: 

( /j;;s Y (if; or I[J or A: or c,) = 0, 

(2.13.4) 

which follows from anticommutativity of the c's. 
By applying the Noether theorem we find a conserved current: 

j~RS = gi{J}'~ t,!J;c'- p~v D,.c>- (1 /()?·A, D~c" 

-ig( C~Ca)cfi Cy Cafly' (2.13.5) 

Although the BRS transformations involve Grassmann-valued para­
meters, the derivation of Ward identities given in Section 2.7 goes through 
unchanged. For our purposes, we only need the integrated Ward identity 
(2.7.9). A case of (2.7.9) applied to BRS invariance is called a Slavnov­
Taylor identity. A simple example is 

0 = b8 Rs<Oj T A~(x)cp(y)jO)jc5). 

=- <OI T(o~c, + gc,6,cb AY)cp(Y)iO> 

+ (1/()(0j T A:(x)o·AP(y)jO). (2.13.6) 

We have defined the notation /J8 Rs (quantity)/ /JA. to mean that the /JA. in the 
BRS variation is commuted or anticommuted to the right and then deleted. 

The most used cases of the Slavnov-Taylor identities are: 

0= b8 Rs<OjTXc,(x)jO)//J/. 

=- <Oi T(c58 RsX//JA.)c,jO) + (1/()<0i T X c·A"jO). (2.13.7) 

Here X is a product of fields with total ghost number zero. 
We will also need equations of motion. Let: 

82' 82' 
2'-=-- -c --- =(iJl>-MltJ; 

ojJ (N ~aa~tJ; ' 
2'o)l = I{J(- if!>- M), 

2' . = - D .F"~v- g.T.,.~t ·'· + (1/;:)a~a- A'+ gc (c~cP)c A,.. \: 'f' I ;x_lp S a./))' - )', 

2'- =-a D~c" 
COl 1J. ' 

2' <" = - 0 Ca- gc,py(o~cp)AY~. (2.13.8) 

Then each of these is zero. Furthermore, for ¢ equal to any field in the 
theory we have: 

<Oi T 2'q,(x)XjO> = i<Oi T/JX//J¢(x)j0), (2.13.9) 
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where time derivatives in !l'q, are taken outside the time-ordering (as usual -
see Section 2.5). 

2.14 Feynman rules for gauge theories 

Feynman rules are given in Fig. 2.14.1 for the Lagrangian of (2.11.7), with 
the gauge-fixing term F« = iJ· A«. Note that these agree with the figures but 
not the equations of Marciano & Pagels (1978). They are the rules for 
quantum chromodynamics (QCD), the theory of strong interactions, if the 
gauge group is SU(3). The fermions are the quarks and consist of several 
triplets of SU(3), each with its own mass term. (In the conventional 
terminology, the gauge field is called the gluon field and the gauge 
symmetry is called the color symmetry of strong interactions. Each 
irreducible representation in the quark field is called a flavor, and has a 
label: u, d, s, c, b, etc.) 

The same Lagrangian also describes quantum electrodynamics (QED) if 
we change the gauge group to U(1). In that case there is but one gauge field 
(the photon) and, since the group is abelian, the three- and four-point self-

Vi p 1/J p-M+ie 

p i~ 

A: '\./'VVV'"v Ae = -·--­
p2 +ie 

p c i~.-c ---)--- c =--
p2 +ie 

( p,.p. ) 
-g +--(!-~) 

· •• p2 + ie 

=- ig 2 [c.p,c,6,(g."g,.-g •• g,) 

+ c.,,c-6,(9.;.9••- g •• g,.) 

+ c.6,c-1.(g.;.g •• - g •• g .. )] 

c. -r-s-~-- c' = - gc.-,p·• 
p ? p' 

A~ 

Fig. 2.14.1. Feynman rules for the gauge theory defined by the Lagrangian (2.11. 7). 
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interactions of the gauge field vanish. Moreover, with the gauge fixing term 
F[ A] = o· A there is no coupling to the ghost fields, so we may drop them 
from consideration. The transformations on the matter fields are simple 
phase rotations: 1/J-+ e- iqrol/l where q is the charge of the field (negative for 

the electron field). The transformation of the gauge field is All-+ All+ ollw. 

2.15 Other symmetries of (2.11.7) 

The Lagrangian (2.11. 7) is gauge invariant. After gauge fixing we get 
(2.12.8), which is not gauge invariant, but which has BRS symmetry. The 
action (2.12.8) also is invariant under global gauge transformations -those 
with constant w- because we chose the gauge fixing not to break this 
symmetry. 

There are also what in strong interactions are called flavor symmetries. 
These are transformations that act identically on every member of an 
irreducible representation of the gauge group. In this case they give 
conservation of the number of each of the different flavors of quark. Other 
flavor symmetries include the discrete symmetries of parity and time­
reversal in variance. 

Charge-conjugation is also an in variance of(2.12.8), and its action on the 
ghost fields is rather interesting. Let us define e,. by the parity of the 
representation matrices under transposition: 

t,. = e,.tJ(~) (2.15.1) 

In this and the following equations, the symbol (~) means that the 
summation convention on repeated indices is suspended. The fermion and 
gauge fields transform as usual: 

A~-+ - A~e,.(!), 
1/1-+ Yfc(iy0 l)(!ij)T, (2.15.2) 

where Yfc is a real matrix such that 

(2.15.3) 

The ghosts transform as: 

(2.15.4) 

Consider the c"' - cfl - A~ and the A~ - A! - A~ Green's functions. They 
are invariant under global gauge transformations so only two couplings of 
the gauge indices are possible: c,.py which is antisymmetric, and a symmetric 
coupling which we can call d,.py· Charge-conjugation invariance prohibits 
the symmetric coupling. 
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2.16 Model field theories 

Although the concepts of quantum field theory are very general, we have 
reviewed them by examining mainly two specific models. The first was the 
theory of a real scalar field (2.1.1 ), mostly with the ¢ 4 interaction (2.2.1 ). The 
second was a gauge theory (2.11.7) with matter described by some Dirac 
fields. It should be clear that the general principles apply to any Lagrangian 
!£'. A field theory is specified by listing its elementary fields and giving a 
formula for !£. It is solved by a functional-integral representation of its 
Green's functions. 

The aim of physics is to describe the real world. To the extent that a field­
theoretic description is the correct one, the fundamental problem in physics 
is to find the correct field theory. In fact the Lagrangian (2.11. 7) appears to 
do this for strong and electromagnetic interactions if the gauge group and 
matter fields are correctly chosen. Weak interactions can be included by the 
Weinberg-Salam theory, and many speculations have been made about 
extensions (see the proceedings of most recent conferences on high-energy 
physics). 

Our aim in this book would be badly served by only treating real 
theories. One reason is that we wish to develop techniques and concepts 
applicable to any field theory, for example not only to the many Grand 
Unified Theories currently under discussion (see Langacker (1981) and 
Ross (1981) for reviews), but also to the theories to be invented in the future. 
As is usual in the subject, we will make use of field theories that are more 
properly called models. The ¢ 4 theory is an obvious case. Another 
important reason for using models is to be able to discuss particular aspects 
of the methods without having other complications to clutter up the 
presentation. 

Particular models will be introduced as needed. Some will recur often, 
such as the ¢ 4 theory and the simple gauge theory (2.11.7). 

Another frequently used model is the ¢ 3 interaction of a real scalar field: 

!f'=(c¢)2 /2-m 2 ¢ 2!2-g¢ 3/3!. (2.16.1) 

This is much more •mphysical than the other models. It is not even 
completely consistent. Because of the ¢ 3 interaction, the energy is not 
bounded below. This is manifest in the classical theory and true in the 
quantum theory (Baym (1960)). Hence any state must catastrophically 
decay. But the perturbation theory is well-defined, and somewhat simpler 
than for the ¢ 4 theory. So it proves very convenient to use the ¢ 3 model in 
treating the elements of the theory of renormalization within perturbation 
theory. 
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Another way of constructing models is to change the dimension, d, of 
space-time from its physical value 4. One motivation for this is that the 
renormalization problem becomes easier as d is reduced; the degree of 
divergence of a Feynman graph decreases. As we will see in Chapter 4, it is 
both useful and possible to treat d as a continuous variable, for the purpose 
of computing the values of terms in the perturbation expansion. 
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Basic examples 

In the later chapters we will develop methods to treat large-momentum 
behavior. The complete treatment becomes rather intricate at times, so this 
chapter is devoted to exposing in their simplest form the issues we will be 
discussing. We will do this by examining the self-energy graph in ¢ 3 theory. 
This will exhibit the basic phenomena which we will later be treating in 
detail. 

We will see that (in four-dimensional space-time) the graph is re­
normalized by a mass counterterm. Then the concept of 'degree of 
divergence' will be introduced by varying d, the dimensionality of space­
time. This device will enable us to see how simple power-counting methods 
determine what counterterms are needed. It will also introduce us to the 
method of dimensional regularization. 

The renormalization group will be introduced by examining the behavior 
of the graph as its external momentum, p, is made large. By exploiting the 
arbitrariness in the renormalization procedure, we can reduce the size of 
higher-order contributions when p~' is large. 

3.1 One-loop self-energy in ¢ 3 theory 

Consider the graph shown in Fig. 3.1.1 in the ¢ 3 theory of (2.16.1). We 
define its contribution to the self-energy to be i times the value of the graph 
with the external propagators removed: 

1:t(P2)=~2g2)4Jd4k[2 2 ][1 2 2 . (3.1.1) 
2( n k -m +ie (p+k) -m +ie] 

The overall factor -i is a symmetry factor. 

k 

p 

Fig. 3.1.1. One-loop self-energy graph in ¢ 3 theory. 

38 
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When all components of k11 get large, this integral diverges logarithmi­
cally. It is the simplest example of an ultra-violet divergence. As we will see, 
the divergence can be cancelled by a mass counterterm. But to explain the 
renormalization properly, we must discuss a number of other issues as well: 

(1) The fact that if lk0 l ~ lkl the divergence ask goes to infinity appears to 
be much worse. 

(2) A precise way of formulating the statement that the divergence is 
cancelled by a mass counterterm. 

(3) The arbitrariness inherent in the renormalization. 
(4) The interpretation in coordinate space. 

3.1.1 Wick rotation 

The first of these problems is handled by recalling the Wick rotation into 
Euclidean space that was used to define the functional integral. This 
rotation determined the sign of the ia in the free propagator. The Wick 
rotation involved starting with imaginary time t = - ir, then performing 
the integral, and finally analytically continuing back to real time. In 
momentum space, this forces us to work with k0 = + iw, the opposite sign 
appearing so that in the Fourier transformation eik·x is always a phase. 

In the Euclidean formulation let us perform the k0 -integral first. The pole 
structure in the k0 -plane is shown in Fig. 3.1.2, when p0 is imaginary. In this 
situation k2 and (p + k) 2 are both negative, so that the integrand is positive 
definite. Observe that the factor i coming from the Wick rotation combines 
with the overall factor of i in (3.1.1) to make :[1 real. (We have d4 k = 

idwd 3 k.) 
Now rotate p0 back to a real value. If I p0 I< m then we have the situation 

shown in Fig. 3.1.3: there is no obstruction to rotating the k0 contour to run 
along the real axis. It is only at this last step that there is a problem from the 

k_ &__ 
-Po- E•H -Po+ Ep+k 

X X 

X X 
XX 

-Ek Ek 

Fig. 3.1.2. The k0-plane when p0 is Fig. 3.1.3. The k0-plane when p0 is real, 
imaginary. but lp0 1 is less than m. 
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X X 
X 

Fig. 3.1.4. The k0 -plane when p0 is real, but jp0 j is greater than m. 

region of lk0 l ~ lkl. To avoid the problem we merely have to define the 
integral by rotating the k0 -contour to run along the imaginary axis. 

Now continue p0 to the region I p0 I > m. The case of negative p0 is 
illustrated in Fig. 3.1.4. Again we Wick-rotate to imaginary k0 , but this time 
we pick up a pole term. Now the pole term occurs only when (p0 ) 2 > m2 + 
(p + k)2 = E;+k. Thus it contributes only in a finite region of k; the UV 
divergence still comes from the integration over imaginary k0 . 

The moral of all this is that the UV divergence is essentially Euclidean, 
i.e., we may regard k0 as imaginary and k2 < 0, (p + k) 2 < 0. 

3.1.2 Lattice 

We next need to quantify the divergence. The divergence comes from the 
asymptotic large-k behavior of the integrand which is 1/(k2f. Let us add 
and subtract a term with this behavior: 

+ fd 4k 1 }· (kz - 112 + ie)z 
(3.1.2) 

The first integral is manifestly finite, for we have subtracted off the leading 
asymptotic behavior of the integrand. To avoid introducing an extra 
divergence at k2 = 0 we have subtracted 1/(k2 - 11 2 ) 2 rather than 1/(k2 ) 2 . 

Since we add this term back on, the value of 11 is irrelevant; I: 1 is unchanged. 
The second term, while divergent, is independent of p. This is the fact that 
will enable us to cancel the divergence by a counterterm. 

Of course we are manipulating divergent integrals, so that (3.1.2), as it 
stands, makes no sense. We will remedy this defect by using the fact that the 
theory is defined initially on a lattice. The propagators will then be different 
functions of momentum. However, the structure of (3.1.2) will be unchanged 
after imposing a cut-off, as we will now show. 
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To define the functional integral we not only had to Wick rotate time, but 
also had to put the theory on a space-time lattice, of spacing a. In the lattice 
theory, let the free propagator of a particle of mass M be SF(q; M, a). In the 
limit qa ~ 0, this is just ij(q2 - M 2 + ie). But it is zero if qa > 1, since high­
momentum states do not exist on the lattice. (The reason is, of course, that 
when one makes a Fourier transformation on a discrete space, one only uses 
momentum modes with wave-lengths longer than a lattice spacing.) The 
self-energy on the lattice is finite, and (3.1.2) now reads: 

ig2 {f 1: 1 (p, m; a)= 32n4 d 4 k[SF(k; m, a)SF(P + k; m, a)- SF(k; Jl, a)2 ] 

+ fd 4 kSF(k;Jl,a) 2 } 

(3.1.3) 

All the integrals are now convergent, so (3.1.3) is a correct version of (3.1.2). 
As the lattice spacing goes to zero, the first integral approaches the first 
convergent integral in (3.1.2). The second integral diverges, but is inde­
pendent of p. Thus (3.1.2) is not nonsensical, provided that the propagators 
are implicitly replaced by lattice propagators wherever necessary. 

3.1.3 Interpretation of divergence 

No matter how it is manipulated, the self-energy diverges in the continuum 
limit. The use of a lattice cut-off now enables us to quantify the divergence. 
From (3.1.3) 

2 

= ~~~ 2 ln lja +finite as a -->0. (3.1.4) 

Thus we can interpret the divergence as follows: Let 1: be (i times) the sum of 
self-energy graphs. (As usual, the self-energy graphs are graphs for the 
propagator that have the external lines amputated and that cannot be split 
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G2 = -+ • +----e--®- + ··· 

Fig. 3.1.5. Summation of self-energy graphs into propagator. 

into disconnected parts by cutting a single line.) Then the full propagator is 

G2(p2) = ij(p 2 - m2 - 1: +is). (3.1.5) 

This equation is illustrated in Fig. 3.1.5; the propagator is the sum of a 
geometric series involving the self-energy. The actual mass mph of the 
particle is determined by the pole position, p2 = m;h. Evidently m;h is not 
m2 but m2 + 1:(p2 = m;h, m2 ). In other words, the self-energy represents 
the dynamical contribution to the mass coming from the interactions. The 
divergence (3.1.4) is independent of p2 , so it is precisely a contribution to the 
mass. (We ignore higher orders for now.) 

Traditionally, one observes that it is convenient to parametrize the 
theory, not by the mass parameter m that cannot be observed directly but 
by the physical mass mph. One writes the mass term in !t' as 

- m~¢2/2 =- m;h¢2/2- Om 2 </J 2 /2. (3.1.6) 

The first term is left in the free Lagrangian, so that the free propagator is 
ij(p2 - m;h +is). But the second term - called the mass counterterm - is 
put into the interaction Lagrangian, and adjusted so that the full 
propagator has a pole at p2 = m;h. The counterterm exactly cancels the 
dynamical contribution to the particle's mass. This is the basic idea of 
renormalization. It is physically irrelevant that om2 happens to diverge. 

In perturbation theory, om2 is determined as a power series in g. To O(g2 ) 

we have, in addition to Fig. 3.1.1, the graph of Fig. 3.1.6 corresponding to 
the mass counterterm in (3.1.6). The self-energy to O(g 2 ) with the new 
parametrization is the sum of Figs. 3.1.1 and 3.1.6. We call it the 
renormalized self -energy: 

LIR = {1:1 (p2; m;h, a)+ om2} la~o 

(3.1.7) 

Fig. 3.1.6. Counterterm graph to the self-energy. 

We adjust om2 first of all to cancel the divergence in 1:1div• so that the term in 
square brackets is finite as a--+ 0. Then we adjust the finite part so that 

(3.1.8) 
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(3.1.9) 

Note that the Jl-dependence cancels. 
Equation (3.1.9) gives the value of the self-energy in the continuum theory 

correct to O(g 2 ). 

3.1.4 Computation 

One way to calculate :E 1R is to differentiate with respect to p2 • (It is of 
course a Lorentz scalar.) Integrating the result gives :E 1R; the constant of 
integration is fixed by the renormalization condition that :E 1R(m;h) is zero. 

We have: 

OLIR =L~LIR 
op2 2p2 op~' 

= - ig2 fd4k p·(p + k) . 3 1 ) 
2 2 2 2 2 ]2 ( .1. 0 32n:4p · (k -m +ie)[(p+k) -m +ie 

This is identical to what we would have obtained from the unrenormalized 
expression (3.1.1) without regard to the fact that it is divergent. We could 
have written it down directly without going through the long explanation 
that we used. But then there would have been no defense to the argument 
that we are manipulating meaningless quantities and that therefore 
quantum field theory makes no sense. 

Since (3.1.10) is finite it can be easily calculated by using a Feynman 
parameter representation and then by shifting the k-integral: 

a:EIR=~I~dxxJd4k p·(p+k) 
op2 16n:4p2 0 [m;h- p2x- 2p·kx- k2 - ie] 3 

-~II dxxJd4k p·[k + p(1- x)] 
- 16n:4p2 0 [m;h- p2x(1- x)- k2 - ie]3 

- -- dx,---=:----'--::------=-
- g2 II x(1 - x) 

-32n:2 0 [m;h-p2x(1-x)] 

g2 a {II } =--2~ dxln[m;h- p2x(1- x)] . 
32n: up 0 

(3.1.11) 
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Using the condition :E1R = 0 at p2 = m;h now gives 

g2 Il [m;h- p2x(l- x)J :E 1R =-- dxln . 
32n2 0 m;h(l - x + x2 ) 

(3.1.12) 

This integral can be worked out analytically. 

3.2 Higher order 

The graph of Fig. 3.1.1 is not the only divergent graph in the theory. In 
Chapter 5 we will discuss the general theory ofrenormalization and we will 
see how to extend the removal of divergences to all orders. In this section we 
will only consider a class of graphs which have divergences generated 
because Fig. 3.1.1 occurs as a subgraph. Examples are given in Fig. 3.2.1. 

One property should be clear. This is that the divergences come from 
subgraphs all of whose lines are part of a loop. A general way of 
characterizing these subgraphs is to define the concept of a one-particle­
irreducible graph or subgraph. A one-particle-irreducible (lPI) graph is one 
which is connected and cannot be made disconnected by cutting a single 
line. A graph which is not lPI is called one-particle-reducible (lPR). The 
graphs in Fig. 3.2.1 are all one-particle-reducible, since they all have one or 
more lines that when cut leave the graph in two disconnected pieces. The 
self-energy subgraph of Fig. 3.1.1 consisting of the two lines in the loop is 
lPI. This identical subgraph occurs several times in the graphs of Fig. 3.2.1. 

We introduced a mass counterterm into the interaction, so that the 

(a) 

(c) 
(d) 

Fig. 3.2.1. Graphs containing the one-loop self-energy as a subgraph. 
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I 
(a) ~ 

(b) 

)( )( 

(c) 

Fig. 3.2.2. Counterterm graphs to Fig. 3.2.1. 

counterterm graph Fig. 3.1.6 cancels the divergence in Fig. 3.1.1. Clearly 
the counterterm vertex can be used as an interaction anywhere in a graph. 
In fact, all graphs containing it can be found as follows: (a) take a graph with 
the loop of Fig. 3.1.1 occurring as subgraph one or more times, but with no 
mass counterterm vertices; (b) replace one (or more) of the occurrences of 
the loop by the counterterm. The terms generated from Figs. 3.2.1 (a)-(c) 
are shown in Fig. 3.2.2. 

Evidently, the sum of the original graph and its counterterm graph(s) is 
just the original graph with every occurrence of the loop replaced by its 
renormalized value - iL tR. It is sensible to keep the counterterm associated 
with the loop, thereby considering the loop plus the counterterm as a single 
entity. 

In the case of the graphs of Fig. 3.2.1 the result of this procedure is to 
make the graphs finite. The generalization to an arbitrary graph will be 
worked out in Chapter 5. 

3.3 Degree of divergence 

We saw how the Wick rotation ensured that the UV divergence of the one­
loop self-energy is a purely Euclidean problem. The divergence is from the 
region / k~'/-+ oo, without any regard to direction. Thus, simple power­

counting determined that there is a logarithmic divergence. The power­
counting involves merely counting the powers of kin the integral for large k. 
The divergence is logarithmic as the lattice spacing, a, goes to zero. 

Power-counting in this fashion works for a general graph to determine 
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what is called either the 'overall degree of divergence' or the 'superficial 

degree of divergence'. This we will discover in Chapter 5. There we will also 
see how the value of the degree of divergence determines the particular 
counterterm vertices needed for a theory. This will enable us to determine 
whether or not a theory is renormalizable by invoking arguments revolving 
around the dimension of the coupling. 

In this section we will vary the dimensionality, d, of space-time in the 
calculation of the self-energy graph, Fig. 3.1.1. We can then explore the 
relation between the degree of divergence, as determined by power­
counting, and the momentum dependence of the counterterm. 

The integral for Fig. 3.1.1 is now 

2 2 ig2 f d 1 
Ll(p ,m ,d)=2(2nl d k(k2-m2+ie)[(p+k)2-m2+iel (3.3.1) 

The space-time has one time dimension and d - 1 space dimensions. In the 
Feynman rules the factors (2n)4 get replaced by (2n)d, since they arise from 
the result 

(3.3.2) 

The number of powers of k in the integral is now d- 4; we call this the 
degree of divergence of the graph. If d is less than four, then the graph is 
convergent. But whenever d is greater than or equal to four, the graph 
diverges. Our discussion in the previous sections tells us we must try to 
renormalize it by adding a counterterm. 

Now, differentiating once with respect to p11 gives convergence if d = 4: 

aLl =- igd2 Jddk 2 2 (p + k)~~ 2 2 2' (3.3.3) 
8p11 (2n) (k -m )[(p+k) -m] 

with the degree of divergence of the integral being reduced by one to d- 5. 
If d = 5 the integral diverges logarithmically. However one might surmise 

that the divergence comes from the piece of the integrand proportional to k11 

and that symmetrizing by k---> - k would kill the divergence. This is in fact 
true, but let us be more simple-minded. 

Differentiating again with respect to p gives a result with degree of 
divergence d- 6: 

82L1 = ig2 fddk {2(p + k>u(p + k)v- guv[ (p + k)2- m2]}. 
8pll8pv (2n)d (k2-m2)[(p+k)2-m2]3 

(3.3.4) 

To recover L 1R at d = 5 we integrate twice. There are more constants of 
integration that appear as an additive contribution of the form: A + B11 p11 • 
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However, we must require Lorentz invariance of I:, so the B~' term is 
eliminated, and we are left with a mass term as the only counterterm. This is 
the first and simplest example of the use of a symmetry argument to 
determine the form that we will allow for a counterterm. 

3.3.1 ¢ 3 at d = 6 

Let us now go to d = 6. Differentiating I:1 three times gives a finite result 
with degree of divergence d- 7. Integrating to obtain I:1R gives arbitrary 
integration constants of the form A- Bp 2 , where again we have used 
Lorentz invariance. If we went to the lattice we would find divergences 
proportional to 1/a2, m2 ln(a) and p2 ln(a). The fact that these terms have 
dimension 2 corresponds to the fact that the integral for I:1 has degree of 
divergence 2. To make it finite we must not only use a mass counterterm but 
also a counterterm proportional to p2 ; the total we will call bm2 - bZp2 • 

This is generated by a counterterm 

(3.3.5) 

in the Lagrangian. 
Evidently the value of the degree of divergence is reflected as the 

maximum number of derivatives or powers of p in the counterterms. 
Equally, it is reflected in the integration constants that appear when we 
recover I: 1R from the differentiated I:1. These two phenomena happen for a 
general graph, as we will see later. The method of proof will in fact be to 
differentiate each graph enough times with respect to its external momenta 
until it is finite. 

The (t3¢)2 counterterm in (3.3.5) is of course an example of the wave­

function renormalization introduced in Section 2.3. We can interpret it 
physically by examining the propagator. The propagator for the bare field 
can be expressed in terms of the propagator of the renormalized field: 

G2 <o) = < Ol T ¢ 0 (p)¢0 (0)IO > 

= Z(OI T¢(p)¢(O)IO> 

= iZ/(p 2 - m;h- I:1(o)- bm2 + bZp2 +is) 

= iZ/(p 2 - m;h- I:IR). (3.3.6) 

Note the distinction between bare and renormalized fields. The residue of 
the particle pole in the propagator of an interacting field is in general not 
unity: 

G2(o) = iR<0/(P2 - m;h +is)+ finite, as p2 --+ m;h. (3.3.7) 

Examination of its spectral representation demonstrates that 0 ~ R(O) < 1, 
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because the field ¢ 0 has canonical equal-time commutation relations. (The 
proof is given, for example, in Section 16.4 of Bjorken & Drell (1966).) 

Now we can always change the definition of¢ = Z- 112 ¢ 0 by multiplying 
Z by a finite factor. So it is possible to adjust Z so that the renormalized 
propagator has a pole of unit residue at p2 = m;h: 

G2 = ij(p 2 - m;h + ie) +finite, as p2 --.. m;h. (3.3.8) 

In this case we identify R<0 > with Z. The renormalized self-energy satisfies 

(3.3.9) 

When integrating to obtain L 1R from the finite derivative of Lp this 
condition enables the integration constants to be determined. It is called the 
mass-shell renormalization condition. 

3.3.2 Why may Z be zero and yet contain divergences? 

As a property of the exact theory we know that 0::::;; Z < 1, if we adopt the 
renormalization condition (3.3.9); Z is definitely finite. However its 
perturbation expansion starts at 1 + g2 [ C In (a)+ finite] + ···.(Here Cis a 
constant.) This seems to be infinite as a--.. 0, rather than finite. We resolve 
the contradiction by realizing that we should not expect higher-order terms 
to be small if the one-loop correction is large. For example, we could have 
the series 

Z = [ 1- g2 [(C/D):n(a) + const.JJ' 
(3.3.10) 

where Dis a positive number. Then Z--.. 0 as a--.. 0 even through the one­
loop term goes to infinity. In any event we see that C must be positive 
(otherwise if we fix a and let g--.. 0 there is a region with Z > 1 ). 

It would appear impossible to derive a formula like (3.3.10) since it 
involves summing all orders of perturbation theory. Moreover it involves 
an analytic continuation from within its radius of convergence 
lln (a) I < D I g 2 C to lln (a) I = oo. This seems to make no sense at all since 
perturbation series are in general asymptotic series rather than convergent 
series. However, we will see in Chapter 7, on the renormalization group, 
that we can find a systematic method of calculating Z and the other 
renormalizations in the limit a --.. 0. It relies on the so-called asymptotic 
freedom of the theory. The behavior (3.3.10) will turn out to be essentially 
correct, in asymptotically free theories. 

No matter what the truth is, it should be clear that the divergences in 
perturbation theory as a--.. 0 need not be reflected as divergences in the 
exact theory, but only as singularities. 
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3.3.3 Renormalizabilit y and non-renormalizability 

Suppose we now go to adimensiond > 6. For example, let us setd = 8. Then 
the one-loop self-energy has a quartic divergence. The necessary counter­
terms contain up to four derivatives of the field: 

(3.3.11) 

The quartic term is not of the form of any term in the original Lagrangian, 
so it cannot be obtained by renormalization of the Lagrangian. When this 
situation occurs the theory is called non-renormalizable. Non­
renormalizability is a priori a good reason for dropping the theory from 
consideration. There are possible ways to avoid this, but we will leave 
discussion of this until later. 

There is a simple argument that helps in the determination of whether or 
not a theory is renormalizable. It links dimensional analysis and power 
counting. Consider a one-particle-irreducible graph r. Let its degree of 
divergence be t>(r), and let its mass dimension be d(r). Now r is the product 
of a numerical factor, a set of couplings, and an integral. As we see from 
(3.3.1) the degree of divergence is the dimension of the integral. Therefore, if 
we let .1(r) be the dimension of the couplings in r, we have 

(3.3.12) 

Now consider the counterterms to r. These form a polynomial of degree 
t5(r) in the external momenta. For each term C in the polynomial, let <5( C) be 
the number of derivatives and let d(C) be the dimension ofthecoefficient, so 
that its dimension is the same as r: 

t5(C) + .1(C) = d(r). (3.3.13) 

Now, the maximum number of derivatives in the counterterms is 

t5(r) = d(r) - d(r). 

If the couplings have negative dimension, then t5(r) can be made arbitrarily 
large by going to a graph of high enough order. In the absence of 
miraculous cancellations this tells us to expect non-renormalizability. Ifthe 
couplings have zero or positive dimension, we have a finite number of 
counterterm vertices, since - .1(r) is bounded above by zero and d(r) 
decreases as the number of external lines increases. 

If the couplings never have negative dimension, we observe that the 
coefficients of the counterterms satisfy 

.1( C) = d(r) - <5( C) 

~ d(r)- t5(r) 

= .1(r), 
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so that these coefficients also have non-negative dimension. This, in the 
simplest cases, is sufficient to ensure renormalizability. 

For example, in the if> 3 theory if> has dimension d/2 - 1. (Recall that !l' 
has the dimension of an energy-density.) Then .1(g) = 3 - d/2. So if d > 6 the 
theory is non-renormalizable, as we saw by example. If d:::;; 6, there are only 
a finite number of possible counterterms, since these are restricted to have 
coefficients of non-negative dimension. 

3.4 Renormalization group 

3.4.1 Arbitrariness in a renormalized graph 

The infinities of a renormalizable theory amount to divergent dynamical 
contributions that renormalize the parameters in the Lagrangian. 
Traditionally one thinks of renormalization as the procedure of working 
with measured quantities instead of the corresponding bare quantities. The 
most obvious case is that of the mass mph of the particle corresponding to an 
elementary field. However to take the traditional view is much too 
restrictive. 

This issue can be understood by looking at strong interactions. There we 
have a theory, QCD, in which free particles corresponding to the 
elementary fields do not appear to exist (pace LaRue, Phillips & Fairbank 
(1981)). So arises the hypothesis of quark confinement- not proved from 
QCD, so far - according to which quarks are never isolated particles. Even 
so, the theory has quark masses, which can be measured (up to considerable 
uncertainties for the light quarks). But one cannot identify these masses 
with the directly measurable masses of free quarks. One must only speak of 
mass parameters, measured, in this case, rather indirectly. 

There is no problem in taking this point of view. For example, we write 
the if> 3 Lagrangian as a basic Lagrangian plus a counterterm Lagrangian: 

!l' = oif>2/2- m2 if>2/2- gif> 3/3!- lJZoif> 2/2- lJm2 if> 2/2- lJgif> 3/3!. 
(3.4.1) 

But we avoid identifying the renormalized mass with the mass mph of a 
particle. Similarly we do not identify the renormalized coupling, g, with any 
specific measured quantity, and we do not define Z by requiring that the 
residue of the propagator's pole be unity. 

Consider the calculation of the one-loop self-energy at d = 4. We can 
choose (JZ =Of or this case; the only divergence is in bm2• The renormalized 
self-energy (3.1.7) is 
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We must choose 15m 2 to have a divergent part to cancel the divergence at 
a= 0 of L ldiv· But the finite part of 15m2 is not determined; the arbitrariness 
is the same as that of the integration constant when obtaining L 1R by 
integrating oL 1/ op~'. 

At first sight it might appear that the arbitrariness ruins the theory unless 
one pins down m to be the physical mass mph. This is in fact not so; the 
arbitrariness is more like the arbitrariness in choosing a coordinate system. 
Suppose one first computes the propagator with the mass-shell condition 
L 1R(P2 = m;h) = 0. Then 

G2 = i/[P2 - m;h- Llfin(P2) + Llfin(P2 = m;h) + O(g4 )], (3.4.2a) 

m~ = m;h- Lldiv- Llfin(m;h) + O(g4 ). (3.4.2b) 

One could also compute with a different finite part to 15m2 , with a result 

G2 = ij[p2 - m2 - Llfin(p2, m2 ) + g2 C + O(g4 )], (3.4.3a) 

m~ = m2 - L 1div- g2 C + O(g4 ), (3.4.3b) 

where C is any chosen number. The self-energy is now 

L\cJ(p2 , m2 ) = Llfin + g2 C. 

Evidently the two ways ofrenormalizing the theory give the same results if 
we require that the bare mass m~ is the same in both of (3.4.2) and (3.4.3). In 
the complete solution of the theory, say by the functional integral, it is only 
m~ that matters, not the partition into a renormalized mass squared m2 and 
a counterterm - L 1div- g2 C. Clearly we have 

m2 = m;h + g2 C- L 1rin(m;h) + O(g4 ), (3.4.4) 

with the O(g4 ) terms depending on the renormalization of higher-order self­
energy graphs. 

We come then to the central idea of the renormalization group. The 
arbitrariness in the definition ofLlR is physically irrelevant, for a change in 
the arbitrary constant C can be exactly compensated by a change in m2. A 
change in C merely gives a different parametrization of the set of theories 
that can be obtained by varying the mass parameter m. The renormali­
zation group is the set of transformations on the parametrizations of the 
theory. The transformations are accomplished by moving parts of the terms 
in 2 from the basic Lagrangian to the counterterm Lagrangian. In the case 
of m it is a move from the free Lagrangian to the interaction Lagrangian. 
This of course gives a rearrangement ofthe perturbation series, which is the 
key to the many practical applications of the renormalization group. 

It might be objected that 

P2- m2- Llfin(P2,m2) + g2C 
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is not equal to 

P2 - m;h- Llfin(P2,m;h) + Llfin(m;h,m;h), 

since the mass parameters in Llfin(p2 ) are different, whereas the theory 
parametrized in either way is the same. But since m;h- m2 is O(g2 ) the 
difference in the two expressions is in fact O(g4 ). Thus the rearrangement of 
the perturbation series does not leave the p2-dependence of the coefficients 
invariant. The O(g4 ) terms will cancel the difference (up to even higher­
order terms), etc. 

The utility of the renormalization group is precisely in its ability to 
reorganize the perturbation series. Since one effect of the interaction is to 
induce dynamical contributions to the mass and couplings, it is evidently a 
good idea to arrange that these contributions are small. The result is to 
reduce the values of higher-order corrections and thus improve the 
reliability of a perturbative calculation. 

Now the effective size of the dynamical mass or coupling must be treated 
as dependent on the situation under consideration. This can be seen by 
examining L 1R given in (3.1.12) at large p2 : 

L lR "'(g2 j32n2 ) [In (- p2 /m;h) +constant + · · ·]. (3.4.5) 

lflp2 l is large enough this can be large. Since the graph occurs as a subgraph 
of higher-order graphs, it is likely (and often is true) that higher-order 
graphs are as important as low-order graphs at large enough p 2 • This 
situation is undesirable and can be remedied by a renormalization-group 
transformation. 

We absorb the large part of L 1R into a redefinition of the renormalized 
mass m2 • We must examine higher-order graphs at large p 2 to demonstrate 
that there are no further sources of large coefficients. We will do this 
systematically in Chapter 7. 

3.4.2 Renormalization prescriptions 

There are infinitely many ways of resolving the ambiguity in constructing 
the counterterms for a given theory, each of these ways corresponding to a 
particular parametrization. It is essential that, whenever a particular 
divergent graph occurs as a subgraph of a bigger graph, the ambiguity is 

resolved in the same way at each occurrence, since the corresponding 
counterterm vertex is generated by a single term in the Lagrangian. So to 
perform concrete calculations one adopts some rule to resolve the 
ambiguity. Such a rule is called a renormalization prescription or 
renormalization scheme. 
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Of the infinitely many possible renormalization prescriptions, a few have 
become standard, because they are especially convenient either for practical 
use or for theoretical considerations. In this section we will explain two of 
the standard ones with the aid of the example of the one-loop graph 
Fig. 3.1.1. 

We have already encountered the mass-shell, or physical, scheme. The 
renormalized mass is defined to be the physical mass, i.e., the position of the 
propagator pole. Wave-function renormalization is fixed by requiring the 
residue of the pole to be unity (see (3.3.9)). Couplings can be defined by 
specifying the value of a suitable S-matrix element. 

A possibility that is much used in discussions of renormalization theory is 
the BPH or BPHZ scheme (Bogoliubov-Parasiuk-Hepp-Zimmermann), 
otherwise known as zero-momentum subtraction. Let r be a one-particle­
irreducible (lPI) graph that is divergent, i.e., it has b(r) ~0. The pre­
scription is that at zero external momentum its renormalized value R(r) 
and its first b(r) derivatives with respect to external momentum are zero. 
The BPHZ scheme is to implement this by subtracting off the first (J(r) 
terms in the Taylor expansion of the integrand (Zimmermann (1970)), that 
is, the renormalization is performed before the integration over loop 
momenta. No explicit UV cut-off is needed. In this scheme the self-energy 
already discussed is, at d = 4, 

(3.4.6) 

3.5 Dimensional regularization 

In our initial treatment of UV divergences we used the lattice as a cut-off, or 
regulator. However, what we are really interested in is the renormalized 
theory with no cut-off. We could equally well use some other kind of 
regulator. For example, a Pauli-Villars type of cut-off is achieved by a 
higher derivative term in the Lagrangian. For example, from 

:t' = i.JA 2 j2- m 2 A 2/2- [(D + m2 )A] 2/2(M2 - m2 ) 

- gA 3/3! + counterterms (3.5.1) 
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we obtain the free propagator (2.4.1). When the cut-off M goes to infinity, 
the propagator is the ordinary one, but when p 2 is much bigger than M 2 , it 
is smaller by a factor p2 I M 2 • Thus UV divergences are cut-offfor the theory 
in six or fewer space-time dimensions; the divergences reappear when we 
take the limit M _.. oo. 

If we defined the theory by a functional integral the lattice would appear 
as an intermediate step, but the a_.. 0 limit would give no divergences, if M is 
finite. Although the Euclidean Green's functions for the cut-off theory 
(3.5.1) exist, the Minkowski space field theory is not physical. A symptom of 
this is that the pole of the free propagator at p2 = M 2 has the wrong sign of 
residue; it implies a particle with negative metric. 

A theory with no cut-off can be obtained by adding counterterms with 
appropriate M-dependences to cancel the divergences and then taking the 
M _.. oo limit. As an example we showed that counterterms cancelled the 
divergences of the one-loop self-energy graph. Although we assumed a 
lattice regulator, we used no properties of the lattice propagator that are 
not true for the Pauli-Villars case. We assumed only that: 

(1) If the cut-offis taken away (i.e., M _.. oo or a _..Q) with p and mfixed, then 
the propagator goes to ij(p 2 - m2 ). 

(2) If p2 _.. oo with fixed cut-off, then the propagator is sufficiently much 
smaller than 1/p2 that the graph is not UV divergent. 

(3) In the Euclidean region there are no propagator poles. 

In principle, any method of imposing a UV cut-off is good enough, but in 
practice some methods are more convenient than others. For most 
purposes dimensional regularization is the most convenient. The method 
starts from the observation that UV divergences are eliminated by going to 
a small enough space-time dimension d. We can use the space-time 
dimension as a regulator provided we treat d as a continuous variable (so 
that the cut-off can be removed by taking the limit d _.. 4). This idea has a 
long history, but its popularity roughly started after the papers by Wilson 
(1973) in statistical mechanics and by 't Hooft & Veltman (1972a), Bollini & 
Giambiagi (1972), Ashmore (1972), and Cicuta & Montaldi (1972) in field 
theory (especially non-abelian gauge theories). 

Since vector spaces of non-integer dimension do not exist as such, it is not 
obvious that the concept has any consistency, let alone validity, even in a 
purely formal sense. This we will remedy in the next chapter. For the present 
we will assume uniqueness and existence, and apply standard manipu­
lations to the integral 

2 2 ig2 I d 1 
L1 (p 'm ,d)= 2(2n)d d k(k 2 - m2 + ia)[(p + k)2 - m2 + ie] 

(3.5.2) 
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until it is of a form where we can sensibly assign a value. We will (following 
Wilson (1973)) express (3.5.2) in terms of a standard Gaussian integral: 

I ddkexp (k 2) = i I dw I dd-t kexp(- w2 - k2). (3.5.3) 

It is sensible to give this the value ind/2 , which is correct if dis an integer. In 
the following calculation of the value of (3.5.2) with non-integer d, the 
assumed properties of the integration are italicized. All the manipulations 
are valid for any integer value of d for which the integral converges. 

We use the Schwinger representation for each propagator: 

1/(m2 - k2 - ie) =I~ daexp[- a(m2 - k2 - ie)]. (3.5.4) 

Observe that because of the Wick rotation we treat k2 as negative. Then we 
exchange the order of integration to obtain 

L 1 = ig 2 dioo daioo dbfddkexp [-(a+ b)m2 + bp2 + 2bp·k +(a+ b)k2]. 
2(2n) 0 0 

(3.5.5) 

We shift kll by an amount pllbj(a +b) and change variables to z =a+ b, 
x = ajz to get: 

ig2 Il Ioo f L1= 2(2n)d 
0
dx 

0 
dzz ddkexp{-z[m 2-p2x(l-x)]+zk2}. 

After scaling k by a factor z 112 we find that 

It is this stage which brings in the dimensionality d. We have now reduced 
the d-dimensional integral to the form (3.5.3), which we defined to be ind12 . 
The z-integral in (3.5.6) gives a r -function, so we finally obtain: 

2 Jl Lt = 2(~~d/2 r(2- d/2) o dx[ m2- p2 x(l - x)]d!2- 2_ (3.5. 7) 

This result is unique (except possibly for an overall normalization, which is 
universal- the same for every d-dimensional integral). The divergences 
now reside in the r -function which has simple poles at d = 4, 6, 8, .... The 
residue of each pole is a polynomial in p of degree equal to the degree of 
divergence. 

One of the main advantages of dimensional regularization is immediately 
apparent. Not only was the integral unchanged from its form in a theory in 
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integer dimensional space-time with no cut-off, but the method of 

calculation was unchanged. Use of the representation (3.5.4) is an efficient 
way of obtaining a parametric representation like (3.5.7) for a Feynman 
graph. 

A second advantage that we will see later is that it preserves not only 
Poincare invariance in the regulated theory, but also gauge symmetries. 
This was a main motivation for its use by 't Hooft & Veltman (1972a) and 
many others. Most methods of introducing a cut -off fail in this respect. (For 
example, gauge invariance is preserved on the lattice but full Poincare 

invariance is lost.) 
A third advantage- also of great importance in practice- is that a 

continuous space-time dimension is also a gauge-invariant cut-offfor infra­
red divergences in theories with massless fields (Gastmans & Meuldermans 

(1973), Gastmans, Verwaest & Meuldermans (1976), and Marciano & 
Sirlin (1975)). A trivial example, but without any gauge invariance, is given 
by the ¢ 3 self-energy with m = 0 at d = 2. It is 

ig2 fd2k 1 
8n2 (k2 + ia) [(p + kf + ia]' 

which is divergent at k = 0 and at p = - k. The divergence is regulated by 
increasing d. Care is required in using this method if UV divergences are 
present in the same graph, for they are regulated by reducing d. 

3.6 Minimal subtraction 

3.6.1 Definition 

From the unrenormalized self-energy (3.5. 7) we compute the renormalized 
self-energy I: 1R at d = 4 by adding a mass counterterm c5m 2(g,m2,d) and 
then letting d ..... 4. Suppose we choose m to be the physical mass. Then 

I:\P:J = I: 1(p 2,m;h,g,d)- l:1(m;h,m;h,g,d) 

= l(:~: 2 r(2 - d/2) f ~ dx { [ m;h - p2 x(l - x) ]d12 - 2 

-[m;h(l-x+x2)]d!2-2}. (3.6.1) 

Now r(z) has a pole at z = 0: 

r(z) = 1/z- }'E + O(z), 

where YE = 0.5772 ... is Euler's constant. So at d = 4 

I;(phJ __ g2 Jidxln{m;h-p2x(1-x)} 
IR - 321? 0 m;h(l -X+ X2) 

in agreement with our earlier calculation. 

(3.6.2) 

(3.6.3) 
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Since the divergence in L 1 amounts to a simple pole at d = 4, a rather 
obvious way of renormalizing it is to define bm2 to cancel just the 
singularity, i.e., the pole ('t Hooft (1973)). This, of course, means that we are 
changing our renormalization prescription. By referring back to (3.5. 7), we 
see that bm2 in this scheme is: 

(3.6.4) 

from which we get L 1R by expanding L 1 in a power series in d- 4. We find 

g2 fl { [m2-p2x(1-x)J } 
LJR = 32n2 o dx In 4n + YE . (3.6.5) 

Unfortunately this contains the logarithm of a dimensional quantity. The 
reason is that in the expansion in powers of d - 4 we did not allow for the 
fact that g has a dimension dependent on d. Therefore we implicitly 
introduced a mass scale. 

To make this scale explicit, we rewrite the coupling 

(3.6.6) 

where we have introduced a parameter J.1 with the dimensions of mass, 
called the unit of mass ('t Hooft (1973)). The redefined coupling g now has 
fixed dimension equal to 1, and the renormalized self-energy becomes 

L~~l = 3;:2 f~ dx{ In[ m
2

- ~::~1 - x) J + YE}. 
We derived this by observing that 

J.12 -d/2 = e<2 -d/2)lnl' 

= 1 + (2- d/2)lnJ.1 +-!(2- d/2) 2 ln 2J.1 + · · ·. 

(3.6.7) 

This renormalization prescription, where counterterms are pure poles at 
the physical value of d, is called minimal subtraction (MS). 

The unit of mass J.1 is entirely arbitrary. Thus the self-energy (3.6. 7) now 
depends on three parameters instead of two. However a change of J.1 

amounts to a change of renormalization prescription, so the change can be 
compensated, in this case, by a change in m. In effect minimal subtraction is 
a one-parameter family of renormalization prescriptions. 

3.6.2 d = 6 

We can also apply minimal subtraction to the six-dimensional theory. 
There we define 

bm2 = poles at d = 6, } 
bz =poles at d = 6, 

()g = J.1. 3 -di2 (poles at d = 6). 

(3.6.8) 
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Note that the renormalized coupling is now dimensionless. Since 

r(z- 1) = - 1/z + YE- 1 + O(z) 

as z __. 0, we find that 

g2 { 'L\~s) = 1;8n3 (m2- pj6)(yE -1) 

and 
2 2 

2 g m 4 om = 64n3 d- 6 + O(g ), 

g2 1 
oZ = 6 X 64n 3 d- 6 + O(g4

). 

(3.6.9) 

(3.6.10) 

(3.6.11) 

(3.6.12) 

The counterterm og for the coupling can also be calculated. From the graph 
of Fig. 3.6.1, we find (Macfarlane & Woo (1974)) 

3 
X _ 3-dj2 g Q( 5) 
ug - J.1 64n 3(d - 6) + g · 

y 
Fig. 3.6.1. One-loop vertex graph in ¢ 3 theory. 

3.6.3 Renormalization group and minimal subtraction 

(3.6.13) 

When we discuss the renormalization group in Chapter 7, we will focus on 
one particular subgroup. The transformations in this subgroup consist of 
multiplying J.1 by a factor and making compensating changes in the 
renmmalized coupling and mass. As a group it is trivial - being a 
representation of the group of positive real numbers under multiplication. 
What is non-trivial is the way in which it is represented in relation to the 
parametrization of the theory by a renormalized coupling and mass. 

The renormalization group can be exploited in calculating high-energy 
behavior. While a full treatment will be made in Chapter 7, the basic idea 
can be seen by examining the one-loop self-energy. Let p2 get large (with m 

and J.1 fixed), and consider the propagator defined using minimal sub­
traction at d = 6: 

G2 ""'i I ( p2 { 1 - 7: 8
2
n3 [In ( -}

2
) + const. J + O(g4)}). (3.6.14) 
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To be able to make use of a perturbation expansion we must keep higher­
order corrections small. But this is not so in (3.6.14) if p2 is too large. The 
large correction can be a voided by setting J.12 to be of order I p2 1. The theory 
is unchanged if we make suitable changes in g, in m, and in the scale of the 
field. We will learn how to do this in Chapter 7, with the result that the large 
corrections are effectively moved from higher-order terms in the per­
turbation series to the lowest-order graphs. 

3.6.4 Mass less theories 

Let us return (for simplicity) to the self-energy of the four-dimensional 
theory. Consider the limit m--> 0. If we use mass-shell subtraction, we have 

(3.6.3), which diverges as m;h--+ 0. 
The divergence is an artifact of the mass-shell scheme, for which 

bm 2 = g r(2-dj2)md- 4 dx(1-x+x2 )df2 - 2 2 I! 
ph 2(4n)df2 ph o 

g2 [ 1 
= 32n2 2 -d/2 

In addition to the pole needed to cancel the UV divergence, there is a 
In (m;h) term. 

Physically what happens is that in a massless theory there are long-range 
forces. These mean that separated particles are never completely free of 
each others' influence. Thus, for example, the singularity in the propagator 
is not a simple pole, for the self-energy (with MS subtraction) is, from (3.6.5), 

g2 [ (- p2) J 
32n2 In 4nJ.12 + YE - 2 . (3.6.16) 

The mass-shell renormalization prescription relies on the assumption of a 
simple propagator pole to generate counterterms, so it must fail. However, 
the nature of the propagator's singularity is an infra-red problem, so it is 
irrelevant to the question of whether an ultra-violet divergence can be 
renormalized. Some other renormalization scheme, like minimal sub­
traction, must be used in the massless theory. 

3. 7 Coordinate space 

A good way to understand the infinite renormalizations is to work in 
coordinate space, as was emphasized by Bogoliubov & Shirkov (1980). This 
point of view is especially useful in treating field theories at finite 
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temperature or on a curved space-time background, as we will see in 
Chapter 11. There we will see why the counterterms are the same as at zero 
temperature in flat space-time. 

For most ordinary calculations, it is cumbersome to work in coordinate 
space, because the propagator SF(x) for a free massive field is a Bessel 
function. In momentum space the propagator is simple: i/(p2 - m2 + ie). 
However the asymptotic behavior of SF(x) as x--> 0 is simple. 

We have 

r(d/2 -1) . 
SF = d/ 2 2 d/ 2 _ 1 + less smgular as x--> 0. 

4n (- x ) 
(3.7.1) 

The one-loop correction to the propagator G2(x,y) is 

G2 , 2 = - (g 2 /2) f ddz f ddwSF(x- z)SF(z- w)2 SF(w- y) 

= fddz JddwSF(x-z)f 1 (z-w)SF(w- y), (3.7.2) 

where f 1 (z - w) is the self-energy in coordinate space: 

f 1 (z- w) = - (g 2 /2)SF(z- w)2 . (3. 7.3) 

This is singular at z = w, and causes a logarithmic divergence in (3.7.2), 
where we integrate over all z and w. The fact that the divergence is from the 
region z ~ w means that it is in fact a <>-function: 

G2 ,2 = fddzSF(x- z)SF(z- y) 

·{f ddw(-g:)[ r(d/2 -;j:_ 2 }+finite. 
w- o 32n - (w- z) 

(3. 7.4) 

By Wick rotating the w0 -integral and using the following result (next 
chapter) for the d-dimensional integral of a Lorentz-invariant function 

fddwf(w 2 ) = - i[2nd12 jr(dj2)] J: dwwd- 1f(w 2 ), (3.7.5) 

we find 

(3.7.6) 

as d-->4. 

Evidently, the divergence is cancelled by adding a <>-function to f 1 : 

. 2 
~ - tg (d) (3 ) L 1R-1:1 - 2 c5 (w-z), .7.7 

16n (4- d) 
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which is exactly the mass counterterm computed earlier by momentum­
space methods. 

The important point, which is in fact true for an arbitrary graph, is that 
any UV divergence comes from a region in coordinate space where several 
interactions occur very close to each other. The divergence can then be 
cancelled by a counterterm which is a b-function in the positions of these 
interactions. If the divergence is worse than logarithmic, then the counter­
term will include derivatives of the b-function. In any event the fact that it is 
a b-function means that the counterterm can be included as a local 
interaction in the action. The locality means that it is a product of fields at 
the same point. 

Since the singularity at x = 0 of the free propagator SF(x) is independent 
of the boundary conditions used to define it, we should expect, for example, 
that the counterterms used in thermal field theory are the same as at zero 
temperature. At non-zero temperature, the vacuum is replaced by a mixed 
state, and the boundary conditions for SF(x) change. The momentum-space 
proof that the counterterms are temperature-independent is therefore made 
difficult, but the coordinate-space proof is unchanged. 
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Dimensional regularization 

We have seen how convenient it is to regulate the UV divergences of 
perturbation theory by continuation in the dimension of space-time. To 
date, no-one has shown how to use the method in the complete theory. But 
in perturbation theory, as we will now demonstrate, it is consistent and 
well-defined. Now all results obtained by this method can be obtained by 
other, more physical methods (say, a lattice regulator). But frequently much 
more labor is involved. This is not a triviality, for in complicated situations, 
especially in gauge theories, it enables us to handle the technicalities of 
renormalization in a simple way. 

The idea of dimensional continuation has been used for a long time in 
statistical mechanics (see, for example, Fisher & Gaunt (1964)). It became 
very prominent when Wilson & Fisher (1972) discovered the 6-expansion 
and applied it to field-theoretic methods in statistical mechanics (Wilson 
(1973), Mack (1972), and Wilson & Kogut (1974)). In the 6-expansion one 
works in 4 - 6 spatial dimensions, and expands in powers of 6. At the same 
time, in a purely field-theoretic context, a need arose to find a way of 
regulating non-abelian gauge theories that preserved gauge in variance and 
Poincare invariance. This led to dimensional regularization ('t Hooft & 
Veltman (1972a), Bollini & Giambiagi (1972), Cicuta & Montaldi (1972), 
and Ashmore (1972)). Speer & Westwater (1971) had actually discovered 
the method earlier, but their paper is considerably more abstract, and had 
not attracted much attention. 

Now vector spaces either have infinite dimension or a finite integer 
dimension. So the concept of integration on a space of finite non-integer 
dimension, d, cannot be taken completely literally. Either it is a set of purely 
formal rules for obtaining answers or it is an operation that is not literally 
integration in d dimensions, but only behaves in many respects as if it were 
integration in d dimensions. It is not sufficient to treat it only as a set of 
formal rules (even though that is what it becomes in practice), because one 
must know that the rules are consistent with one another and with the 
algebraic manipulations one carries out on integrals. To show that no 
inconsistencies can arise, we must construct an explicit definition. 

62 
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There are three issues to address: (1) uniqueness, (2) existence, and (3) 
properties. Uniqueness is necessary, to avoid the possibility of constructing 
two definitions, each definition being self-consistent but giving different 
results from the other definition. Existence, shown by construction of an 
explicit definition, is necessary to prove that no inconsistencies arise. Once 
having seen that integration in non-integer dimension can be defined, we 
cannot just assume that all properties associated with ordinary integration 
are true; indeed they need not be. 

So we also have to prove those properties which we need and which are 
true. We also must prove that the results agree with ordinary integration if d 
is an integer. 

These considerations are quite non-trivial, as can be seen by considering, 
for example, the anomaly in the Ward identity for the axial current 
ji5> = !iJy~'y 5 1jJ in the gauge model (2.11.7). If the fermion masses are zero, 
then a naive application of the fermion equations of motion shows that the 
current is conserved: o~'ji5 > = 0. In fact, the current is not conserved, as 
shown by Adler (1969, 1970) and Bell & Jackiw (1969). A counterterm can 
be added to ji5 > to make it conserved, but only at the expense of removing its 
gauge invariance. 

Among the objects to be extended to d dimensions are the Dirac matrices 
(y~' and y5 ). If we assumed the obvious generalization of their anticom­
mutation relations, then for all values of d we would have 

(4.0.1) 

But then we would be able to derive the false result that the anomaly for the 
gauge-invariant axial current is zero. So there has to be an inconsistency 
('t Hooft & Veltman (1972a)). More complicated problems in a similar vein 
arise when treating supersymmetric theories (Jones & LeVeille (1982)). 

In this chapter we will start by stating the axioms for d-dimensional 
integration given by Wilson (1973). These are sufficient to prove unique­
ness. Our calculation of a one-loop graph in Section 3.5 was in fact a 
realization of the uniqueness proof for one particular integral. Then we will 
construct an explicit definition of d-dimensional integration. The vector 
space on which we work is in fact infinite dimensional. 

Unfortunately, the definition gives a divergent result in most cases, so we 
will next have to find a powerful enough extension (Section 4.2). We then 
prove some standard properties (Section 4.3). One particular result in­
volves finding a definition of the metric tensor on an infinite-dimensional 
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space such that its trace is d rather than infinity. 
Then we will be in a position to derive some useful formulae (Sections 4.4 

and 4.5) for use in Feynman graph calculations. Finally we will show how to 
define Dirac matrices; this is obviously important if we are to be able to 
calculate consistently graphs containin,g the Adler-Beli-Jackiw anomaly. 

The utility of a precise definition such as we give is that if inconsistencies 
arise at some stage, then one can always go back to first principles to 
discover the error. 

4.1 Definition and axioms 

Let d be a complex number. We wish to define an operation that we may 
regard as integration over a d-dimensional space: 

Jddpf(p). (4.1.1) 

Here f(p) is any given function of a vector p, which is in the d-dimensional 
space. We will suppose that the space is Euclidean. (Minkowski space is 
regarded as a one-dimensional time together with a (d- i)-dimensional 
Euclidean space.) Following Wilson (1973) we will give an explicit 
definition in which the space is actually infinite dimensional; it is the 
integration operation that gives the dimensionality. Making d a positive 
integer n will effectively insert a £5-function in the integration that will force 
all vectors involved in defining the function f(p) to lie in some n­

dimensional subspace. 
What properties must we impose on a functional off in order to regard it 

as d-dimensional integration? The following properties or axioms (due to 
Wilson (1973)) are natural and are necessary in applications to Feynman 
graphs: 

(1) Linearity: For any complex numbers a and b 

Jddp[af(p) + bg(p)] =a Jddpf(p) + b Jddpg(p). 

(2) Scaling: For any numbers 

Jddpf(sp) = s-d fddpf(p). 

(3) Translation invariance: For any vector q 

fddpf(p + q) = Jddpf(p). 

We will also require rotational covariance of our results. 

(4.1.2) 

(4.1.3) 

(4.1.4) 
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Linearity is true of any integration, while translation and rotation 
invariance are basic properties of a Euclidean space, and the scaling 
property embodies the d-dimensionality. 

Not only are the above three axioms necessary, but they also ensure that 
integration is unique, aside from an overall normalization (Wilson (1973)). 
In fact, they determine the usual integration measure in an integer­
dimensional space (again up to normalization). The proof is simple: 

Use linearity to expandf(p) in terms of a set of basis functions. Choose a 
basis such as the functions 

(4.1.5) 

Then the integral of a basis function can be written in terms of the integral of 
one single function : 

Iddpfs.q (p)=s-dfddpexp(-p2). (4.1.6) 

The integral of this one function sets the normalization. It is natural to 
require that the value be the usual one in integer dimensions and that we 
can write 

Jdd'pddzqexp( -p2 -q2)= Idd,+dzkexp( -k2). (4.1.7) 

Thus the normalization is given by 

Jddpexp( -p2)=ndi2. (4.1.8) 

An abstract uniqueness theorem is not sufficient for us. We also need an 
explicit formula so that a d-dimensional integral can be written as a 
sequence of ordinary integrals. This will be important in allowing us to 
prove standard properties of the integration. In addition it ensures that 
there exists a self-consistent definition. It is a priori possible that no 
consistent definition exists; the uniqueness theorem only applies if the 
integration operation exists. 

A function f(p) that we integrate could in principle be any function oft he 
components of its vector argument. However, we do not, a priori, know the 
meaning of the components of, say, a vector in 3.99 dimensions. We will 
soon see that there are in fact infinitely many components. In practice, we 
will work with rotationally covariant functions. So we will assume that f is 
a tensor function of a finite set of vectors: p, q1 , ... , qN say. For example, a 
scalar function is a function only of scalar products 

(4.1.9) 
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Thus f is in fact an ordinary function of scalar numbers, rather than some 
more complicated kind of function. Of course the values of the scalar 
products lie in restricted ranges. Thus: 

q;; ~0, 
I q, · qb I :-;;; q;; q;. ( 4.1.1 0) 

A tensor function is obtained by writing explicit tensors in terms of the 
vectors p, q1 , ... , qN and ofthe metric tensor Jii, with scalar coefficients. For 
example, we might have 

(4.1.11) 

Such functions are the most general that we need to consider. (We will see 
later how to handle the antisymmetric tensor £";.1,. and the Dirac y­
matrices.) 

To give a realization of the objects p, q 1 , ••• , we assume that they are 
vectors in an ordinary vector space. The space must be infinite dimensional, 
as we will show in a moment. So we define the vectors each to be an infinite 
sequence of components, p = (p 1, p2, •.. ), just as we can define a three­
dimensional vector Vas a sequence of three components (V 1, V 2 , V3 ). The 
metric is given by: 

p·q = plq! + p2q2 + .... 

The reason for the infinite dimensionality is that an integral with, say, 
d = 3.99 can be used not only as a regulator for a physical theory in a space­

time of dimension d0 = 4, but also as a regulator for a model theory in any 
higher dimension, e.g., d0 = 5 or 6 or .... The vectors q1 , q2 , ••. in (4.1.9) can 
be thought of as momenta of external particles, and our vector space must 
be large enough to accommodate d0 linearly independent momenta. Since 
d0 is arbitrary, we are forced to infinite dimension. 

To define the d-dimensional integral of a scalar function, we find a finite­
dimensional subspace containing all the q/s. Then we write p as a 
component p 11 in this space and an orthogonal component P1: 

p = Pil + PT 
J 

=I piei+PT· (4.1.12) 
j= 1 

The 'parallel space', in which lie the q/s, is spanned by an orthonormal basis 
ei (withj= l, ... ,J). We define the integral over p to be the ordinary]­
dimensional integral over p 11 performed after integration in d- J dimen-
sions over P1 : 

(4.1.13) 
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Since f(p) does not depend on the direction of PT we now can define 

fdd-JPT f(p) = Kd-J I: dpTp~-J - 1 f(p). (4.1.14) 

Here K. (with v = d- J) is effectively the area of the surface of a 
hypersphere in v dimensions. The value of K. is obtained by considering the 
special case where f is chosen to be a Gaussian - see (4.1.8) - with the result 

2n•12 
K. = r(v/2)" (4.1.15) 

Hence we have a definition of d-dimensional integration in terms of 
ordinary integration: 

Jddpf(p) = r~(~(~~;;2)Jd 1p 11 J: diJrP~-~- 1/(p). (4.1.16) 

We must check that the result is independent of the choice of the subspace of 
the p 11 • We must extend the definition to handle the divergences at PT= 0 
when dis small, which we will do in Section 4.2. Then in Section 4.3 we will 
prove important properties of our definition. But first there are a couple of 
details to clear up. 

The J-dimensional subspace of p 11 's is chosen subject only to the 
requirement that it include all q/s. So it is possible to extend the space to 
include extra dimensions. To show this has no effect on the value of the 
integral we must prove 

K.foo dpp•-1g(p2) = foo dkKv-1 foo dPrp;-2g(p~ + k2) (4.1.17) 
0 -oo 0 

for any function, g, which depends on a scalar argument. This equation is 
true since the right-hand side is 

dpp•-1g(p2) dxx(v-3)/2(1- x)-112, (4.1.18) 
2n(v- 1)/2 Joo f1 

r((v- 1)/2) 0 o 

where p~ = xp2 and k2 = (1 - x)p2. 
To show that different choices of the 'parallel' subspace have no effect on 

the value of the integral, we merely extend both spaces to a common larger 
space. The sole problem is that there may be a divergence in (4.1.18) at 
x = 0; this we will cover by Section 4.2. 

Up till now we have supposed f(p) is a scalar function. If it is a tensor 
Jii· · ·(p), we work component-by-component. To define, say, the 
component 
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we take the parallel space to include the 1- and 2-directions and any vectors 
qj on which fij depends. Then we proceed as before. 

For example, supposefij(p) = pipjg(p2), where g is a scalar function. Then 

Jf12(p)ddp = fdpldp2 fdd-2PTPIP2g[(pt)2 + (p2)2 + p?) = O, 

while 

More general cases are treated in Section 4.3. 

4.2 Continuation to small d 

The convergence of the definition (4.1.16) is d-dependent at PT = 0 and 
PT = oo.lt improves at PT = oo when d gets smaller, but it improves at PT = 0 
when d gets bigger. Even for a function that decreases exponentially at large 
p, and that is analytic for finite p, the defining integral has a divergence if the 
transverse space has a dimension d- J s 0; this is forced to happen if dis 
negative or zero. So our first task in this section is to find an explicit formula 
for the continuation of (4.1.16) to arbitrarily negative d. We will see that the 
PT-integral has poles whenever (d- J)/2 is zero or a negative integer, but that 
these are cancelled by the zeros in 1/r((d- J)/2). 

We will then be able to adopt the resulting formula as a definition of the 
d-dimensional integral of a function for which (4.1.16) converges for no 
value of d. An examp'e of such a function is 

1 
f(p) = (qt + pf + (qz + Pf + m2 • 

The parallel space must be at least two-dimensional to accommodate q 1 and 

q2 , so we may set J = 2. Then the transverse integral converges at PT = 0 
only if d > J = 2, while the complete integral converges at p = oo only 
ifd<2. 
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We will have a definition that defines f ddpf(p) for all small enough 

d. For larger values of d we define the integral by analytic continuation. In 
general there will be ultra-violet poles at certain values of d- just as in the 
Feynman graph we computed in Sections 3.5 and 3.6. 

To explicitly define the continuation to small d, it is sufficient to consider 
a functionf(p2). Let us assume thatf---+0 rapidly enough asp---+ ro that 

I 2nd;z fx 
ddpf(p2) = -- dppd-lf(p2) 

r(d/2) 0 
(4.2.1) 

converges at p---+ ro for some positive value of d. We also assume thatf(p2) is 
analytic at p = 0. Then (4.2.1) converges and is analytic in d for some range 
0 <Red< dmax· We define the integral for all other values of d by analytic 
continuation in d. Explicit formulae for the continuation to smaller d's are 
constructed by adding and subtracting the leading behavior at p---+ 0. For 
example, the following formula gives the integral in the range - 2 <Red 

< dmax: 

fddpJ(p2) =:~:;~){{X dppd-IJ(p2) 

+ f>p pd- I [f(p2)-f(O)] + f(O)Cd jd}. (4.2.2) 

This is independent of the arbitrary constant C. 
When - 2 < Re d < 0 we may let C---+ ro to obtain 

f ddpf(pz) = :(:d;~) f~ dppd-1 [f(pz)- f(O)], (4.2.3) 

while at d = 0 the zero in 1/f(d/2) is cancelled by the pole term to give 

(4.2.4) 

We extend this procedure to continue to - 21- 2 <Red< - 21 for any 
positive integer /: 

f d- z'pf(pz) = (- n)-'f(l)(O). (4.2.5) 

This equation gives us the integral when - 21 - 2 < Re d < - 21 on the 
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assumption that the original formula ( 4.2.1) converges when dis just greater 
than zero. Suppose now that (4.2.1) diverges at p = w for all positive values 
of d, but thatfis power behaved asp-> w. Then it is sensible to adopt (4.2.5) 
as the definition of the integral. This particular definition is very important 
since we will use dimensional continuation to regulate Feynman graphs 
that are ultra-violet divergent at d = 4. The definition (4.1.16) applied to a 
Feynman graph frequently has a negative number d- 4 of transverse 
dimensions in order to ensure ultra-violet convergence of the complete 
integral. Then we may apply the definition (4.2.5) to the PT-integral with d 
replaced by d - J. 

Another obstacle to continuation in d is sometimes that f(p 2 ) is not 
analytic at p 2 = 0 but has a power-law singularity there. We may generalize 
the derivation of (4.2.5) to write down a formula for the continuation of the 
integral. 

An example of the use of (4.2.5) as a definition is given by choosing 

where A and Bare numbers. The definition (4.2.l)divergesfor all d, but with 
l = 1, (4.2.5) gives us a definition valid for - 2 < Re d < 0: 

The integral can be explicitly computed to give: 

Jddp(p2 + A)/(p2 +B)= (n:B)df2 (A/ B- l)r(l - d/2), 

which can be continued to all d. 
Suppose/has a power-law singularity, as for example 

1 
f = (p + q)2(p2 + m2) · 

The definition (4.1.16) of the integral of this function converges if 2 < d < 4. 
To continue it to lower d we must subtract the power behavior at p = - q, 
just as we did for singularities at p1 = 0, or at p = 0 in (4.2.2). Then we can 
define the integral of say 

One result of all these definitions is that the integral of a power of p is 
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zero: 

Iddp(p2)a = 0 (4.2.6) 

for any value of a (integer or not). It should not be thought that there is any 
choice in (4.2.6). It follows from (a) the explicit continuation of (4.1.16) to 
small d, and (b) application of the continued formula as a definition of 
f.ddp(p2)a. 

Consistency of the formalism also requires (4.2.6). For suppose thatf(p) 
= (p2Yf(p2 + m2 ). Then when - 2ct- 2 < d ::::; - 2ct we have 

Iddpf(pz) = Iddp[f(pz) _ (pzy;mz]. 

If linearity is to be true then we have (4.2.6). 
We could subtract out the singularity differently, by a function that is not 

just a power of p. But then, for example, the simplification obtained in (4.2.2) 
by taking C---+ oo would no longer occur. 

Observe that if in the first of our definitions (4.1.16), we take f to be a 
positive-definite function, then the integral is positive. But when the integral 
is continued away from the region where this definition converges, then the 
subtraction terms mean that the integrand is no longer positive definite, so 
that the integral need not be positive. 

At the end of Section 4.1, we proved that the value of a d-dimensional 
integral does not depend on how we split the integral into an ordinary 
integral over some integer-dimensional 'parallel space' and a spherically 
symmetric integral over the remaining dimensions. We let J be the 
dimension of the parallel space. Then the proof consists of examining what 
happens when J is increased by one. Ultimately we had to prove (4.1.17), 
which is a property of ordinary integrals. We assumed d > J, so that there 
were no subtraction terms. To generalize the result to the case that d - J is 
not positive, we must prove that 

Kd-J I: dppd-J-1 [f(p2)- [J :t:2]Jf"l(O)p2"/n! J 

= Kd-J-1 I~ X dk I: dpTp~-J-2[f<k2 + pn 

[(J +I -d);2] J 
n~O Jf"l(k2)p7"/n! . (4.2. 7) 

Here the symbol [a] denotes the largest integer smaller than a. To prove the 
equation we change variables on the right-hand side to x and p, where 
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p~ = xp2 and k2 = (1 - x)p2. For the right-hand side we get 

(4.2.8) 

Here we have added and subtracted 
[(1-d)/2] 

L J<")(O)p2n!n !, 
n=O 

so that the integral over p2 of pd-1- 2 times each square bracket term is 
convergent. After scaling p2 by (1 - x), we get: 

-j-Kd-1-1 I~ dxx<d-1-3)/2(1-x)-1/2 I~ dp2(p2)d!2-1!2-1 x 

X {[f(p2)- [1/:t:/2JJ<")(O)p2n/n! J 
[(1 + 1-d)/2) x"(1 - x)1!2 -d/2 -np2n 

- I 
n=O n! 

Integration by parts in the p-integral gives 

Kd-1-1 I~ dxx<d-1-3)/2(1-x)-1/2 x 

[ 
[(1+1-d)/2) (1+1/2-d/2)! J 

X 1- L x"(1- xl/2-d/2-n X 
n=O n!(1 +1/2-d/2-n)! 
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An integration by parts on the x-integral is used to show that it equals 
r(1/2)r[(d- J- 1)/2]/r[(d- 1)/2], from which the required result 
follows. 

4.3 Properties 

Property 1. Axioms: The definitions (4.1.16) and (4.2.5) satisfy Wilson's 
axioms (4.1.2), etc., for d-dimensional integration. 

Proof. We reduced d-dimensional integration to ordinary integration so 
linearity follows from linearity of ordinary integration. We must choose the 
p 11 space to be large enough that it is the same for both functions f and gin 
(4.1.2). Our explicit continuation (4.2.5) to arbitrary negatived ensures that 
reducing the dimens{on of the transverse space is no problem. 

Scaling and rotation covariance are explicit properties of all our 
definitions. 

Translation in variance is valid for ordinary integration, so it follows from 
definition (4.1.16) provided the p11 space is big enough to include the vectorq 
used in the axiom (4.1.4). 

Property 2. 

fdd (p2 )'" = d;z Md+ za- zp r(cx. + d/2)r(p- ex- d/2) 
p (pz + Mz)p n r(d/2)r(p) . (4.3.1) 

Proof. Immediate from ( 4.2.5). Note that this implies that the integral of a 
power of p2 is zero, since r(p) "' 1/ p as p __,. 0. 

Property 2a. 

(4.3.la) 

Proof. Already done. 

Property 3. 

aJd fda ) aq d pf(p,q, .. . ) = d P aqf(p,q,·· .. (4.3.2) 

Proof. Contract with a vector t:5q which projects out the derivative with 
respect to the component of q in the t:5q direction. Then make the parallel 
space (ofp 11 's) big enough to include t:5q and use (4.3.2) on ordinary integrals. 
This is true for all t:5q. 
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Property 4. 

Dimensional regularization 

;;ij;; .. =d u ul 1 . (4.3.3) 

Proof and definition of ~ij· Now ~ii is defined to be the component form of 
a contravariant tensor with ~ii = 1 if i = j and zero otherwise. The obvious 
definition of the covariant tensor ~ii is as the inverse matrix, i.e., the same 
thing. This gives ~ii~ii = oo. However in an infinite-dimensional space, 
there is space for a different definition. 

A contravariant tensor may be defined by specifying its components. But 
a covariant tensor w is fundamentally a linear function acting on covariant 
tensors: w(T).We can write cv(T)= wiiTii only if the sum converges. 

We need the covariant ~ (which we symbolize by ~ii) to be rotation 
invariant, and to give ~(T)= Tii whenever the sum exists. We would also like 
contraction with ~ii to commute with integration. For example 

~ij Iddppipj f(p2) = ~ij I ddp~ijp2 f(p2)/d} 

~ij I ddppipj f(p2) = I ddpp2 f(p2). 

and (4.3.4) 

Since we have an infinite sum, we cannot immediately apply linearity to 
prove this equation. 

Let us define 

(4.3.5) 

Whenever IJii converges, this definition gives 

~(T) = Lyii 

But if the sum diverges, then it is possible to get a finite value for ~(T). In 
particular, 

as required. The definition is rotationally invariant. Commutation of 
contraction with ~ii and integration will now be a consequence of 
commutativity of two integrals- which we will prove later. 

Property 5. Integration by parts: 

Iddpof(p)/opi = o. (4.3.6) 
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Proof. Work component-by-component. Contract with an arbitrary 
vector k: 

f . a 
ddpk'-.f. 

op' 

Then, to define this integral, we must put kin the parallel space, and we can 
use the proof of (4.3.6) for ordinary integration in the space parallel to k. 

Property 6. To define integration over two (or more) variables: 

Jddpddkf(p, k; ql, ... qN) 

we must choose to calculate one integral then the other, according to the 
rules already stated. 

For this definition to be sensible we need the result to be independent of 
the order of integration: 

fddp fddkf= fddk fddpf. (4.3.7) 

We could also allow the dimensions of the p- and k-integrals to be 
different. Then exchange of order of integration JddpJdd'k-+ Jdd'kJd"p. 
is allowed only if d = d', or iff is independent of p· k. 

Proof. It is sufficient to consider the case that there are no q;'s, so that 
f=f(p2,p·k,k2). (If there are q;'s, then we take out a fmite-dimensional 
integral for both k and p which spans all q;'s and then we apply the theorem 
to the remaining dimensions.) 

The left-hand side of (4.3.7) is 

Here k1 is the component of k parallel top, while p 1 is the component of p 
parallel to k. Change variables to, say, p2, k2 , and z = p·k/(pk) = 

Pd j(pi + p~) = kd j(ki + k~ ), with the result that both (4.3.7L) and 
(4.3. 7R) are equal to 

4nd-1!2 f"' f"' f 1 
dppd-! dkkd-! dz(l-z2)<d-JJ12f(p2 pkz k2 ). 

r(dj2)r((d- 1)/2) o 0 - 1 ' ' 

(4.3.7C) 
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The theorem is thus proved in the case that (4.3.7L) and (4.3.7R) are both 
convergent. Note that it is not a trivial consequence of the corresponding 
result for integer-dimensional integration. 

If the dimensions of the integrations are not the same, then let the k 
integral have dimension d'. The left-hand side gives 

4n<d+d'-1)/2 foo d-1 foo d'-1 f1 2 (d'-3)/2 
r(dj2)r((d' -l)/2) 0 dp p 0 dkk _ 1 dz(l- z ) f, 

which in general is not the same as the corresponding expression for the 
right-hand side. But if f is independent of z, then the z-integral can be 
computed explicitly. The result is 

fd d' d 2 2 - 4n(d+d')/2 Joo d d-1 foo d'-1 2 k2 
kd pf(p ,k ) - r(dj2)r(d'/2) 0 p p 0 dk k f(p ' ). 

(4.3.8) 

A problem is that if dis not positive, we must make subtractions as in 
(4.2.5). These are clearly asymmetric between the two orders (4.3.7L) and 
(4.3.7R) of performing the original integral (with now d' =d); in practice, d 

will be the number of dimensions transverse to the external vectors 
q1, ... , qN. In applications to Feynman graphs d will therefore be negative in 
order to regulate UV divergences. So we must use (4.2.5) to define the 
integrals. Then (4.3.7) does not give (4.3.7L), (4.3.7R) and (4.3.7C). 

We solve this problem by defining an auxiliary integral with a 
convergence factor, say 

l(a,d) = Jddp Jdd'kf(p,k)exp [- a(p2 + k2)]. (4.3.9) 

Assume f is power-behaved at infinity. Then for all d, (4.3.7L orR) is UV 
convergent. Moreover, if d > 1 then both (4.3.7L) and (4.3.7R) are IR 
convergent without subtractions. The function l(a, d) is analytic in a and d. 
Continue down to small enough d that (4.3.7) is UV convergent. Then 
I(a,d) is given both by (4.3.7L) and (4.3.7R) with f replaced by 
f exp [- a(p2 + k2)], and with subtractions made. Now set a= 0 to prove 
the theorem ( 4.3. 7). 

Property 7. 

Jddk Jdd'pf(p2 + k2) = Jdd+d'qf(q2). (4.3.10) 

Proof. Since f is independent of p · k, the previous theorem shows that the 
left-hand side is independent of the order of integration, even if the 
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dimensions of the p- and k-integrals are different. Then use (4.3.9) and 
change variables to q = (p2 + k2) 1i2 and x = p2 jq2 • 

Property 8. 

with 

and 

if tis odd, 
if tis even, 

+ all permutations of the i's ]It!, 

A ( ) = r(d/2)r(t/2 + 1/2) fdd (p2)ti2 (p2) 
t g r(1/2)r(d/2 + t/2) p g 

2n412r(t/2 + 1/2) fro 
= r(1/2)r(d/2 + t/2) 0 dp pd+t-lg(p2 ). 

(4.3.11) 

(4.3.12) 

(4.3.13) 

Proof. If t is odd, antisymmetry of the integrand under p--+ - p makes 
the integral over the 'parallel' space zero. 

Antisymmetry under reversal of one component of p, symmetry under 
permutations of the i's, and rotation invariance give the general form 
(4.3.11) and (4.3.12). Computation of one component (say, i 1 = i2 = · · · = 
i, = 1) then gives (4.3.13). 

Examples. 

(4.3.14) 

Jdd- i j k 'g( 2) = (CiiWI + (jik(jil + (jil(jik) [dd I j4g( i) 
l'P P P P P d(d + 2) J P p p . (4.3.15) 

Property 9. Consider an integral 

/(pl> · · ·, PJ) = f d4kf(k, P1, ... , p1) (4.3.16) 

which is UV convergent by power-counting at d = 4; that is f = 0(1/k4 +a) as 

k goes to infinity in any direction, for some positive number a. Then the 
integral is analytic in d and in the parameters P;. when dis close to four, if the 
integrand is analytic. If the p;'s lie in the first four dimensions, then the 
integral at d = 4 has the same value as the ordinary four-dimensional 
integral of f. 
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Example Suppose f has the form 

f = ](k, p1 , ... , PJ)exp(- Ak2 + 2Ak·p), (4.3.17) 

where for any vector v we let v be its projection onto the first four 
dimensions and let v be its projection onto the remaining dimensions. Then 
we let l be the ordinary four-dimensional integral of f. By use of our 
definitions of d-dimensional integration, we have 

I= fddkf 

= l fd"- 4 kexp(- Ak2 + 2Ap·k) 

= l(n/A)a;z- 2 exp(Ap2 ). ( 4.3.18) 

This is manifestly analytic in d and p. If we set d = 4, the integral becomes 

I= l exp (Ap2 ). 

Notice that there is no restriction on p, even though p = 0 in four 
dimensions. However, if we Jet d--> 4 and p--> 0, the limit is smooth. 

Proof of Property 9. The proof is easily made by examining the definition 
of the d-dimensional integral in terms of ordinary integrals. As usual we 

divide the space into a finite-dimensional parallel space big enough to 
contain p1 , ... , pJ, and into a transverse space containing the remaining 
dimensions. It is convenient to choose the parallel space to have an odd 
number 2N + 1 of dimensions. Then: 

I=foo dk "'fcc dk 7r(d-1);2-N Joc dk2(k2)(d-3)!2-N X 

-x I -oo 2N+lr((d-1)/2-N) 0 T T 

x [F(k 1,k2 , ... ,k2N+I•k~)- :t: F<"'(k 1 , ... ,k2N+I•O)k~"/n!J. (4.3.19) 

Here we have used F to denote f considered as a function of the first 2N + 1 
components of k and of k~. Since f is an analytic function of k, it can be 
expanded in powers of k~. 

As required by the definition, we have subtracted off a power series in q, to 
give convergence at kT = 0. We use £<•> to denote the nth derivative ofF with 
respect to k~. The integrand of the k~ integral behaves as k~- 5 , so we have 

convergence at kT = 0 if d > 3. Since f is analytic, there are no other 
singularities at finite k, and the only other possible source of a divergence is 
from large k. The subtractions do not introduce a divergence provided that 
d<5. Moreover, we have assumed that f=O(l/k 4 +a) as k->oo, so that 
there are no other large k divergences when dis close to four. Hence ( 4.3.19) 
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converges and is analytic in a neighborhood of d = 4. 
Now the integral will depend on the p;'s only through the Lorentz scalars 

Pa ·pb (with 1:::;; a:::;; b:::;; J). To determine this dependence, it is sufficient to 
keep the p/s within some fixed ]-dimensional subspace. Since (4.3.19) is a 
perfectly finite integral, it is an analytic function of the p;'s. 

To determine the value of the integral when d = 4 and when the p;'s are in 
the first four dimensions, we use the freedom to vary the dimension of the 
'parallel' space in the definition (4.3.19). Let us now make it four 
dimensional. We will obtain an integral of the form: 

I
oo 2nd!2-2 Ioo ~~d-5~ ~2 

I= _ 
00 

dk1 •.• dk4r(d/2 _ 2) 
0 

dkk f(k 1, k 2 , k3 , k4, k ) (4.3.20) 

if d > 4. When we let d-+ 4, the integral over k is singular at k = 0; the 
resulting divergence cancels the zero of the inverse r-function to give 

I(d = 4) = fdk 1 dk 2dk3 dk4 ](k1 , k2 , k 3 , k4 , 0), (4.3.21) 

as required. 
We may alternatively continue from d < 4 using 

I= J dkl ... dk4r~;;~2 ~22) J~ dkf.d- 5 [J(kp ... , k4, P)- ](k 1 , ••• , k4, on 
(4.3.22) 

The singularity at k = 0 is cancelled, but as d-+ 4 we get a divergence at 
k = oo which gives the same result (4.3.21). 

Comment In this proof we used the freedom to alter the dimension of the 
parallel space. To show that the integral is well-behaved at d = 4, it was 
convenient to choose the parallel space to have an odd dimension. But to 
compute the actual value at d = 4, it was convenient to choose the parallel 
space to have an even dimension, specifically, four.lt is instructive to see the 
equivalence in a simple non-trivial case. (The general case was summarized 
at the end of Section 4.2.) 

Suppose 3 < d < 4. Then define 

(4.3.23) 

(4.3.24) 
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Our definition of the d-dimensional integral off tells us that 

I= I:"" dk1 ... dk4I 1 = Idk1 ••• dk4I2, 

so we must prove that I 1 = I 2. 

(4.3.25) 

To do this we change variables in I 2, by setting k~ = xk2 and k~ = 

(1- x)k2 to obtain: 

I= dx dfC2(fC2)di2-3(1-x)-1i2xdi2-7i2x 7t(d-5)/2 I1 f"" 
2 r(d/2 - 5/2) 0 0 

x [f(kp ... , k4 , P)- f(k 1 , ••• , k4 , k2(1 - x))] 
(d-5)/2 I1 I"" = n dx dfC2JCd-6(1 -x)-1i2xd/2-7/2 x 

r(d/2- 5/2) 0 0 

X {(f(k1, ... ,k4,k2)-f(k1, ... ,k4,0)] 

-[f(k1 , ••• ,k4,P(l- x))- f(k 1 , ••• ,k4,0)] }. (4.3.26) 

In the last line we subtracted and added f(k 1, ... , k4, 0), so that we can 
integrate seperately each term in square brackets. In particular, we have 

I dk2kd- 6 [f(kp ... , k4 , P(1 - x))- f(k 1, ... , k4, 0)] 

= (1- x)2-df2 Idk2kd- 6 [f(k1 , ••• , k4,P)-f(k 1 , ••• , k4,0)]. 

Comparison with the definition (4.3.23) of I 1 shows that 

I n- 112 r(d/2- 2) I 1 
~= dx[(1 -x)-1f2~/2-7/2 
I 1 r(d/2- 5/2) 0 

-xdf2-7f2(1-x)3f2-di2]. (4.3.27) 

The integral is in fact the analytic continuation from d > 5 of a beta­
function, so that it equals r(d/2- 5/2)r(1/2)/r(d/2- 2). The required 
result I 1 = I 2 follows. 

Property 10. Multiple integrals are correct at d = 4. 
Consider the integral 

I(p1···· ,pN) = Iddk1 ... d"kd(k1•··. ,kL,P1···· ,pN). (4.3.28) 

This might represent a Feynman graph with N external lines and L loops. 
Then the p/s and k;'s represent momentum vectors. Suppose that at d = 4 
the integral is completely convergent- in particular that there are no ultra­
violet (k-+ oo) divergences or subdivergences. If we restrict the p/s to the 
first four dimensions and set d = 4, then I is the. ordinary four-dimensional 
integral of f. 
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Proof. For each vector v, we define the projections v and v, onto the 
physical and unphysical dimensions, as before. The result to be proved is 
that if pi = pi for each of the p/s then I defined as the limit as d-+ 4 of the 
dimensionally regulated integral is identical to the ordinary integral. We 
can split each integral over a ki into an ordinary four-dimensional integral 
over Iii and a (d- 4)-dimensional integral over ki. The result to be proved is 
then that 

lim Jdd- 4 k1 ... dd- 4 kd(k1, ... ,kL,P1•···•PN)=f(k1, ... ,1iL, P1····•PN) 

(4.3.29) 

as d-+4. 
This formula is proved by doing all but the integral over k1. Let the result 

be /(1): 

(4.3.30) 

its only dependence on k1 is via its length. We then have that the left-hand 
side of (4.3.29) is 

Jdd- 4 k1/(1) = /(1)(0) = Jdd- 4 k2 ... dd- 4 kLf(li1,k2•· .. ,kL,p1•··· ,pN), 

by use of the Property 9. Notice that the dependence on k1 is on its first four 
dimensions. We can then repeat this process to show that 

/(1)(0) = Jdd- 4 k3 ... dd- 4 kLf(kl,k2,k3, ... ). 

Another L- 2 repetitions give (4.3.29), from which the desired property 
follows. 

4.4 Formulae for Minkowski space 

In this section we derive a collection of results that are useful for Feynman 
graph calculations. 

4.4.1 Schwinger parameters 

To convert an arbitrary graph in d dimensions to a parametric integral, we 
first rewrite each propagator using 

1 _ 1 J"' a- 1 [ 2 2 J (m2 _ P)" - r(cx) 0 dxx exp - x(m - k ) . (4.4.1) 

Then we perform the momentum integrals. Since all Feynman graphs are of 
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the form of a polynomial in momenta times a product of simple scalar 
propagators, we only have to calculated-dimensional integrals of the form: 

I~•· ··lln(A,B) = Iddkk~'• ... k~'"exp [- (- Ak2 - 2B·k)]. (4.4.2) 

Here A depends only on the parameters introduced by (4.4.1), while B~' 
depends on these parameters and also linearly on the other momenta (both 
external and loop momenta). 

By linearity we can find In by differentiating I 0 : 

I~····~'"= TI (_!__o_)fddkexp(Ak2 + 2B·k). (4.4.3) 
j; 1 2oB!lj 

(This uses linearity of d-dimensional integration.) We find I 0 by using the 
translation k~'~k~'-B~'/A, the scaling k~k A- 112 , and Wick rotation: 

Thus 

I 0 (A,B) = fddkexp(Ak 2 + 2B·k) 

= i(n/A)d12 exp(- B 2 /A). 

Ii = fddkk~'exp(Ak2 + 2B·k) 

= i(n/A)di2 exp(- B2jA)(- B~'/A), 

I't = fddkk~'k•exp(Ak2 + 2B·k) 

= i(n/A)di2 exp(- B2 j A)(B~' B• j A2 -jg~'• /A), 

I~~'·= fddkk"k~'k•exp(Ak2 + 2B·k) 

_ "( jA)d/2 -B21A + .:....__.:::__ __ "--=-_----"'---'-[
- B"B~'B• (B"g~'• + B~'g"• + B•g"~')] 

- I 7t e A 3 2A 2 ' 

J~Ap,v = fddk/c"kAkl'k" exp(Ak2 +2B·k) 

(4.4.4) 

(4.4.5) 

(4.4.6) 

(4.4. 7) 

(BK B"g~'• +five similar) 

2A 3 

(4.4.8) 

Each of the loop-momentum integrals is performed in this way. At each 
stage the momenta only appear quadratically and linearly in the exponent. 
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4.4.2 Feynman parameters 

It is also common to use 

1/(AB) = t dx/[ Ax+ B(1 - x) ] 2 

and its generalizations: 

1 r(a+ P +···e) 
-----X 
r(a)r(/1)· · · r{e) 

X ~ 1 dxdy···dzt5(1-x-y-···z)x 
.}o 

Xa -1 yP- 1 ..• 2 e- 1 

X (Ax+ By+··· Ez)a+P+ ··· +e" 

83 

(4.4.9) 

(4.4.10) 

Here A, B, ... , E represent the denominators of the propagators of a 
Feynman graph. The resulting momentum integrals have the form 

Jlll"""lln = ddk . (4.4.11) I k"'···k"" 
n.a [ - k2 - 2p. k + c]a 

Application of (4.4.1) and the results (4.4.4)-(4.4.8), etc., gives 

J0 = fddk/(- k2 - 2p·k + C)a 

= ind12(C + p2)df2-ar(a _ d/2)/r(a), (4.4.12) 

J't = fddkk"/(- k2 - 2p·k + C)a 

= indf2(C + p2)df2-a( _ p")r(a _ dj2)jr(a), (4.4.13) 

Jl~v = fddkk~'k•j(- k2 - 2p·k + C)a 

= indf2(C + p2)df2- a X 

x [r(a- dj2)p"p•- r(a- 1- dj2)g"•(c + p 2)/2]/r(a). (4.4.14) 

4.5 Dirac matrices 

The Dirac matrices satisfy the following properties: 

(1) Anticommutation relation: 

{y", y•} = 2g"•t. (4.5.1) 
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(2) Hermiticity: 

' { yll if p = 0, 
.... ,Jl -}' -
r - ll - - I'll if p ~ 1. (4.5.2) 

When we use dimensional regularization, the Lorentz indices range over an 
infinite set of values, so we need infinite-dimensional matrices to represent 
the algebra (4.5.1). We will also need a trace operation: 

tr 1 = f(d), 

so that the representation behaves as if its dimension were f(d). We must 

require f(d 0 ) to be the usual value at the physical space-time dimension, 
d = d0 . Usually this means f(4) = 4. 

The trace is a linear operation on the matrices which we will define later. 
In an even integer dimension d = 2w, the standard representation of the yll's 

has dimension 2"'. However, it is not necessary to choose f(d) = 2d12• The 
variation f(d)- f(d 0 )is only relevant for a divergent graph, so, by Chapter 
7, any change in f(d) amounts to a renormalization-group transformation. 
It is usually convenient to set f(d) = f(d 0 ) for all d. 

To set up a formalism for dimensionally regularized y-matrices, we must 
treat the following issues: 

(1) We must exhibit a representation of the anticommutation relations; 
this will ensure consistency. 

(2) The formulae for the trace of an arbitrary product of yll's must be 
derived. 

(3) While a knowledge of the I'll's alone is sufficient for QCD and QED, we 
must show how to define a y5 so that we can treat chiral symmetries. 

This will also give us a definition of the antisymmetric tensor t:K-<Ilv· 

The following construction gives a representation: 
Let w be a positive integer, and suppose inductively that we have 

defined a 2"' dimensional representation Yrrol of the algebra (4.5.1) for 
0 ;5; p ;5; 2w- 1. We define the infinite dimensional yll for 0 ;5; p ;5; 2w- 1 by 
having a sequence of vrw)'s down the diagonal, and zeros everywhere else: 

( 
f'rro) o J 

,.ll= 0 ,ll 0 

I l(w) .. 
(4.5.3) 

We will construct the next higher representation Yrw + 1 l of dimension 2"' + 1 , 

with 0 ;5; p ;5; 2w + 1. In order that (4.5.3) apply independently of w, we must 
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choose 

4.5 Dirac matrices 

Y" = (Yiwl O ) if 0 < " < 2w - 1 (w+l) 0 I' -1"'- • 
Y(w) 

85 

This satisfies the anticommutation relations (4.5.1) and the hermiticity 
relation (4.5.2), provided that 0 ~ JJ., v ~ 2w- 1. Our task then is to find 

Yiw+ IJ for J1 = 2w and 2w + 1. 
Notice that the induction starts with w = 1. We can define 

0 ( 1 0) 1 ( 0 1) 
Y(IJ = 0 - 1 ' Y(IJ = - 1 0 . (4.5.4) 

Given the 2w-dimensional representation YiwJ we define another matrix 
A ·w-1 0 2w-l 
Y<wJ =I Y<w> ... Y<w> · (4.5.5) 

Observe that 

(4.5.6) 

Also, when at w = 2, we have y = y5 , in the usual notation for Dirac matrices 
at d = 4. We define 

, 2w _ ( 0 Y(w)) 
Y(w+l)- _A 0 , 

Y(w) 

2w + 1 _ ( 0 if0<w>). Y(w) - ·A 

IY(w) 

It is easy to check that (4.5.1) and (4.5.2) 
v ~ 2w + 1. 

(4.5.7) 

are satisfied for 0 ~ JJ., 

We now have an explicit representation of the Dirac matrices for any w, 
and for the infinite-dimensional case, because of (4.5.3). 

Standard manipulations involving the anticommutation relations are 
valid independently of d. Two useful results are: 

y"yll=-f{y",yll}1=g~1=d1, (4.5.8) 

Y"YvY" = 2g"vY"- Y"Y"Yv 

= (2 -d)Yv· (4.5.9) 

We also need traces of y-matrices, in graphs with fermion loops. The trace of 
a matrix is linear: 

tr(aA + bB) = atr(A) + btr(B), (4.5.10) 

and is cyclic : 

tr(AB) = tr(BA). (4.5.11) 

Here A and Bare any product of y-matrices, and a and bare any numbers. 
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These properties, together with the value of tr 1, define the trace of any 
linear combination of products of y-matrices. 

For example, 

tr (y1'y"} = tr (yvy'-') (cyclicity) 

= tr(- y''y" + 2g~'v1) (anticommutation) 

= - tr (y~'yv) + 2g~'vtr 1 (linearity}, 

so we have the usual result 

Similarly 

(4.5.12) 

tr(y"i·y~'y') = (gKA.gt.tv- gKt.tg'-v + g"vg 1~'}tr 1. (4.5.13) 

The trace of the product of an odd number of y-matrices is zero. For 
example 

so try'-= 0. 

dtry1 = tr(y"y"y'-) 

= - tr (y"y 1yJ + 2 try'­

= - tr (y"y"y") + 2 try'-, 

It should be possible to make a more constructive definition of the trace, 
along the lines of (4.3.5). It is necessary to check consistency. We can find a 
formula for the trace of any number of y-matrices- generalizing (4.5.13). It 
is true for any finite-dimensional representation, Yfw>• so it agrees with the 
algebraic properties. Linearity defines the trace of more general products. 
We must also check that contracting with gt.tv commutes with the trace. This 
can be checked directly. 

A possible explicit definition of the trace of a matrix with components 

Mii is 

1 N 
tr Mii = (tr 1) lim - L Mjj· 

N-ooNj=! 
(4.5.14) 

This definition exploits the fact that each matrix y~' is an infinite set of copies 
of a finite-dimensional Yfw> strung along the diagonal. Since the y~''s are 
independent of d, the only possible d-dependence is in the choice of the 
value of tr 1. 

4.6 Ys and £rc1t.tv 

In four dimensions, y5 = iy0 y1y2y3 and edt.tv is a totally antisymmetric 
Lorentz-invariant tensor with e0 123 = 1. We need y5 , for example, to define 
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the axial current l{ryl'y51/J. The e-tensor comes in because y5 = 
ieK-'IL•yKy-'y~'y• /4 !, and we have the trace formula: 

tr y5yKyAyl'yV = ieKAILV tr 1 = - ieKAILV tr 1. 

The appropriate definition changes when we go to two dimensions: 
Instead of y5 we have y(ll = y0y1, and instead of eK-'IL• we have ell•' for which 

Bot = 1 = - Bto• Boo= eu = 0. 
To continue dimensionally, we might expect y5 to satisfy 

{ys,y~'} =0, 

just as in four dimensions. But then, as we will see in Chapter 13, the only 
consistent result for y 5 is that it has zero trace when multiplied by any string 
of y~''s. Thus we do not have a regularization involving the usual y5 • 

A consistent definition is obtained by writing 

y5 = iy0yly2y3 = iyKyAyllyVeKAIL./4 !, 

{ 
1 if (d,uv) is an even permutation of (0123), 

eK-<1'• = - 1 if (KA.,uv) is an odd permutation of (0123), 
0 otherwise. 

(4.6.1) 

(4.6.2) 

This definition is not Lorentz invariant on the full space, but only on the 
first four dimensions. We have 

{y5, y~'} = 0, if .u = 0, 1, 2, 3, 

[y 5 , y~'] = 0, otherwise, 

(Ysf = 1, Y1 = Ys· (4.6.3) 

The lack offull Lorentz in variance is a nuisance, but it does give the correct 
axial anomaly ('t Hooft & Veltman (1972a)). 
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5 

Renormalization 

In this chapter we come to the general theory ofrenormalization. The basic 
difficulty is that a graph may not only possess an overall divergence. It may 
have in addition many subdivergences which can be nested or can overlap 
in very complicated ways. Most of our effort must go to disentangling these 
complications. 

We will begin by investigating some simple graphs. These will show us 
how to set up the formalism in the general case. The ultimate result is the 
forest formula of Zimmermann (1969). Contrary to its reputation, this is not 
an esoteric procedure, designed for pedantically rigorous treatments. 
Rather, the forest formula is merely a general way of writing down what is in 
fact the natural and obvious way of extracting the divergences from any 
integral. Its power is demonstrated by the ease of treating overlapping 
divergences, the handling of which is normally considered the bete noire of 
renormalization theory. 

The forest formula is applied to individual Feynman graphs. It extracts 
the finite part of a graph by subtracting its overall divergence and its 
subdivergences. We will, of course, need to show that the subtractions can 
be implemented as actual counterterms in the Lagrangian. We will also 
show that the counterterms are local, i.e., polynomial in momentum. 

An important advantage of using the forest formula to obtain the finite 
part of each graph, rather than working directly with counterterms in the 
Lagrangian, is that the procedure applies to more general situations. As we 
will see in Chapter 6, it will enable us to renormalize composite operators. A 
more important case is the computation of asymptotic behavior as external 
momenta of a Green's function get large. For this case, the forest formula 
permits a good derivation of Wilson's operator-product expansion, which 
we will discuss in Chapter 10. 

Let the value of a Feynman graph be written as: 

U(G)(pl, ... ,pN)= fddkl ... ddkLI(pl, ... ,pN;k!, ... kL). (5.0.1) 

Here p1, ••• , PN are the external momenta, and k 1 , ••• , kL are the loop 
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5.1 Divergences and subdivergences 89 

momenta. Renormalization is removal of that part of the large-k behavior 
that causes divergences. Moreover, the very same techniques can be used to 
extract the behavior for large p-as we will see when we treat the operator 
product expansion in Chapter 10. 

Although Weinberg's (1960) theorem tells us the power-counting applic­
able to either kind of asymptotic behavior, it does not tell us how to 
organize it. In particular it was only much later that Wilson (1969) 
formulated his operator product expansion, which is the important tool in 
computing asymptotic behavior, for example in deep-inelastic scattering­
see Chapter 14. Many generalizations have been made - see Mueller ( 1981) 
for a review. These are phenomenologically very important, and the 
method by which they are proved is close to that for Wilson's expansion. 

5.1 Divergences and subdivergences 

The idea of renormalization theory is that ultra-violet divergences of a 
field theory are to be cancelled by renormalizations of the parameters of the 
theory. We propose to prove this in perturbation theory. The use of 
perturbation theory implies that we expand the counterterms in the action 
in powers of the renormalized coupling, g, thereby generating extra graphs 
with these counterterms as some of the vertices. To avoid superfluous 
technicalities, we will consider the case of ¢ 3 theory in six-dimensional 

space-time. 
A very efficient way to understand renormalization was discovered by 

Bogoliubov & Shirkov (1955, 1956, 1980) and Bogoliubov & Parasiuk 
(1957), and we shall follow their approach. The first step is to decompose the 
Lagrangian as follows: 

ff = ffo + !f'b + !f'ct· (5.1.1) 

Here f£ 0 is the free Lagrangian used to generate the free propagator 
ij(p 2 - m2 + ie) in perturbation theory: 

!1'0 =(l"cp)2/2-m2¢ 2/2, (5.1.2) 

with m being the renormalized mass. The rest of the Lagrangian, f£ 1 = 
f£ b + Y ct• is the interaction, and consists of two terms. The first, which we will 
call the basic interaction, is 

(5.1.3) 

where g is the renormalized coupling. The second term, ffct• we will call the 
counterterm Lagrangian. 

Consider graphs generated by the basic interaction. These have UV 
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divergences which are to be cancelled by graphs with some of their 
interaction vertices taken from the counterterm Lagrangian 

(5.1.4) 

(The term linear in</> is needed to cancel tadpole graphs- see Figs. 5.1.4 and 
5.1.5 below.) In order to give meaning to bZ, bm2 , bg, and bh, we must 
impose an ultra-violet cut-off. We will use dimensional regularization in the 
following sections. 

The key to the method that we use is to realize that each of the three terms 
in the counterterm Lagrangian should not be considered as a single 
quantity. Rather it is to be considered as a sum of terms, each of them 
cancelling the overall divergence in one particular graph generated by the 
basic interaction. For example, the self-energy graph, Fig. 3.1.1, gives a 
contribution b1 Z to bZ, and a term b1 m2 to bm2 . Our calculation of this 
graph led to (3.5.7), so with minimal subtraction we have 

Then 

{)I Z = g2 /[384n:3 (d- 6)], } 
b1 m2 = g2 m2 /[ 64n: 3(d- 6)]. 

graphsG 

with similar formulae for the other counterterms. 

(5.1.5) 

We saw the utility of this idea by examining graphs like those in Fig. 3.2.1 
and Fig. 3.2.2. Graphs like Fig. 3.2.2 contain vertices corresponding to the 
counterterm b1 m2 (and b1 Z). Such graphs are all generated by taking 
graphs like Fig. 3.2.1 with no counterterms and finding where Fig. 3.1.1 
occurs as a subgraph. Substitution of the counterterm for one or more of 
these subgraphs gives the graphs with counterterm vertices. 

This leads to the idea that we consider by itself the renormalization of a 
sing!~ graph generated from the basic Lagrangian. We add to it a set of 
counterterm graphs to give a finite result. Only as a separate step do we 
recognize that the counterterm vertices are, in fact, generated from a piece 
of an interaction Lagrangian. 

The graph-by-graph method is probably the most powerful approach to 
understanding not only the problem of ultra-violet divergences but also 
many other problems in asymptotic behavior. Even so, it is not at all trivial 
to ensure that the renormalization program can be carried out. The essential 
steps are: 

(1) To find the regions in the space of loop momenta of a graph that give 
ultra-violet divergences. 
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(2) To show how to generate a series of counterterm graphs for a given 
basic graph. 

(3) To show that the counterterm vertices are local (i.e., polynomial in 
momenta). 

(4) To find the conditions under which the counterterm vertices amount 
only to renormalizations of the parameters of the Lagrangian. 

The complications in carrying out this program arise when one treats the 
case of the divergence of a graph which has a divergent subgraph. To 
understand why there is a difficulty, we will examine the graphs of order g4 

for the full propagator - Figs. 5.1.1-5.1.3. 

--o--:--o-- + ---o-+- + -+--0-- + )( )( 
I I I I 

(a) (b) (c) (d) 

Fig. 5.1.1. A two-loop graph for the propagator in cjJ 3 theory, together with its 
counterterm graphs. 

I 

-f@- + -o- + --+:2-

(a) (b) (c) 

Fig. 5.1.2. A two-loop graph for the propagator in c/J 3 theory, together with its 
counterterm graphs. 

+(I)-
k I 

(a) 

+~+-a-+~ -~ k 3 4 

(b) (c) (d) 

Fig. 5.1.3. A two-loop graph for the propagator in c/J 3 theory, together with its 
counterterm graphs. 

We ignore the graphs with tadpoles, such as Fig. 5.1.4. These are 
divergent and need a counterterm ()h¢. We can use a renormalization 
condition that (Oj¢j0) vanishes. Then the total of the tadpole graphs is 
zero (e.g., Fig. 5.1.5), so we omit any graphs containing them. 

Let us return to the sets of graphs listed in Figs. 5.1.1-5.1.3. In each set 
there is one basic graph and a set of counterterm graphs. Ultra-violet 

+ 
Fig. 5.1.4. A tadpole graph, together with its counterterm. 
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<Oiif>IO> = --() + --- + 5 

+--(I)+ ---Dt+-D+-6 3 

+-<: 
Fig. 5.1.5. Graphs to O(g3) for <Oj¢j0). 

divergences involve a loop momentum that gets large, so the divergences 
are always confined to one-particle-irreducible subgraphs. The simplest 
case is Fig. 5.1.1, where the basic graph has two insertions of the one-loop 
self-energy. It is made finite by adding the graphs with one or both of the self­
energy subgraphs replaced by a counterterm. (We use a cross to denote a 
counterterm in a graph, and we use the label '1 'for the counterterm of the one­
loop self-energy.) 

In Fig. 5.1.2, the basic graph is more complicated. We will treat it in detail 
in Section 5.2, and we merely summarize the results here. It has two UV 
divergences. The first comes from letting both loop momenta k and l go to 
infinity; we call this the overall divergence. But there is also a divergence 
where the momentum in the outer loop stays finite. This is an example of a 
subdivergence. Its existence, as we will see, implies that there is a term 
proportional to p2 ln (p2 ) in the divergence of the basic self-energy graph. 
This cannot be cancelled by any local counterterm. However there is also a 
graph with a counterterm to the subgraph. This graph is Fig. 5.1.2(b). After 
we add the two graphs, the non-local divergence cancels. The overall 
divergence in the result is then cancelled by a local counterterm, for which 
we use the label '2'. We implement this as a counterterm in the action by 
inserting terms b2 Z and b2 m2 into the complete counterterms bZ and bm 2 . 

The pattern is simple. We consider as a single finite entity one basic graph 
together with counterterms for its subdivergences and for the overall 
divergence. 

Another case is shown in Fig. 5.1.3. There are two subdivergences, each 
corresponding to a vertex subgraph. The one-loop vertex is logarithmically 
divergent and is made finite by renormalizing the coupling (Fig. 3.6.1). 
Since the two divergent subgraphs overlap, the counterterm graphs are 
generated by replacing one but not both of the vertex graphs by its 
counterterm. The overall divergence is then local and is cancelled by 
counterterms b4 Z and b4 m2 . 
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Our first task in Section 5.2 will be to verify the above statements. To 
generalize the argument we will then observe that power-counting as in 
Section 3.3 determines the strength of the overall divergence. To prove that 
the presence of subdivergences does not affect the form of the overall 
counterterm, we will differentiate with respect to external momenta to 
remove the overall divergence. Then we will be able to construct an 
inductive proof that if subdivergences have been cancelled by counterterms 
then the overall divergence is local and its strength is determined by simple 
power-counting. 

We will also show how to disentangle the combinatoric problems when 
subdivergences are nested. Finally, we will discuss Weinberg's theorem. 
This theorem tells us exactly which regions of momentum we must 
consider. In practice one is very simple-minded about locating UV 
divergences. For example, we stated that the regions giving divergences for 
Fig. 5.1.2are: (a) k and 1 going to infinity together, and (b) 1 going to infinity, 
with k fixed. In each region, all the momenta get large in a particular lPI 
subgraph that is divergent by power-counting. Weinberg's theorem tells us 
that these are the only regions we have to consider explicitly. In the case of 
Fig. 5.1.2 there is another region that is important, where l goes to infinity 
with k also going to infinity, but much more slowly. This region interpolates 
between the other two, but in fact does not need to be treated as a separate 
case. 

5.2 Two-loop self-energy in ( t/> 3) 6 

In this section we will explain the properties of overall divergences and 
subdivergences by computing the two-loop self-energy graphs, Figs 5.1.2 
and 5.1.3, in r/J 3 theory at space-time dimension d = 6. We will again use 
dimensional regularization, and will need the values of the one-loop 
counterterms in order to cancel subdivergences. 

The one-loop self -energy was considered in Section 3.6.2, where we found 
that the counterterms needed were given by (5.1.5). We can also compute 
the one-loop vertex graph, Fig. 3.6.1, with the resulting counterterm being 
(cf., (3.6.13)) 

(5.2.1) 

It is worth noting that this implies a value for the one-loop term in the bare 
coupling: 

go= 1ft3-dt2g + b3g + O(gs)]z-3t2 

= gJl3-dt2{l +-!g2/[64n3(d- 6)] + O(g4)}. (5.2.2) 
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5.2.1 Fig. 5.1.2 

In order to be able to compute Fig. 5.1.2 in closed form we work with the 
massless theory. The value of the graph is then 

- g4J.ll2- 2d 
1:2a = (2n)2d X 

lf d d 1 
x2 d kd l[(p + k)2 + ie](k2 + ie)2W + ie)[(k -[)2 +is]" (5.2.3) 

The inner loop is easily computed in terms of r -functions: 

fdd[l2(k~l)2 =indf2r(2-d/2) f~dx[ -k2x(1-x)]d!2-2 

= indf2r(2- d/2{~{} ~ 2;2 (- P)d/2-2. (5.2.4) 

We now have 

ig4 3 4 3 -d/2 r(d/2- 1)2 
1: 2a = 213 1t9 (16n J.l ) r(2- d/2) r(d _ 2) X 

I d 1 
X d k( _ k2)4-di2[ _ (p + k)2]" (5.2.5) 

The denominators can be combined by a Feynman parameter: 

1 r(5-d/2)Jt x3-d/2 
A4-d12 B =r(4-d/2) 0 dx[Ax+B(1-x)] 5 -di2" 

(5.2.6) 

after which the k-integral can be performed. The result is 

( g2 )2p2(_p2)d-6 
1:2a = 64n3 2 4nJ.l2 X 

r(2- dj2)r(5- d)r(d/2- 1)3r(d- 4) 

X r(d- 2)r(4- dj2)r(3dj2 - 5) 

(5.2.7) 

The overall ultra-violet divergence is contained in the factor r(5 -d). 
Observe that the argument of this r -function is exactly minus half times the 
degree of divergence. The subdivergence is contained in the factor 
r(2- d/2); this is the same as we calculated in Chapter 3. 

Before we discuss further the UV divergences we should observe that 
there are also infra-red divergences. These come from the existence of long­
range forces in a theory with massless fields. In momentum space, they 
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appear as divergences when some momenta go to zero. For example, if 
d ~ 2 the integral over the momentum through any propagator has a 
divergence at zero momentum: 

I ddq/q 2 ~ constant/(d- 2) at d close to 2. 
q-0 

This accounts for the factor r(d/2- 1)3 • When d ~ 4 there is also a 
divergence at k = 0 with l and p fixed. Our only concern is with UV 
problems, so we ignore theIR divergence. If we used a massive field, theIR 
divergences would go away, but we would not have an explicit formula for 

l.:2a· 
Now let us expand l.: 2a in powers of d- 6 to exhibit its divergences, and 

its dependence on p2 : 

( g2 )2 p2 { 1 1 [ ( - p2 ) J 
l.:2a = 64n3 36 (d _ 6)2 + d _ 6 In 4n112 +constant + 

+-}ln2(- p:) +constant In(- p:) +constant+ O(d- 6)}. 
4n!1 4n/1 

(5.2.8) 

The double pole at d = 6 and the double logarithm in the finite part are both 
reflections of the fact of having a subdivergence. The p-dependence is a 
power of p2 times a polynomial in In(- p2). This is a characteristic feature 
of massless theories. 

The simple pole has a coefficient that is not polynomial in p. 

Consequently, it cannot be cancelled by any local counterterm. It is easy to 
see that this is caused by the presence of the subdivergence. The 
subdivergence comes from the region where the loop momentum of the 
inner loop goes to infinity while the momentum kin the outer loop remains 
finite. Integrating over finite k gives a logarithm of p times the divergent part 
of the inner loop. We have already introduced into the Lagrangian a 
counterterm for the inner loop, so that there is a graph, Fig. 5.1.2(b), in 
which this counterterm appears in such a way as to cancel the 
su bdivergence. 

Therefore the sum of Figs. 5.1.2(a) and (b) should have no subdivergence, 
but only an overall divergence. This can be cancelled by a local counterterm 
(i.e., a polynomial in p). We will prove this in Section 5.2.2 by differentiating 
three times with respect to the external momentum p"; this gives a result 
which has negative degree of divergence, i.e., there is no overall divergence. 
Since the subdivergence is cancelled, there is no subdivergence whatever, so 
the counterterm must be quadratic in p. We represent this by Fig. 5.1.2(c). 
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In Section 5.2.2 we will make explicit this proof of locality of the 
counterterms. 

Here we will verify the above statements by explicit calculations. In our 
case that m = 0, the value of Fig. 5.1.2(b) is 

L = - i() Z f!___!!:_ d d k--::-;;---;;--------=-
2 6-df p 

2b 1 (2n)d (k2)2(p + k)2 

= (L)2 
(- p2)n2 -d!2)r(d!2 -1f( _ p2)dj2-3 

64n3 6 (d- 6)r(d- 2) 4nJ-l2 

( g2 )2 p2 { - 2 1 [ (- p2) J 
= 64n3 36 (d- 6f + d- 6 -In 4nfl2 +constant 

( - p2 ) ( - p2 ) } --i In 2 
41rfl2 +constant In 41rfl2 +constant + O(d- 6) . 

(5.2.9) 

The non-local divergence disappears when we add this graph to L 2a, with 
the result 

( g2 ) 2 p2 { - 1 constant 
L 2a + L 2 b = 64n3 36 (d- 6f + (d- 6) 

+-i In 2 (- p:) +constant In (- P~) +constant+ O(d- 6)}. 
4nJ-l 4nfl 

(5.2.10) 

The non-local divergence has cancelled, as promised. However, the double 
pole and, in the finite part, the double logarithm have not cancelled, even 
though it is evident from our calculation that they are associated with the 
subdivergence nested inside the overall divergence. This is a general 
phenomenon. Indeed we will see in Chapter 7, where we discuss the 
renormalization group, that the coefficients of the double pole and of the 
double logarithm could have been predicted from the one-loop counter­
terms without any explicit two-loop calculations. 

Since the non-local divergences have now cancelled, the overall diver­
gence can be cancelled by choosing a wave-function counterterm 

() 2 Z = ( 6::3 r 316 td = ~)2 + c~dn~~~t }· (5.2.11) 

Then we obtain at d = 6 a finite result, which we term the renormalized 
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value of Fig. 5.1.2: 

L~~s)= L2a + L2b + (L2c =- P2bzZ) 

= ( ~:3 y ~: { { ln2 (~=:)+constant In (~~:)+constant}. 
(5.2.12) 

5.2.2 Differentiation with respect to external momenta 

We saw that the graph Fig. 5.1.2 has an overall divergence which is local, 
but that it is local only after we have subtracted the subdivergence. In 
general we will need to show that the counterterm of a lPI graph is a 
polynomial in its external momenta with degree equal to the degree of 
divergence. Our argument (following·Caswell & Kennedy (1982)) depends 
on differentiating with respect to external momenta. 

In this subsection we will apply the argument to Fig. 5.1.2, emphasizing 
its generality. Then in the next subsection we will apply it to Fig. 5.1.3. Even 
though that graph has an overlapping divergence, traditionally considered 
a hard problem, we will see that our method works as easily for this graph as 
for Fig. 5.1.2. 

We first differentiate Fig. 5.1.2(a) three times with respect top~', to make 
its degree of divergence negative. We represent the result pictorially by 
Fig. 5.2.1, where each dot indicates one differentiation with respect to p. 

Similarly, differentiating Fig. 5.1.2(b) three times gives Fig. 5.2.2. Now 
Fig. 5.2.2 cancels the subdivergence in Fig. 5.2.1, and there is no overall 
divergence, so their sum is finite. Thus the third derivative of the sum of 
Figs. 5.1.2(a) and (b) is finite. So the overall counterterm is quadratic in p. 
Lorentz invariance forces it to be of the form A(d)p2 + B(d). 

We glibly asserted that Fig. 5.2.1 plus Fig. 5.2.2 is finite. This statement is 
not as obvious as it seems. Let us prove it. We Wick-rotate the integrations 
over k and I in Fig. 5.2.1, and consider regions of the integral that might give 
a UV divergence. If k and l go to infinity at the same rate, then there is no 

Fig. 5.2.1. Result of differentiating 
Fig. 5.1.2(a) three times with respect to 

its external momentum. 

-o 
Fig. 5.2.2. Result of differentiating 
Fig. 5.1.2(b) three times with respect to 

its external momentum. 
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divergence, because the degree of divergence is negative. If l goes to infinity 
with k fixed, there is a divergence, but it is cancelled by the counterterm 
graph, Fig. 5.2.2. 

The remaining significant possibility is that both k and l go to infinity, but 
that k is much less than l. The ratios of different components of either one of 
k or l are finite, so we may summarize the order of magnitude of the 

contribution from this region as: 

finitei"" dkk- 4I dll. 
lt>k 

(5.2.13) 

This gives a divergent contribution, if l is. of order k312 . We must add 
Fig. 5.2.2, which, as we will show, cancels this new divergence. Observe that 
the counterterm was arranged to cancel the divergence when l goes to 
infinity with k fixed, rather than when k is large, as we now have. 

Let us expand the inner loop of Fig. 5.2.1 in powers of k when l ~ k, up to 
its degree of divergence, which is quadratic. The coefficients of these powers 

are integrals over alll, restricted to l ~ k. The divergences in the coefficients 
are cancelled by Fig. 5.2.2, and we have the following estimates of the sizes 
of the coefficients: 

coefficient of k0 =finite {I~ dll- divergence} 

=finite {I~' dll- divergence}+ finite J: dll 

=O(P), 

coefficient of k 1 = O(k), 

coefficient of P =finite {I~ dl/l- divergence} 

= O(ln(k)). (5.2.14) 

The sum of Figs. 5.2.1 and 5.2.2 in the region k--+ oo, with l possibly much 
bigger than k, is then of order 

I"" dkk- 2 ln(k). (5.2.15) 

The power of k is the same as is given by the overall degree of divergence, 
but there is an extra logarithm. We get a finite result, as claimed. The higher­

than-quadratic terms in the expansion of the loop in powers of k give no 
divergence at all. 

What has happened? The divergence for l ~ k ~ 1 could only occur 
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because the interior loop was itself divergent. The fact that we sent k to 
infinity merely suppressed this divergence somewhat. Suppose we neglect k 
in the integral for the inside loop. Then the counterterm is in effect the 
negative of the integral over l of the loop from finite l to infinity. But in the 
region we are considering for Fig. 5.2.1, we are restricting l to be much 
bigger thank, which is itself getting large. So if we neglect kin the loop, then 
we are left with 

finite+ J dl (integrand of loop with k neglected). (5.2.16) 
l<k 

Furthermore, we expand the loop in powers of k, to uncover the sub-leading 
divergences. Each extra explicit power of kin the expansion compensates 
for the lowering of the divergence. The quadratic term multiplies J dljl, so 
giving an extra logarithm (but not a power). 

The key step in the proof is to perform the integral with the larger 
momentum I first. We have shown that, for the purpose of determining 
whether or not a divergence occurs, we need only consider as distinct 
regions: ( 1) k, I-+ oo at the same rate, and (2) [--+ oo with k finite. (We might 
also try k--+ oo with l finite, but the subgraph with the lines carrying the loop 
momentum k has negative degree of divergence, so we get no divergence 
from that region.) The region k, I-+ oo, with k ~ I, is schizoid: it can be 
considered as essentially part of either of the two regions (1) and (2) that we 
have just defined. As region (2), the divergence is cancelled by a counterterm 
when I-+ oo, with k large but fixed. As region (1), the final integral over k is 
finite, and the only sign of this intermediate case is the extra logarithm in the 
integrand. 

5.2.3 Fig. 5.1.3 

We conclude this section by considering the example of Fig. 5.1.3. At d = 6 
the graph (a) has an overall quadratic divergence. It also has a logarithmic 
subdivergence when either of the loop momenta k or I gets large. The 
subdivergences are cancelled by vertex corrections, which are shown in 
graphs (b) and (c). We must prove that the overall counterterm (d) is 
quadratic in p. 

Conventionally, this graph is regarded as a difficulty in the theory of 

renormalization, for it contains an overlapping divergence. That is to say, 
one of the lines is common to both subdivergences. This is seen as a problem 
(Bjorken & Drell (1966)) if one tries to write the graph as an insertion of a 
renormalized vertex, Fig. 5.2.3, in the one-loop self-energy. The graph (b) 
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p+k 

--c:t-
Fig. 5.2.3. Illustrating the problem of overlapping divergences, as seen in Fig. 5.1.3. 

(:JJ [-([)-+0+0] 

-([} + -<D + -(J)­
+-(])- + 0 + -o-
(D-+(D­
+(i])-+(ii)-

Fig. 5.2.4. Result of differentiating Fig. 5.1.3 three times with respect to its external 
momentum. 

for the counterterm to one of the subdivergences is not of this form. The 
corresponding difficulty does not happen in our first example, Fig. 5.1.2. 

However, our trick of differentiating three times with respect top works 
as well for Fig. 5.1.3 as it did for Fig. 5.1.2. For the sum of(a), (b), and (c), we 
find Fig. 5.2.4. The point is that differentiating either of the subgraphs 
makes it convergent, while the counterterms for the subdivergences are 
independent of momenta. We get terms (a) and (b), which have re­
normalized subgraphs, and graphs (c) and (d), which have no sub­
divergences at all. None of the graphs has an overall divergence. The 
calculation of the overall counterterms is left as an exercise for the reader. 
The correct result is (1"1acfarlane & Woo (1974)): 

( g2 
)

2 11 1 1 1 J 
c54 Z= 64n 3 [6(d-6)2 +3(d-6) ' 

( g2 ) 2 
[ 1 1 1 J 

c54m2 = 64n 3 m2 
- (d- 6)2 -l(d- 6) ' (5.2.17) 

if we use minimal subtraction. 
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5.3 Renormalization of Feynman graphs 

We have seen that, in order to construct a sensible (i.e., local) counterterm 
for a ( 1 PI) F eynman graph, one must first subtract off its su bdivergences. This 
is natural since the subtractions for subdivergences are automatically 
generated from having the counterterms be definite pieces of the interaction 
Lagrangian. Without subtraction of the subdivergences, the divergence of a 
graph need not be local. It may even have a power of momentum greater 
than the degree of divergence; an obvious case of this is a graph that is finite 
according to naive power-counting but that has a subdivergence. 

It is therefore useful to devise a procedure for starting with a basic 
Feynman graph G, constructing a set of counterterm graphs, and thereby 
obtaining a finite renormalized value R(G): 

R(G) = U(G) + S(G). (5.3.1) 

Here U( G) is the 'unrenormalized' value of the basic graph (which diverges 
as the UV cut-off is removed), and S(G) is the subtraction- the sum of the 
counterterm graphs. 

The strategy we use to construct S(G) is very general. It applies to the 
asymptotic behavior of any integral as one or more parameters approach a 
limiting value. In field theory it can be applied not only to the re­
normalization problem but also to the calculation of the asymptotic 
behavior of a Green's function as some but not all of its external momenta 
get large. (A standard example which we will treat in Chapter 10 is the 
operator product expansion of Wilson (1969)). 

The procedure that we use for renormalization was first developed by 
Bogoliubov and Parasiuk (see Bogoliubov & Shirkov (1980)), with 
corrections due to Hepp (1966). Their construction was recursive and has 
the acronym BPH. Zimmermann (1969) showed how to solve the 
recursion -the result being called the forest formula. All these authors used 
zero-momentum subtractions. Zimmermann (1970, 1973a) showed more­
over that there is then no need to use an explicit UV cut-off. He applied 
the algorithm for computing R( G) directly to the integrand rather than to 
the integral; this formulation has the title BPHZ. It is not necessary to use 
zero-momentum subtractions. For example Speer (1974), Collins (1975b), 
Breitenlohner & Maison (1977a, b, c) showed how to make the same ideas 
work using minimal subtraction. 

Our treatment will aim at showing the underlying simplicity of the 
methods and their power to demystify renormalization theory. We will see 
that the methods do not depend on use of a particular renormalization 
prescription, even though we will often use minimal subtraction. 
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We will examine the structure of the subtractions for a graph G. (A graph 
we define by specifying its set of vertices and lines, each line joining two 
vertices and each vertex attached to at least one line.) We write the graph's 
unrenormalized value as 

u G(Pl, ... 'PN) = fddkl ... ddkLIG(Pl' ... ,pN; kl' ... 'kL). (5.3.2) 

Here we let L be the number of loops and N be the number of vertices. The 
external momenta at the vertices are P;- In a Feynman graph for a Green's 
function there is an external momentum at the vertices for the external 
fields, but at an interaction vertex, we have P; = 0. 

5.3.1 One-particle-irreducible graph with no subdivergences 

The simplest case is a one-particle-irreducible (lPI) graph with no 
subdivergences. Then the only possible divergence is an overall divergence 
where the momenta on all the lines get large simultaneously. We may 
renormalize the graph by subtracting an overall counterterm: 

R(G) = U(G)- ToU(G). (5.3.3) 

Here T denotes some operation that extracts the divergence of U( G). It 
implements whatever renormalization prescription that we choose to use. 
For example, we might use minimal subtraction. In that case T takes the 
Laurent expansion of U(G) about d = d0 , and picks out the pole terms. (We 
let the physical space-time dimension be d0 ; i.e., d0 = 4 for the real world, or 
d0 = 6 for the ¢ 3 model we used in the previous sections.) We will use either 
of two notations for the action ofT on an unrenormalized object: To U( G) 
or T( G). Both will mean the same. 

We could use zero-momentum subtractions. In that case T picks out the 
terms up to order b(G) in the Taylor expansion of U(G) about zero 
momentum. Here b( G) is, as usual, the degree of divergence. There are many 
other possibilities. In our work, we will use the minimal subtraction scheme. 

Then, for example, the one-loop self energy in (¢ 3) 6 gives 

{
ig2 r ddk J16-d } 

To 2 j(2n)d (k2- m2)[(p + k)2- m2] 

=pole part of { - g2
3 r(2 - d/2) x 

128n 

(5.3.4) 
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The one-loop vertex, Fig. 3.6.1, gives 

{ I ddk 119- 3d; 2 } 

T g3 (2n)d (k2- m2)[(p + kf- m2] [(p + q + k)2- m2] 

{ 
ig3p3-di2 

=pole part of 64n 3 r(3- d/2) x 

f l fl-x [m2 _ q2xy _ (p2x + (p + q)2y)(l _X_ y)Jd/2- 3} 
x dx dy 2 

0 0 ~11 
. g3113-di2 

=!---,;---
64n3(d- 6)" 

(5.3.5) 

Observe that in this last case we define the pole to come with a factor 
11 3 -d12. This is an example of a general rule that one must define the pole 
part of U(G) to have the same dimension as U(G), for all d. 

5.3.2 General case 

In general we not only have to handle the case of an overall divergence, but 
also the case that subdivergences are nested within the overall divergences. 
Another case is exemplified by the propagator with two self-energy 
insertions (Fig. 5.1.1), where within one graph there are two subgraphs 
which can diverge independently. 

As we saw from examples, we must subtract off subdivergences before 
finding the overall divergence. In view of the complications when the 
subdivergences themselves have subdivergences, etc. (ad nauseam), we must 
be extremely precise as to what is to be done. This is what we will now do. It 
is helpful to have a specific non-trivial example in mind, to make sense of the 
mathematics. Such examples are treated in subsection 5.3.3 and in 
Section 5.4. The reader should try to read these sections concurrently with 
the general treatment in this section. 

First, let us define a specific divergence as being the divergence occurring 
when the loop momenta on a certain set of lines get big, with the momenta 
on other lines and the external momenta staying finite. Whether or not a 
given set of lines has a divergence associated with it is determined by power­
counting. A divergence is thus associated with a certain subgraph. (At this 
stage, we do not require that the subgraph be connected.) 

If a graph G diverges when all its lines get large loop momenta, it is said to 
have an overall divergence. A one-particle-reducible graph (like any of 
Fig. 3.2.1) cannot have an overall divergence- some lines are not a part of 
any loop. All other divergences involve a smaller subset of the lines. They, of 
course, are called subdivergences. Every subdivergence of a graph is the 
overall divergence of one of its subgraphs. 
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Observe that Fig. 5.l.l(a) has no overall divergence, but has three 
subdivergences. These come from the regions in the integration over loop 
momenta where: (1) the left-hand loop has large momentum, (2) the right­
hand loop has large momentum, and (3) both loops have large momenta. 

To renormalize a graph G we assume that we know how to renormalize 
its subdivergences, and we then let R( G) be the unrenormalized value of G 

with subtractions made to cancel the subdivergences. Then the only 
remaining divergence that is possible is an overall divergence. So we define 
an overall counterterm: 

C(G) = -ToR( G) (5.3.6) 

by applying to R(G) the same subtraction operator T as we discussed 
earlier; if there is no overall divergence (e.g., if G is one-particle-reducible) 
then C(G) is zero. In any event the renormalized value of G is defined as 

R(G) = R(G) + C(G). (5.3.7) 

The definitions (5.3.6) and (5.3.7) give us R(G) provided that we know how 
to subtract subdivergences. This is essentially a matter of renormalizing 
smaller graphs; we will construct R(G) in a moment. Once we have done 
this, we will have a recursive definition of R(G): successive application of 
(5.3.7) to smaller and smaller subgraphs ultimately brings us to graphs with 
no subdivergences. These we know how to renormalize. 

Now let us define R(G), which is to be U(G) with subdivergences 
subtracted. For the case of a graph with no subdivergences we must define 

R(G) = V(G) (if G has no subdivergences). (5.3.8a) 

For a larger graph we define 

R(G) = U(G) + L Cy(G). (5.3.8b) 
Y'i'G 

We sum over all subgraphs y of G, other than G itself, as indicated by the 
notation y 'f- G. The other new notation C1(G) means that we replace the 
subgraph y by its overall counterterm, as defined by (5.3.6), i.e., 

{
- TaR(y), 

C(y) = 0 
if y has an overall divergence} 
if . (5.3.9) 
· y has no overall divergence 

To make a simple formula, we write the sum as being over ally's rather than 
only over divergent y's; then the Cy( G) is zero if y is not overall divergent. We 
could of course restrict the sum only to those subgraphs that have an 
overall divergence. 

One tricky point in the above equations arises in defining C:(y) for a 
disconnected subgraph y. An example is the subgraph of Fig. 5.l.l(a) 
consisting of the two self-energy loops. We will discuss this next. 
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5.3.3 Application of general formulae 

Equations (5.3.6) to (5.3.9) give a definition of R(G). Let us see how they 
apply to simple examples. For a lPI graph with no subdivergences they just 
reproduce R(G) = U(G)- To U(G). 

Next consider a graph like Fig. 3.2.l(a) or (c), whose only divergence is a 
subgraph with no further subdivergences. Then there is no overall 
divergence, so by (5.3.7) 

R(G) = R(G). 

There is only one subdivergence, so (5.3.8) collapses to give 

R(G) = U(G) + Cy(G), 

(5.3.10) 

(5.3.11) 

where y is the divergent subgraph. Here Cy(G) is the full graph with y 
replaced by - To U(y). We reproduce the obvious result. There is one 
counterterm graph like Fig. 3.2.2(a) or (c). 

We now look at a graph with two or more divergent subgraphs which do 
not intersect and which have no subdivergences.lt is sufficient to consider G 
to be Fig. 5.1.1(a). There is no overall divergence, so again R(G) = R(G). Let 
y 1 and y2 be the self-energy bubbles. Then the subdivergences correspond to 
the three subgraphs y,, y2 , and y1 uy2. (Here y1 uy2 means, as usual, the 
union of y1 and y2 .) So 

(5.3.12) 

Evidently Cy,(G) is just U(G) with y1 replaced by its counterterm, 
-To U(y 1); and similarly for y2 • But what is C (G)? 

y,uy2 

It corresponds to a subtraction for y 1 u y2 for the region where all loop 
momenta are large. But we must subtract from it the counterterms for the 
regions where only one momentum is large: 

C(y, u y2) = - To [U(y 1)U(y2 ) + C(y1)U(y2) + U(y1)C(y2)]. (5.3.13) 

Here we used the fact that y1 uy2 is disconnected, so that 

(5.3.14) 

To work out ( 5.3.13), we must define T when acting on a disconnected graph 
to act independently on its components. Thus: 

To[U(y 1 )U(y2)] =[To U(y1)] [To U(y2)] = C(y,)C(y2), (5.3.15) 

To [C(y 1)U(y2)] = [ToC(y 1)] [To U(y2)] = - C(y,)C(y2), (5.3.16) 

etc. 
We used the property that ToU(y;) = - C(y;). Furthermore, To[ToU(y;)] = 

To U(y;), i.e., the pole part of a pole part is itself. We therefore find 
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that 

(5.3.17) 

so that we reproduce the counterterm graph Fig. 5.1.1(d). 
The above procedure generalizes to an arbitrary graph. It may appear 

excessively complicated, but it allows the smoothest way of defining R(G). 
Finally, we observe that our definitions (5.3.6)-(5.3.10) exactly reproduce 

our results for the two-loop graphs like Figs. 5.1.2 and 5.1.3. 

5.3.4 Summary 

In this section we have proved very little. We have set up a series of 
definitions that state exactly what we mean by the renormalization of a 
Feynman graph. The notation we have introduced will be important in 
making proofs. What we will need to prove is that the overall counterterms 
are local and of a degree in momentum given by naive power-counting. We 
will also show how to solve the recursion to find an explicit formula due to 
Zimmermann (1969). 

5.4 Three-loop example 

The three-loop self energy graph of Fig. 5.4.1 in ¢ 3 theory in six dimensions 
is an example of a graph with nested and multiply overlapping divergences. 
We call it G. Its divergent subgraphs are: 

y1 ={lines carrying loop momentum k}, 
y2 ={lines carrying loop momentum q}, 
y3 ={lines carrying loop momenta k andjor /}, 
y4 ={lines carrying loop momenta q and/or /}, 
Ys = Y1 u Yz· (5.4.1) 

The first four of these are connected 1 PI vertex graphs; the last is a set of 
two unconnected vertex graphs. According to our definitions of Section 5.3 

we have 

R(G) = R(G) + C(G) 

= R(G)- To[R(G)]. (5.4.2) 

p+l 

Fig. 5.4.1. Three-loop self-energy graph in cj; 3 theory. 
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This equation states that we first subtract subdivergences to obtain R(G), 
and then take off the overall divergence. 

To define R(G) we subtract subdivergences: 
5 

R(G) = G + L CYJG) 
i; 1 

( 5.4.3) 

We represent this as Fig. 5.4.2. The notation with the vertical bar in 
this equation denotes that we take G and replace Y; by the corresponding 
counterterm C(yJ In the figure, the labels 1, ... , 4 signify which of the 
subgraphs y1 , ... , y4 has been replaced by its counterterm. 

R(G)= -<0>- +-(])­
+-<D+D­

+-o+-o-
Fig. 5.4.2. Subtraction of subdivergences of Fig. 5.4.1. 

Only y1 and y2 have no further subdivergences, so C(y 1) and C(y2 ) are the 
ordinary one-loop counterterms. But we have still to define C(y;) fori= 3, 4, 
5: 

C(y3) = -To [y3- Y31y,-T(y,J], 

C(y4) =- To[y4- Y41Y2-T(y2)]' 
C(ys) =- To[y,y2- T(y,)y2- y, T(y2)] 

= [- T(y 1)] [- T(y 2)]. (5.4.4) 

The overall result is obtained by combining (5.4.2}-(5.4.4). If we represent 
the effect of applying T to a 1 PI graph by enclosing it in a box, we can write 
R(G) as shown in Fig. 5.4.3. There are sixteen terms in all. The first eight 
represent U(G) minus its subdivergences, and the last eight form the 
subtraction for the overall divergence. The expansion of R( G) represented in 
Fig. 5.4.3 is an example of the forest formula, to be discussed in the next 
section. 

As we saw by examining two-loop graphs, the overall counterterm for a 
graph is non-local unless we first subtract off subdivergences. Otherwise 
there would be divergent contributions from where some but not all 
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R(G) = { -<ID­
(a) 

--<l!CJ-
r ___ icl, 
I l-- I 

+:I : 
L===---.....1 

(e) 

+ 

(g) 

i -{P;e~k,~;}-l 
-I I 

: 8 graphs : 
L ________ ...J 

-~ ~ 
(b) 

--Kritr 
L ____ .J 

(d) 

- -<[)Sl-
c: ____ _J 

(f) 

+ 

(h) 

Fig. 5.4.3. Renormalization of Fig. 5.4.1. 

} 

subgraphs have large loop momenta. There would also be divergent 
contributions from the region where all loop momenta get large but at 
different rates. We can check from Fig. 5.4.3 that none of these problems 
occur for R(G). Let us do this explicitly. 

Let us show that the overall counterterm for G is local. We differentiate 
R(G) three times with respect to the external momentum p and show that 
the result is finite. Given the momentum routing of Fig. 5.4.1, there are three 
lines to differentiate: p + k, p + l, p + q. Here we have used the momentum 
carried by the line as a label for the line. Differentiating the original graph 
gives ten terms, where the three derivatives are applied to any combination 
of the three lines. One term is where we differentiate p + k three times (Fig. 
5.4.4). Although there is then no overall divergence, there remain sub­
divergences, so we must examine the corresponding differentiations applied 
to the counterterm graphs (b)-(h). We must regard the derivatives as acting 
on these graphs before divergences are computed (by the operation 
symbolized by the box). 

The differentiation makes the subgraphs y1 and y3 completely finite, by 
removing both their overall divergence and y3's only subdivergence. Hence 

Fig. 5.4.4. One of the terms obtained by differentiating Fig. 5.4.1 three times with 
respect to its external momentum. 
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the counterterm graphs (b), (d), (e), and (h) are zero after differentiation. This 
leaves graphs (c), (f), and (g). These cancel the subdivergences of(a)coming 
from the subgraphs y2 and y4 , which are unaffected by the differentiation. 

We may examine the other nine terms in 83R(G)/8p3 similarly, and we 
find that in fact 83 R( G)/ 8p3 is finite, as claimed. 

5.5 Forest formula 

5.5.1 Formula 

Zimmermann (1969, 1970) gave an explicit solution of the recursive 
definition of the renormalized valueR( G) of a graph G. The general idea can 
be gleaned from the example we examined in the previous section. There the 
recursion generated a series of sixteen terms. One was the original graph, 
and the others had the subtraction operation T applied one or more times. 

For example, in graph (e) we first replace the left-most loop y1 by T(y 1 ), with 
a result we can write as Ty, (G). We then take the subgraph equivalent to y3 , 

viz. Ty, (y 3), and replace it by the result of acting with T. This gives graph (e). 
The sum of the two graphs (d) and (e) is used as the subtraction for the 
subdivergences of G associated with y3 . 

Each of the sixteen terms is pictured as the original graph with some 
number of connected 1PI subgraphs enclosed in boxes to indicate 
application ofT to the su bgraph. Each term can be specified by giving its set 
of boxed subgraphs. Each such set is called a forest. The subgraphs which 

form a particular forest are either disjoint or nested: they are said to be non­
overlapping. The set of all possible forests for G is called F(G). 

There are sixteen forests occurring in Fig. 5.4.3. The first eight are (in 

set theory notation): 

(a) the empty set 0. 
(b) {yl}, 
(c) { Yz}. 
(d) {y3}, 
(e) {yl, Y3}, 
(f) {y4}, 
(g) {yz,y4}, 
(h) {Y!•Yz}. 

These do not contain the whole graph; they are called the normal forests. 
The other eight forests in Fig. 5.4.3 consist of one of the above eight forests 

to which is added as another element the complete graph G. A forest of G 
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containing G is called a full forest. The distinction between normal and full 
forests is that the normalforests subtract off the subdivergences, and the full 
forests combine to subtract the overall divergence. 

Not all forests occur in Fig. 5.4.3; for example, the forest 

U = { subgraph consisting of lines carrying loop momentum I} 

does not appear. Such forests contain at least one overall convergent 
subgraph as an element. 

Inspection of Fig. 5.4.3 shows that 

R(G)= I fl(-Ty)G. (5.5.1) 
Ue,j'(G) yeU 

Here the sum is over all forests U of G. The operator TY replaces y by T(y). 
Note that for nested y's the Ty's should be applied inside to outside. 
Equation (5.5.1) is called the forest formula; it is due to Zimmermann 
(1969). Suppose we compute R(G) for an arbitrary graph G by using (5.5.1). 
Then, as we will prove shortly, the result is the same as if we used the 
recursive definition of R(G) given in Section 5.3. 

It is convenient to let the sum over forests be over all forests rather than 
only over those consisting of sub graphs that are superficially divergent; the 
extra forests give a zero contribution. The reason for doing this is that we 
will sometimes wish to change the definition of T so that we make 
subtractions for some convergent graphs, as well as for divergent graphs. 
For example, such a redefinition will be the key to proving the operator 
product expansion in Chapter 10. 

We now have both a recursive and a non-recursive definition for the 
renormalization of a Feynman graph. It will prove very useful to have both 
definitions available. Different proofs will need different forms of the 
definition. In particular, proofs by induction on the number of loops of a 
graph will naturally use the recursive definition. 

5.5.2 Proof 

The proof of the forest formula is elementary, but somewhat involved. We 
first use (5.5.1), and the following equations: 

R(G) = I n (- Ty)oG; 
UE§(G) yeU 

if G is 1PI, 

if G is a disjoint union of 1PI 

otherwise, 

(5.5.2) 

y,'s} (5.5.3) 
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as definitions of R( G), R( G), and C( G). Here.#( G) is the set of normal forests 
of G (i.e., those that do not contain G). These definitions are correct for the 
graph Fig. 5.4.1, as can be seen by inspection of Fig. 5.4.3. 

Since the recursive definitions uniquely give R(G), R(G), and C(G) in 
terms of the operation TY, it suffices to show that (5.5.1)-(5.5.3) satisfy the 
recursion relations (5.3.6)-(5.3.9). Notice first that (5.3.6) and (5.3.9) are 
really the same, except for being applied to different graphs. 

If R(G) given by (5.5.2) is correct, and if subgraphs are correctly 
renormalized, then (5.5.3) is equivalent to our original definition (5.3.6) of 
C(G). Moreover, suppose that G is connected and one-particle-irreducible. 
Now each forest of G is either a normal forest, that is, a forest of which G is 
not an element, or it is a normal forest to which is adjoined G. Then the 
formula (5.3.7) for R(G) is a direct consequence of (5.5.1)-(5.5.3) for such a 
graph. If G is not a union of 1 PI graphs, then there is no overall divergence, 
and again (5.3.7) holds. 

So it remains to prove the following: 

(1) R(G) is correct when G is a disjoint union of more than one lPI graph. 
(Note that this case occurs in renormalizing the graph of Fig. 3.2.1(b), as 
we saw in Section 5.3.) 

(2) R(G) is correct, i.e., it satisfies (5.3.8), for a general graph. 

If G is adisjoint union of 1PI graphs Y;, then each forest is a union of 
forests, one for each component. Then R( G)= fl R(y;), as we should expect. 

i 

The problem is that this is not manifestly true in the recursive definition, 
where we make an overall subtraction for G. We dealt with this problem 
between (5.3.11) and (5.3.17). 

Our proof of (5.3.8) is by induction on the size of G. Now a one-loop 1PI 
graph has no non-trivial subgraphs, so its only normal forest is the empty 
set. Then formula (5.5.2) collapses to R(G) = U(G), just as it should. This 
enables us to start the induction. 

It remains to prove (5.3.8b). For this, observe that each forest U has a 
unique set of biggest subgraphs M 1>···•Mi. Each M; is contained in no 
bigger sub graph in U, and each ye U is contained in some M;. The existence 
and uniqueness of this set of M's is seen by considering pairs Y;, Yk of 
elements of U. Since Y; and Yk are non-overlapping, there are three 
possibilities: 

(1) Y; c yk, in which case remove Y; from further consideration. 
(2) Yk c Y;, in which case remove Yk from further consideration. 
(3) Y;nyk = 0, in which case leave both in. 
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Repeat until no further eliminations are possible; then the result is the set of 
M;'s. 

The forest U is the union of a full forest, one for each M;. We can write our 
definition (5.5.2) of R(G) as 

(5.5.4) 

Here the first term comes from the case in (5.5.2) that U = 0. and the sum in 
the second term is over non-empty sets of disjoint lPI graphs M; excepting 
the case that M; =G. By setting y = M 1 u ... uM" and using (5.5.3) to 
determine C(M 1 u ... u M"), we find (5.3.8b). 

5.6 Relation to fi' 

We have seen how to renormalize an individual Feynman graph by making 
a series of subtractions. The motivation for doing this came from 
consideration of examples in which the subtractions were generated by 
counterterms in the interaction Lagrangian. We will now show that this is 
true to all orders. We will assume the natural result (to be proved later) that 
the polynomial degree of the overall counterterm of a graph is given by its 
degree of divergence, just as for low-order graphs. 

First, we must make precise the result that we will prove. For each lPI 
graph G, we h:tve constructed its overall counterterm C(G). Since this is a 
polynomial in the external momenta of G, it can be written as the vertex 
derived from an interaction term D(G)/N(G) in the Lagrangian !£. Here 
N( G) is a symmetry factor of the same sort as the 3! that appears with the ¢ 3 

interaction term in !l'. Each power of a momentum entering D(G) 

corresponds to i times a derivative of the corresponding field. If G is an n­

point graph and each of its external lines corresponds to the same type of 
field, then N( G) is n!. If there are a number of different fields and n; is the 
number of lines of type i entering G then 

N(G)= Tin;!. (5.6.1) 
i 

For each graph for a Green's function, the forest formula gives a set of 
graphs with counterterms. We will demonstrate that the set of counterterm 
graphs is generated from the counterterm vertices in the interaction 
Lagrangian. 

Consider ¢ 3 theory. As before, we write the Lagrangian as: 

(5.6.2) 
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The free Lagrangian 

(5.6.3) 

generates the propagator, while the interaction 2'1 consists of two terms, 
!l' b and !l' ct· The basic interaction is 

!l'b= -g~-~3-d/2¢3/3!, (5.6.4) 

and !l' ct is the counterterm Lagrangian used to cancel the ultra-violet 
divergences: 

!l'c, = ID(G)/N(G). (5.6.5) 
G 

Here the sum is over alllPI graphs. Those that have no overall divergence 
generate no counterterm; for these D(G) = 0. Each lPI graph that has an 
overall divergence generates a term in (5.6.5). The formulae (5.6.2) and 
(5.6.5) apply in any theory. 

Since (5.6.5) applies to any theory, it applies in particular to ¢ 3 in higher 
than six dimensions. Thus it enables us to renormalize a non­
renormalizable theory. But the sum must include counterterms D(G) with 
an arbitrarily large number of powers of momentum and with an arbitrarily 
large number of external lines for G.lt is only in six or fewer dimensions that 
the counterterms have the same form as terms in the basic ¢ 3 Lagrangian 

!l'o + !l'b. 
Now that we have developed a convenient notation, the most difficult 

part of the proof is to ensure that the combinatorial factors come out right. 
We will prove that the Lagrangian defined by (5.6.2) and (5.6.5) gives the 
same renormalized Green's functions as those generated by our recursive 
definition in Section 5.3 (and therefore the identically same Green's 
functions as given in Section 5.5 by the forest formula). The proof will be 
given for ¢ 3 theory in six or fewer dimensions, but it easily generalizes. 

Consider the full N-point Green's function GNat order gP.It is sufficient 
to work only with connected graphs. If the theory is renormalizable (as we 
will prove in Section 5. 7), then the sum of counterterms has the form: 

(5.6.6) 

with (by (5.6.5)) 

- JZ = I [Coefficient of - ip2 in C(G)], 
2-pointG 

- bm2 = I [Coefficient of ip0 in C(G)], 
2-pomtG 

- bg = I C(G)/i. (5.6.7) 
3-pointG 

We ignore the tadpoles, yet again. The term of order gP in the perturbation 
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expansion of GN has vertices generated by the different terms in f1? b + f1? .,. 
There will be graphs with all of their vertices being the basic interaction f1? b· 

Let the set of these be called B. The other graphs will contain one or more of 
the counterterm vertices generated by ( 5.6.6). Each counterterm can then be 
decomposed into a sum of terms by applying (5.6.7) at each counterterm 
vertex. Each term has each of the counterterm vertices replaced by the 
overall divergence of some graph. Then in the result, each term T 
corresponds to a unique basic graph b(T)e B. 

So we have 

GN= r(G+ L r). 
G b(T)=G 

(5.6.8) 

On the other hand, we have constructed the renormalization of each of the 
graphs G by writing 

R(G) = G + L Cy(G). (5.6.9) 
ys;G 

Each of the terms Tin (5.6.8) is constructed by replacing each of a set of one 
or more disjoint 1PI subgraphs y1, ••• , y1 by its counterterm given by 
iD1,(G). On identifying yin (5.6.9) with y1 uy2 ···uy1, we expect that 

Gn = LR(G). (5.6.10) 
G 

This result would be obvious, were it not that the symmetry factors do not 
manifestly match up. 

The problem is illustrated by Fig. 5.6.1. There the basic graph is (a), and 
the complete set of subtractions needed to renormalize it consists of (b}-(e). 
Now the symmetry factor for (a) is 1/8: There is a factor 1/2 for each self­
energy graph and an overall1/2 for the top-bottom symmetry ofthe whole 
graph. Each of the subtractions (b) and (c) has a symmetry factor 1/4, since 
the remaining factor 1/2 goes into the counterterm for the self-energy. Both 
graphs (b) and (c) are equal. 

<>O 
(a) (b) 

-o-o (e) 

(c) (d) 

Fig. 5.6.1. Renormalization of a graph, to illustrate symmetry factors. 
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Considered as Feynman graphs, these are the same graph, but with 
symmetry factor 1/2. So they give one term with factor 1/2 in (5.6.8) (derived 
from the Lagrangian), while in (5.6.9) (from the recursion formula) there 
are two equal terms with factor 1/4. The end result is the same. We must 
consider (b) and (c) as distinct graphs when defining R(G), since they 
correspond to different regions of loop-momentum space- we must take 
each momentum variable to be distinguishable. 

To construct a general proof is tedious. The symmetry factor of a graph G 
is 1/N(G), where N(G) is the dimension of the graph's symmetry group. So 
we write 

G= G/N(G), (5.6.11) 

where the overbar indicates computation ignoring all symmetry factors. 

Similarly we define C( G) by 

C(G) = C(G)/ N(G). 

Now the renormalized value of a graph G is 

R(G) = G + I Cy(G) 
y<;;G 

= N;G)[ G+ ~C1(G) J 

~ N:G)G+ ~(2(:;)[ ~/N,C,(G)J 

(5.6.12) 

(5.6.13) 

In the last line we have observed that y is a disjoint union of 1PI graphs y1 , 

y2 , .... Moreover, we have explicitly indicated the symmetry factors 1/N; = 
1/N(y;) for each Y; which is replaced by its overall counterterm. For a 
given sub graph y = u Y; the symmetry groups of the y;'s are a commuting set 
of subgroups of the symmetry group of G. Therefore the quantity 

N(G)/fl N; must be an integer. 
i 

Next, consider the Green's functions generated by the Lagrangian (5.6.2), 
as in (5.6.8), 

GN = ~ { N;G) G + 1~~ N(~/y) Cy(G) }· (5.6.14) 

Here we have observed that each graph containing one or more counter­
terms is generated from a basic graph by replacing some 1PI subgraphs 
y1 , ... , Yi bycounterterms. We write y as the union of the y;'s. Then we let G/y 
be the graph resulting from substituting counterterms for the y;'s. By the 
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definition of the counterterm Lagrangian, the result is the same as Cy(G), 
aside from symmetry factors. The prime on the I' indicates that only y's 

giving distinct Feynman graphs are considered. (Thus, for example, 
Figs. 5.6.l(b) and (c) are not counted separately.) Thus, if we define 

K(G, y) =[number of graphs y' for which G/y = G/y'], 

then we must prove that 

K(G, y) = N(G) . 

[ lfN;]EN(G/y)J 

(5.6.15) 

It is easiest to couch this final step in the language of group theory. The 
denominator of the right-hand side of (5.6.15) is the product of dimensions 
of commuting subgroups of the symmetry group of G. (Note that, for 
example, two ¢ 3 counterterms generated by different self-energy subgraphs 
are counted as different.) These subgraphs generate another subgroup, of 
which the set of cosets in the symmetry group of G has exactly the 
dimension of the right-hand side of (5.6.15). But, concretely, each coset 
corresponds to one of the graphs counted by K(G, y). 

5. 7 Renormalizability 

5.7.1 Renormalizability and non-renormalizability 

In this section we explain the properties of renormalizability, non­
renormalizability, and super-renormalizability of a field theory. We do this 
first for every order of perturbation theory, and then we consider to what 
extent the properties are true beyond perturbation theory, for the complete 
theory. The method in perturbation theory is power-counting and dimen­
sional analysis. 

Consider first ¢ 3 theory in a space-time of integer dimension d0 . We have 
seen how to renormalize it to get finite Green's functions by adding 
counterterms (5.6.5) to the Lagrangian. Each counterterm is a polynomial 
in the field ¢ and its derivatives. The theory is called renormalizable if the 
only counterterms needed are proportional to the terms (8¢)2, ¢ 2 , and ¢ 3 

present in the original Lagrangian .2 0 + .2 b· This is equivalent to saying 
that the Lagrangian has the form 

.2 = (8¢0 ) 2 /2- m~</J~/2- g0</J~/3 !, (5.7.1) 

where the bare field ¢ 0 is Z 112¢. The bare mass m0 , the barecouplingg0 , and 
the field-strength renormalization Z each have singular behavior as the 
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ultra-violet regulator is removed. A linear term ~hlj> is needed as well. We 
may regard it as being present in the original Lagrangian. In any event it is 
only a single extra coupling. It can be ignored if we impose the 
renormalization condition that (Ojlj>jO) = 0 to determine ~h. and if we 
ignore tadpole graphs. 

We generalize to an arbitrary theory by calling a theory renormalizable if 
the Green's functions of its elementary fields can be made finite by rescaling 
the fields (in a cut-off dependent way) and by making some suitable cut-off 
dependent change in the couplings and masses. 

In perturbation theory we determine whether or not we have re­
normalizability by examining the possible values of the degree of diver­
gence ~G) for the 1PI graphs. For every graph G a counterterm is needed if 
~(G) ~ 0. As we will prove in Section 5.8 the counterterm C( G) is a 
polynomial of degree ~(G) in the external momenta, and provided we use a 
scheme like dimensional regularization that preserves Poincare in variance, 
the counterterms are Poincare invariant. 

Let us now determine whether or not 4> 3 theory in d space-time 
dimensions is renormalizable. In d space-time dimensions theN-point 1PI 
graphs have dimension (in momentum space) 

d(GN) = N + d- Ndj2. 

Then (by (3.3.12)) the degree of divergence of a graph for GNat order gP is 

~(GN) = d + (1- dj2)N + (d/2- 3)P. (5.7.2) 

Note that the minimum value of P to have a one-loop connected graph 
is N, 

Inspection of (5. 7.2) shows that if d > 6 then, for any value of N, there can 
be made N-point graphs with arbitrarily high degree of divergence by going 
to large enough order in g. The theory is therefore not renormalizable if 
d > 6, and the non-renormalizability is a direct consequence of the negative 
dimension of g. 

d=3-o 
d=4-o-. -D· --<D 
d=5 -o-' --(>-. -<D-· 

and tadpole graphs to 4 loops 

Fig. 5.7.1. All the graphs with overall divergences in ¢ 3 theory at those space-time 
dimensions where it is super-renormalizable. 
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If d = 6, only the one-, two-, and three-point functions are divergent, with 
degree of divergence 4, 2, and 0, respectively. The permissible counterterms 
are just terms of the form of those in fl' 0 + fl' b• so the theory is 
renormalizable if d = 6. Moreover, there is a divergence in every order of g 
(except for tree graphs, of course). 

If d = 3, 4, or 5, then only a finite set of graphs, illustrated in Fig. 5.7.1, 
have overall divergences, and renormalization is needed only for the mass 
and for the tadpole coupling. Again we have renormalizability. 

5.7.2 Cosmological term 

Strictly speaking, we should also consider Feynman graphs with no 
external lines. These are the vacuum bubbles. They generate the energy 
density of the vacuum, and normally are ignored. But in gravitational 
physics, they cannot be ignored. Counterterms for such graphs (present in 
4J 3 theory whenever d :2:: 2) are proportional to the unit operator. They are a 
renormalization of what in General Relativity is the cosmological constant. 
A counterterm is even needed for free-field theory - where the divergence is 
conventionally removed by normal-ordering (see, for example, Bjorken & 
Drell (1966)). We see that normal-ordering is nothing but a primitive form 
of renormalization. 

5.7.3 Degrees of renormalizability 

It is convenient to distinguish three types of renormalizable theory: 

(1) Finite: no counterterms needed at all. 
(2) Super-renormalizable: only a finite set of graphs need overall counter­

terms. 
(3) Strictly renormalizable: infmitely many graphs need overall counter­

terms. (But note that they only renormalize a finite set of terms in the 
basic Lagrangian, since we assumed renormalizability of the theory.) 

Finiteness or super-renormalizability normally occur when all the coup­
lings in the basic Lagrangian have positive dimension. 

Note that in a super-renormalizable theory, the number of divergent 
basic graphs is infinite. For example, even if there is only one graph y with 
an overall divergence, any graph containing y as a subgraph is divergent. 
However all such graphs become finite after adding to y its counterterm, so 
only one counterterm, C(y), appears in the Lagrangian. 

Mathematical physicists (see Glimm & Jaffe (1981)) have investigated 
renormalizability beyond perturbation theory. This is important, since 
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perturbation series are in general asymptotic series rather than convergent 
series. Thus one cannot simply sum the perturbation series to obtain the 
complete theory. Even so, it has been proved for many super­
renormalizable theories that perturbation theory gives an exactly correct 
account of the divergences. (A much investigated case is ¢ 4 theory in two 
and in three space-time dimensions.) 

In a super-renormalizable theory, the series for a bare mass or coupling in 
terms of the renormalizable quantities has a finite number of terms. 
Therefore the series converges, and one only has to prove that (a) 
perturbation theory is asymptotic to the true theory, and (b) there are no 
terms like exp (- 1/g) in the bare masses or couplings that are smaller than 
any power of g. The rigorous proof amounts to showing that in summing 
the perturbation series to a finite order, the error is correctly estimated by 
the first term omitted. In particular, this applies to the existence of any 
possible ultra-violet divergence. 

Rigorous proofs are not yet available for any strictly renormalizable 
theory. One difficulty is obvious: the series for, say, the bare coupling, g, is 
an infinite series, each term of which diverges as the UV cut-offis removed. 
Since the series is presumably asymptotic rather than convergent, one 
cannot directly obtain any information about renormalization in the full 
theory: the error obtained in using a truncated form of the series is of the 
order of the first term omitted, and that is always divergent. 

It might even appear that perturbation theory has no light at all to shed 
on the question of renormalizability of the full theory. This is in fact not so, 
as we will see when we discuss the renormalization group in Chapter 7. If 
the theory has the property called asymptotic freedom then a series of 
suitable redefinitions of gallows short-distance phenomena to be computed 
reliably. In particular the UV divergences can be computed in terms of 
weak coupling series without divergent coefficients. It is sensible to 
conjecture that a suitably refined analysis can be made to obtain rigorous 
bounds of the errors so that the perturbative results correctly give the 
divergences. Monte-Carlo studies of the functional integral (Creutz & 
Moriarty (1982)) support this conjecture. In four dimensions, only certain 
non-abelian gauge theories (including QCD) are asymptotically free (Gross 
(1976)). 

We will also see in Chapter 7 that in non-asymptotically free theories, 
like ¢ 4 and QED in four dimensions, perturbation theory cannot reliably 
describe short-distance phenomena. There are, in fact, indications 
(Symanzik (1982)) that the full¢ 4 theory is not renormalizable, contrary to 
the situation order-by-order in perturbation theory. 
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5.7.4 Non-renormalizability 

For theories which are not renormalizable in perturbation theory, there are 
many possibilities. Among them are the following: 

(I) There is only a finite set of 1PI Green's functions which have overall 
divergences. A typical case is ¢ 3 theory in six or fewer space-time 
dimensions when the basic Lagrangian, 

(5. 7.3) 

has no term linear in¢. The one-, two-, and three-point functions have 
divergences, but there is no term he/> whose coupling can be re­
normalized to cancel the divergence of the tadpole graphs. However, 
addition of such a term generates a renormalizable theory. More 
generally, suppose we have a finite set of overall-divergent Green's 
functions. A renormalizable theory is generated by adding a finite set of 
extra interactions. 

(2) There is an infinite set of Green's functions with overall divergences. 
However, for all but a finite set of the Green's functions, the divergences 
cancel after summing over all graphs of a given order. (There are no 
known cases of this.) 

(3) As for case 2, except that the divergences cancel only for the S-matrix, 
rather than for all otT-shell Green's functions. An important case is a 
spontaneously broken gauge theory, when it is quantized in its unitary 
gauge. 

(4) The theory is made renormalizable by going beyond perturbation 
theory in some systematic and sensible way. One case (as in the Gross­
Neveu (1974) model- see Gross (1976)) is of a theory that is strictly 
renormalizable and asymptotically free for some dimension d = d0 , and 
that is considered in some dimension d slightly greater than d0 • 

(5) As for case 1, except that the extra terms make physical nonsense. A case 
is the Yang-Mills theory with a mass term in F eynman gauge. Then the 
extra terms destroy unitarity ('t Hooft (1971a)). 

(6) None of the above. 

Roughly speaking, there are no general rules. Each case must be handled 
separately. Only for the last two cases (5 and 6) should a theory be called 
non-renormalizable. A fundamental theory should be renormalizable, for 
otherwise either physical quantities are actually infinite or they are finite, 
but an infinite set of parameters is needed to specify the finite parts of the 
counterterms. 

Nevertheless, a statement that a particular theory is non-renormalizable 
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is really a statement of ignorance: nobody has found a way to construct a 
physically sensible version of the theory. (Cases 1 to 5 are where somebody 
has found a way.) In practice, when a theory is labelled non-renormalizable, 
what is usually meant is that the theory is not renormalizable order-by­
order in perturbation theory; such a statement can be proved by calculating 
a finite number of graphs. 

Within the usual functional-integral approach (with a lattice cut-oft), not 
only has the complete cp4 theory been proved renormalizable for d = 2 and 
3, but it has been proved non-renormalizable ford> 4 (Aizenman (1981)). 

5. 7.5 Relation of renormalizability to dimension of coupling 

To prove perturbative renormalizability of a theory of scalar fields, we 
generalize the argument leading to (5.7.2). The argument will apply when no 
coupling has negative dimension. Renormalizability will hold with possibly 
the addition of extra interactions (like the hcp term in cp 3 theory) whose 
coefficients have non-negative dimension. Our proof will easily generalize 
to theories with fermion and gauge fields. The problems we will encounter 
in gauge theories will all be to do with the question of whether these extra 
terms are compatible with the gauge invariance. But we will leave these 
questions to Chapter 12. 

Let a general term in ftl or ftl ct be written schematically as 

(coupling f)(derivative)A (field)N. (5. 7.4) 

The vertex generated by this term is one possible graph for the 1PI Green's 
function r N with N external lines. Thus the dimension of r N satisfies 

(5. 7.5) 

Since no coupling has negative dimension, the degree of divergence of any 
graph for r N is at most d(r N), as we saw from examples in Section 3.3.3, and 
as we will prove in Section 5.8. That is, the degree of divergence b(r N) 
satisfies 

(5.7.6) 

with equality only for graphs all of whose couplings have zero dimension. 
To renormalize the N-point graphs, we add counterterms of the form 

(5. 7.4) with at most b(r N) derivatives. So the possible counterterms satisfy 

(5.7.7) 

The last inequality follows since a counterterm with A derivatives is needed 
only if the degree of divergence is at least A. From (5. 7. 7) it follows that we 
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need no couplings of negative dimension, given that none are present in the 
original Lagrangian. 

Some of the couplings generated as counterterms may not be present in 
the original Lagrangian even if it contains no couplings of negative 
dimension. But the number of new couplings needed is nevertheless finite, 
because only a finite set of counterterms satisfy (5. 7. 7). 

5.7.6 Non-renormalizable theories of physics 

From the discussion above, it is natural to conclude that a theory of physics 
should be renormalizable. In fact, the strong, electromagnetic, and weak 
interactions appear to be described by a renormalizable theory. This theory 
is a combination of quantum chromodynamics for strong interactions and 
the Weinberg-Salam theory for weak interactions. 

Around 1970 there was a revolution in the theory of weak interactions 
when it was discovered that non-abelian gauge theories are renormalizable. 
It is precisely one of these theories that was found to be necessary to 
construct a renormalizable theory of weak interactions in agreement with 
experiment. See Beg & Sirlin (1982) for a historical review. 

Unfortunately, this progress has not extended to gravity. Einstein's 
theory of general relativity is non-renormalizable, after quantization, and 
there is no very promising alternative. (This situation exists despite many 
significant attempts to improve it- Hawking & Israel (1979).) 

It is a mistake to suppose that non-renormalizable theories should be 
banished from consideration. Remember that for many years weak 
interactions were successfully calculated using the 'four-fermion' theory, 
which is non-renormalizable. For most purposes, weak interactions could 
be adequately treated in the lowest order of perturbation theory, where no 
renormalization is needed. But the non-renormalizability of higher-order 
calculations raised the question of consistency of the theory: is it legitimate 
to calculate even an approximation to a nonsensical (i.e., non-existent) 
theory? Will the results of calculations mean anything? The same questions 
arise in gravity. There, the classical theory of general relativity is very 
successful, but the quantized theory is badly non-renormalizable. 

We must therefore understand how and why we may use non­
renormalizable theories in physics. 

Now, to perform consistent calculations in any theory which contains 
ultra-violet divergences, we must impose an ultra-violet cut-off, M, of some 
sort. In the case of a renormalizable theory we can take M to infinity and 
obtain finite results that are insensitive to the cut-off. Another related 
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property of a renormalizable theory is the decoupling theorem of 
Appelquist and Carazzone, which we will discuss in Chapter 8. This 
theorem applies to a renormalizable theory which contains fields whose 
masses are much bigger than the energies of the scattering processes under 
consideration. The theorem states that the heavy fields can be deleted with 
only a small effect (suppressed by a power of the heavy mass) on cross­
sections, etc. The hallmark of a renormalizable theory is in fact that it is 
complete in itself. It contains no direct indications of whether it is only part 
of a larger and more complete theory. 

These statements are false for a non-renormalizable theory. Consider the 
old four-fermion theory of weak interactions. Its coupling is G -10- 5 

GeV- 2 • We cannot take the UV cut-off arbitrarily large, for an nth order 
graph has a divergence of order 2n; it behaves like (M 2Gt for large cut-off 
M. Counterterms to make the graph finite need a correspondingly large 
number of derivatives, but only a finite number of counterterms are 
available. Hence we cannot take the cut-off to infinity, and if we want 
insensitivity to the cut-off we must take M ~ G- 112• Moreover, the energy, 
E, of the process under consideration must be much less than M, otherwise 
the calculation is dominated by details of the cut-off procedure. In other 
words, the four-fermion interaction is a good approximation to physics 
only if E ~ M ~ G- 112 • The minimum possible relative error of calculations 
is of the order of the maximum of M 2 G and E2 jM 2 • 

Now, it is always possible in principle to do experiments at arbitrarily 
high energy. So the applicability of four-fermion theory at low energies 
implies that at energies rather below G- 112 ,...., 300 Ge V there is new physics. 
That is, the four-fermion theory becomes incorrect at that energy. The last 
fifteen years of weak interaction physics confirms this. (See, for example, 
Bjorken (1982)) 

For gravity, the corresponding energy scale is the Planck mass, of the 
order of 1019 GeV. This is extremely far beyond the range of normal 
accelerator experiments. Evidence for phenomena on such an energy scale 
must come from much more esoteric observations. Examples might be 
found in certain areas of the cosmology of the early universe, or from seeing 
the decay of a proton (Langacker (1981)). 

In any case, a non-renormalizable theory contains indications that it 
cannot describe all phenomena. It contains the seeds of its own destruction 
as a viable theory of a field of physics. So, given a successful non­
renormalizable theory, one must ask the following questions: (1) 'Of which 
more complete theory is it a part?' (2) 'How is it related to that theory?' An 
example is given by the relation between the Weinberg-Salam theory, 
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I~X 
Fig. 5. 7.2. W -boson exchange gives an effective four-point interaction at low 

energies. 

which is renormalizable, and the four-fermion theory, which is not. The 
four-fermion theory arises as an approximation to W-boson exchange at 
low energy (Fig. 5.7.2). One replaces the propagator 

ij(q 2 - m~), 

for the W-boson, by 

i/(- m~). 

The graph is suppressed by factor of at least E 2 jm~ compared to photon 
exchange. It gives an example of the decoupling theorem: the heavy 
particles have small effects at low energies. 

The only reason we can see such effects is the high degree of symmetry of 
the strong and electromagnetic interactions. These interactions conserve P, 
C, T, and the number of each flavor of quark and of each flavor of lepton. 
Weak-interaction amplitudes are much smaller than strong-interaction or 
electromagnetic amplitudes for similar processes, and are therefore nor­
mally invisible. But there are many processes that are completely forbidden 
in the absence of weak interactions; for these, any weak-interaction cross­
section, no matter how small, is all there is. 

So one important way in which a non-renormalizable theory arises is as a 
low-energy approximation to a renormalizable theory in a process that is 
forbidden in the absence of the heavy fields. The heavy fields effectively give 
a cut-off on the non-renormalizable theory. Then, for example, the four­
fermion coupling G is computable in terms of the underlying theory via a 
formula like 

G =constant g2 jm~ + higher order corrections in g. 

Here g is the dimensionsless coupling of the Weinberg-Salam theory. One 
manifest characteristic of this non-renormalizable theory is the weakness of 
its interactions. Also note that a higher power of G is a higher inverse power 
of m~. We are taking the leading power of mw as mw gets large, so it is in 
general incorrect to calculate in the non-renormalizable theory beyond 
lowest order. Higher-order calculations must be done in the full theory. 

A slightly different situation arises in gravity. There one must perform 
calculations beyond tree approximation, since gravitationally bound states 
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like the solar system are formed by multiple exchange of gravitons. 
Counterterms are generated involving higher-derivative interactions (e.g., 
R 2 , R;v. etc.). The ambiguity in the finite parts of these counterterms gives 
an uncertainty in the Green's functions. However the uncertainty is a power 
of momentum divided by some large mass scale, and is negligible for low­
momentum-transfer processes. In weak interactions, the size of the higher­
order corrections is of the same order of magnitude as the intrinsic error in 
the calculations, but in gravity this is not so because of the zero mass of the 
graviton. 

Another difference is that gravity is actually the strongest of the four 
fundamental interactions when considered on a large enough scale. In 
contrast, on atomic or molecular scales, it is the other three interactions 
that are by far the strongest. However, the strong and weak interactions 
have a finite range, so that they are essentially zero outside the nucleus. 
Particles can have both signs of electric charge, so that bulk matter, if 
charged, tends to attract charge of the opposite sign to it. Bulk matter is 
therefore generally neutral. But gravity couples to mass or energy, so it is 
always attractive. Hence gravity wins out as the strongest interaction for 
large enough assemblages of matter. However at nuclear and atomic scales, 
it is negligible by a factor of about 1040 compared to the other interactions. 

Let us summarize by restating the key conclusion about the distinction 
between renormalizable and non-renormalizable theories. A non­
renormalizable theory considered at low energy gives some indications that 
at high enough energies it must break down, and cannot be a complete 
theory. A renormalizable theory gives no such indication. 

5.8 Proof of locality of counterterms; Weinberg's theorem 

In our examples, we saw that the counterterm C(G) of a graph G is a 
polynomial in its external momenta, of degree equal to its overall degree of 
divergence <5(G). This is a general property, as we will now prove. 

The original proof of this theorem and some related results is due to 
Weinberg (1960); a simpler proof was given by Hahn & Zimmermann 
(1968). It is useful to distinguish three results: 

(1) Suppose that a 1PI graph G and all its 1PI subgraphs have negative 
degree of divergence. Then the graph is finite. That the degrees of 
divergence of the graph and subgraphs are negative means that there is 
no divergence when all or some of the loop momenta go to infinity 
together, with the other momenta finite. The problem is to eliminate the 
possibility of a divergence from more exotic scalings. 
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(2) Suppose that a 1PI graph G has negative degree of divergence, but that 
it might have subdivergences. Then the graph is finite if we first subtract 
off subdivergences. More simply, if b(G) < 0 then R(G) is finite. 

(3) If a 1PI graph G has degree of divergence b(G), then its overall 
counterterm C( G) is polynomial in the external momenta of G of degree 
b(G). 

Property (1) is a trivial case of (2). We will reduce (3) to (2) by the same 
differentiation method as we· used in Section 5.2.2. The proofs will be by 
induction. This naturally suggests that we use the recursive definition of the 
renormalization R( G) of G. 

One generalization is useful. It is that the renormalization prescription 
may be chosen so that result (3) reads ('t Hooft (1973), Weinberg (1973), and 
Collins (1974)): 

(3') If a 1PI graph G has degree of divergence b(G), then its overall 
counterterm C( G) is polynomial in the external momenta of G and in the 
massive parameters in the Lagrangian. (The parameters in question are 
the masses of fermions and the squared masses of bosons.) The 
dimensions of the terms in the polynomial are at most b(G). 

5.8.1 Degree of counterterms equals degree of divergence 

We first prove Property (3), that the overall counterterm C(G) of a 1PI 
graph is polynomial in the external momenta of degree b( G). We will do this 
assuming Property (2), that a graph with its subdivergences subtracted is 
finite if its degree of divergence is negative. Let G be a 1 PI graph with degree 
of divergence b(G) ~ 0. We will consider R(G), which is G plus counterterms 
for its subdivergences. Following Caswell & Kennedy (1982), let us 
differentiate the graph b(G) + 1 times with respect to external momenta. 
This produces a result that has negative degree of divergence. We 
differentiate not only the graph G, but also its various counterterm graphs 
Cy(G). The aim is to show that the result is actually convergent. To do this 
we will show that the differentiated counterterm graphs are the correct 
counterterm graphs for the differentiated original graph. This may sound 
obvious, but there are some subtleties, so we will give the details. 

Let the external momenta of G be p1 , ••• , Pn· Its renormalized value is 

= R(G) + C(G) 

= R(G)- TG 0 R(G). (5.8.1) 
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Let a denote differentiation with respect to one of the external momenta, 
and let a;. denote any A.~fold differentiation with respect to the external 
momenta. The property to be shown is that o'-R(G) is finite if A.> b(G). (It is 
clear from naive power-counting that b(o'-G) = b(G)- A..) 

Suppose we ensure that differentiation commutes with the basic 
subtraction operator TY. This amounts to imposing a very natural relation 
between the finite parts of, for example, Ty(oG) and TY(G). (The relation is 
satisfied by the pole-part subtractions, but it is possible to choose exotic 
renormalization prescriptions not satisfying the hypothesis.) Then for any 
graph y we have 

oC(y) = C(oy). (5.8.2) 

It follows that, for the original graph, we have 

a;.R.(G) = R.(o;.G). (5.8.3) 

The point here is that a differentiation when acting on a graph gives a 
number of terms, in each of which one of the propagators or vertices is 
differentiated. It is a simple generalization of the argument given in 
Sections 5.2.2 and 5.2.3 for specific graphs that the counterterms for 
subgraphs of G are the correct ones after differentiation in (5.8.3). 

Now R(o;.G) is the sum of a graph o'-G that has negative degree of 
divergence and the counterterm graphs for its subdivergences. Hence by 
Property (2) it is finite, so that we may choose the subtraction operator Tto 

give zero. Therefore the counterterm in (5.8.1) for the undifferentiated graph 
is polynomial of degree b(G) in the external momenta. 

The same argument (Collins (1974)) also shows that counterterms are 
polynomials in mass. Here it is necessary to note that differentiation with 
respect to m2 does not automatically reduce the degree of divergence. This 
only happens if counterterms for subdivergences are polynomial. If a 
counterterm has a piece proportional to In (m2) then differentiating with 
respect to m2 leaves the degree of divergence unchanged. The proof merely 
demonstrates that it is always possible to choose counterterms to be 
polynomial in m2 ; it is not compulsory. 

5.8.2 R(G) is finite if b(G) is negative 

It was evident in one-loop examples that a graph with degree of divergence 
b is renormalized by a local counterterm of degree b in the external 
momenta. To generalize the result to an arbitrary graph, we constructed a 
renormalization procedure which involved computing the counterterm for 
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a 1P,I graph only after subtracting subdivergences. We differentiated the 
graph {J + 1 times with respect to its external momenta to prove its 
counterterm to be local and of degree fJ. This proof relied on assuming the 
following statement: 

If a graph has negative degree of divergence and has its subdivergences 
subtracted according to the rules, then it is finite. More briefly, if fJ(r) < 0 
then R(r) is finite. 

This statement sounds extremely plausible. It is nevertheless in need of 
proof. We have to ensure that the subtraction procedure actually accom­
plishes its purpose of removing the subdivergences. (That is, there are no 
spurious divergences induced by the procedure.) In addition, we normally 
only consider the divergences as arising from regions in which some loop 
momenta go to infinity, all at the same rate; this generates the usual power­
counting. It is necessary to eliminate more exotic possibilities. 

The most important problem, which is the one we will examine, is to treat 
the case that a collection of loop momenta go to infinity, but at different 
rates. In Section 5.2.2, we examined the special case of Fig. 5.2.1. The 
general case is very similar. Inductively, we assume that properties (1) to (3), 
listed at the beginning of Section 5.8, are true for all smaller graphs than the 
graph Gunder consideration. We consider regions of the integration over 
loop momenta where all or some momenta go to infinity, not necessarily at 
the same rate. We will eliminate them as possible sources of additional 
divergences. If all the momenta go to infinity together, then the negative 
overall degree of divergence means that there is no actual divergence from 
this region. 

If some momenta stay finite while the others go to infinity (not necessarily 
at the same rate), then let y be the subgraph consisting of all those lines with 
the large momenta. Our inductive hypothesis ensures that all the resulting 
divergences are cancelled by counterterms for subgraphs. 

The remaining case is that all of the loop momenta go to infinity, but 
again not at the same rate. Let k denote the components of the smallest 
momenta, and let I denote the rest. (Our notation is meant to copy that used 
for Fig. 5.2.1, and so is the proof.) Let y be the subgraph consisting of all 
those lines carrying the loop momenta I. It may be a single 1PI graph or a 
disjoint union of 1PI subgraphs. Let these 1PI subgraphs be y1, ... , YL· 
Expand each subgraph in powers of its external momenta up to its degree of 
divergence. The remainder for each subgraph is really a graph with negative 
overall degree of divergence; the contribution vanishes as I goes to infinity, 
so we should have set I= O(k). The expanded terms contribute just as they 
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did for Fig. 5.2.1. After subtraction of divergences we have a factor in the 
integral over k corresponding to the dimension of the subgraph. 

We gloss over here some of the important details, notably what happens 
to the value of a general subgraph when some of its external momenta get 
large. But the main lines of the argument should be apparent. 

The structure of the proof is the same as in subsection 5.2.2 and the result 
is the same. 

5.8.3 Asymptotic behavior 

Weinberg (1960) not only proved the convergence theorem stated above 
with more complete rigor, but he also investigated what happens when 
several of the external momenta p 1 , p2 , .•• , P. of a graph y get large in the 
Euclidean region. They are assumed all to be of an order Q, with the ratios 
pj /Q fixed as Q--+ oo. None of the sums of subsets of pj/Q vanish. Weinberg 
then states how to find the asymptotic behavior: 

(1) Consider any subgraph y connected to all the lines carrying the large 
momenta. Let all the loop momenta of y be of order Q. Compute the 
power of Q: Qay. 

(2) Look at all such subgraphs. Let aY have a maximum value a. 
(a) If there is a unique graph with this maximum power, then rex Qa as 

Q--+ 00. 

(b) If there are several subgraphs with aY =a, then let N be the number of 
such subgraphs. The asymptotic behavior is: 

r = Qa[AoBo +AI Blln Q + AzBz(ln Q)2 + ... AN-I BN-1 (In Qt- I J 
+O(Qa- 1). (5.8.4) 

Here the A;'s are functions of those momenta that are fixed as Q--+ oo 
and the B;'s are functions of the finite quantities pj/Q. 

This theorem is needed inductively in the guts of the convergence theorem 
proved in the last subsection. Its proof is similar. 

It is not obvious that this part of Weinberg's theorem is of much use for 
physics, other than for its part in this convergence proof, since the 
asymptotic behavior is of Euclidean momenta. However, in the deep­
inelastic scattering of a lepton on a hadron, there is a photon or a weak 
interaction boson that is far off-shell. The momentum carried by the boson 
is effectively Euclidean, and Weinberg's theorem applies. We will see this in 
Chapter 14. There are also generalizations to other intrinsically 
Minkowskian situations (e.g. Amati, Petronzio & Veneziano (1978), Ellis et 
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al. (1979), Libby & Sterman (1978), Mueller (1978, 1981), Stirling (1978), and 
Buras (1981)). These are beyond the scope of the present book. 

5.9 Oversubtractions 

We showed how to renormalize a Feynman graph by making subtractions 
for the divergent subgraphs and for the overall divergence of the graph. It is 
possible, however, to make subtractions on graphs that are not divergent. 
Subtractions can also be made with a higher degree polynomial in the 
external momenta than called for by the degree of divergence. Either of 
these cases is called oversubtraction. Now, the general form of the 
renormalization, either by the recursive method or by the forest formula, 
did not specify the exact form of the subtraction operator T. So 
oversubtractions can be made without changing the general formalism. 

There are two important uses for oversubtractions. The first is when we 
wish to use 'physical values' of masses or couplings as the renormalized 
parameters. We will discuss this in a moment. The second use is to construct 
operator product expansions. There, subtractions are made not only to 
cancel UV divergences but also to extract asymptotic behavior as some 
external momenta get large. We will discuss this later in Chapter 10. 

5.9.1 Mass-shell renormalization and oversubtraction 

We have considered renormalization as the procedure of removing 
divergences. Another point of view comes from the observation that one 
cannot observe directly the mass and coupling parameters that appear as 
coefficients in the Lagrangian. For example, consider a theory where each 
field has a corresponding single-particle state. Then the masses that are 
measured are those of the single particles, and it is often sensible to 
parametrize the theory in terms of these masses. Similar remarks can be 
applied to couplings. (Thus in QED one normally parametrizes the theory 
by the electron's mass and charge, defined by the long-range part of its 
electric field.) It can also be convenient to rescale the fields so that each 
propagator has a pole of unit residue. 

In a simple renormalizable theory like ¢ 3 in six dimensions the 
renormalizations to accomplish such a mass-shell parametrization are 
precisely those necessary to cancel the UV divergences. Thus we may define 
the subtraction operator applied to a self-energy graph 1:(p2) to be 

T<ph) o1:(p2) = 1:(m;h) + (p 2 - m;h)1:'(m;h), (5.9.1) 
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so that the inverse propagator satisfies 

- i [p 2 - m;h- 1:ph(P2)] = - i(p2 - m;h) + O(p 2 - m;h)2, (5.9.2) 

as p2 ----+ m;h. We use the subscript 'ph' to indicate renormalization according 
to the mass-shell scheme. 

Of course, mass-shell renormalization is only one out of many re­
normalization prescriptions that we may use to cancel UV divergences. But 
we may also choose to renormalize in the absence of divergences. Consider, 
as an example, ¢ 3 theory again, but now in four dimensions. We may 
continue to use (5.9.1) and (5.9.2) for the renormalization of the propagator 
so we have a 'physical' parametrization. But all except the one-loop self­
energy graph have no divergence, so all the wave-function counterterms are 
finite and all but one of the mass counterterms are finite. The combinatorics 
of the renormalization procedure as described earlier all work unchanged. 

5.9.2 Remarks 

One important technical problem is to check that the oversubtracted and 
the normally subtracted theories differ only by a reparametrization. This 
can be done by the methods which we will describe in Sections 7.1 and 7.2. 

In the previous subsection 5.9.1, we took the point of view that 
renormalization is the process of reparametrizing the theory in terms of 
'physical' quantities. It should be noted that this is not always a useful point 
of view. In the first place, other renormalization prescriptions are more 
convenient for handling certain types of calculation. In the second place, 
there may be infra-red divergences that make the mass-shell structure of a 
theory not what one would naively expect: thus in QED the electron's 
propagator does not have a simple pole. And, finally, in some theories there 
are many more particles and couplings than independent parameters. This 
is very common in gauge theories. 

5.9.3 Oversubtraction on IPR graphs 

The aim of oversubtraction, generally, is to impose some condition on 
Green's functions. So far, we have assumed the condition to be imposed on 
the 1PI graphs, since those are the ones needing counterterms for 
divergences. However, consider ¢ 3 + ¢ 4 theory: 

.2 = (a¢)2/2- m2 ¢ 2 j2- f¢ 3!6- g¢4 /24 + counterterms. (5.9.3) 

Let us choose to renormalize at zero external momentum. Thus the self-
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I>--<Y<X 
(a) (b) (c) (d) 

Fig. 5.9.1. Subtraction of one-particle-reducible subgraphs. 

energy I: and the three-point 1PI function r< 3J satisfy 

di: 
I:(p2 = 0) = dp2(p2 = 0) = 0, 

r< 3J(Pi = p~ = p~ = 0) =lowest order= -if. (5.9.4) 

Following from our earlier work we might renormalize the four-point 
function r<4 J by requiring the sum of the 1PI graphs to be equal to their 
lowest order value at zero external momentum. However it is also sensible 
to impose instead the condition on the amputated four-point function q~JJ· 
These graphs are 1PI only in the four external lines. (We should amputate 
the graphs since the counterterm vertex will have attached to it external 
propagators.) Thus in addition to the three tree graphs of Fig. 5.9.1 (a)-(c), 
we require the counterterm, Fig. 5.9.l(d): 

Our general method of renormalization tells us that whenever we have a 
basic graph containing one of the graphs (a), (b), or (c) in Fig. 5.9.1 as a 
subgraph, there will be counterterm graphs in which this subgraph is 
replaced by the counterterm vertex (d). These counterterm graphs may be 
divergent even when the basic graph is finite. An example is shown in 
Fig. 5.9.2. In Fig. 5.9.2(a) if we impose the renormalization condition on the 
1PI functions only the graph (b) occurs as counterterm;(a) plus (b) is finite. If 
we impose the condition on amputated graphs we immediately meet graph 
(c) where the line A is replaced by its 1/3 share of the counterterm Fig. 
5.9.1(d). 

But graph (c) has a divergence, so we must renormalize it by a three-point 
counterterm to the subgraph consisting of the line A and the loop B. This is 

(a) (b) 

T 
(c) (d) 

Fig. 5.9.2. The subtractions of Fig. 5.9.1, inside a bigger graph. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


5.10 Renormalization without regulators 133 

shown in graph (d). Note that the graph consisting of line A and loop B has 
a subdivergence, but no overall divergence. Even so, the overall counter­
term in (d) is divergent. 

It is not difficult to see that the extra counterterms needed to impose the 
renormalization condition on the lPR amputated graphs do not change 
our results on renormalization. The instructions for renormalization in 
Sections 5.3 and 5.5 can be used provided only that we replace the term 'lPI 
subgraph' by 'amputated subgraph'. 

The use of subtractions on lPR graphs is too baroque for normal use. 
However it is a device that is useful for discussing the large mass expansion 
and the operator-product expansion (Chapters 8 and 10). 

5.10 Renormalization without regulators: the BPHZ scheme 

In setting up the renormalization procedure in Sections 5.3 and 5.5 we were 
careful not to use a specific definition of the subtraction operation. This was 
to allow for the choice of one out of the infinitely many possible 
renormalization prescriptions. An obvious one is the mass-shell sub­
traction procedure indicated in the last section. Another is the minimal 
subtraction procedure to be defined precisely in Section 5.11; we have 
already made much use of it. In this section we will explain the method of 
Zimmermann (1969), in which the subtractions are applied directly to the 
Feynman integrand, so that no regulator need be used. 

The starting point is the method due to Bogoliubov & Parasiuk (1957) 
and Hepp (1966), called the BPH scheme. They observed that the overall 
counterterm for a graph r is a polynomial of degree <)(r), its degree of 
divergence. So they defined the subtraction operator T{r) to be the terms 
up to order «5(r) in the Taylor expansion of r about zero external 
momentum. For example, consider the one-loop self-energy graph 
Fig. 3.1.1 in f/J 3 theory in six dimensions. Mter dimensional regularization 
its unrenormalized value is 

The terms up to order p2 in its Taylor expansion about p = 0 are 

-g2 
To};.a = 2{4n)di2 r{2- d/2} X 

(5.10.1) 

(5.10.2) 
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The renormalized value of the graph is ra- Tora. So at d = 6 this is 

g2 fl - 128n3 0 dx{ [ m2 - p2x(1 - x)] In [1 - p2x(1 - x)jm2 ] + p2x(1 - x) }. 

(5.10.3) 
Zimmermann's (1969) achievement was to realize that this construction 

can be applied directly to the integrand. Subdivergences are subtracted with 
the aid of his forest formula. Then the result is an integral which, according 
to power-counting, has no UV divergences. The integral therefore has in 
fact no divergences (Hahn & Zimmermann (1968), Zimmermann (1968)). 
This method is called BPHZ renormalization. 

In Section 3.4, we applied this method to the above graph, with the result 
(3.4. 7).1t can be explicitly calculated by putting all the terms over a common 
denominator and then using standard parametric methods. The result 
agrees with (5.10.3). 

An example involving a subdivergence is given by Fig. 5.10.1 for ¢ 4 in 
four dimensions. Let the renormali:zed integral be 

ig3 f 4 4 r BPHZ = 2(2n)8 d kd l/(pl, P2• P3• p4, k, /). (5.10.4) 

Fig. 5.10.1. A two-loop vertex graph in ¢ 4 theory. 

Then we will construct the integrand /. 
The unrenormalized integrand is 

1 1 1 1 
U = W- m2) [(k +[)2-m2] [(k + P3)2- m2] [(k- P4)2-m2] (5.10.5) 

Subtraction of the sole subdivergence gives 

- 1 1 1 
R(U) = U- UZ- m2)2 [(k + P3)2- m2] [(k- P4)2- m2] 

- 2k·l- k2 

W- m2)2 [ (k + 1)2 - m2] [ (k + P3)2 - m2] [ (k- P4)2 - m2]. 

(5.10.6) 
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Then the overall divergence is subtracted to give 

I= R(U) = R(U)- [R(U)] IPl =p, =p, =p.=O 

(2k·l + k2 ){ (k 2 - m2)[p~ + p~ + 2k·(p3 - p4 )] + (p~ + 2k· p3)(p~- 2k· P4 )} 

135 

W- m2)2(P- m2)2[(k + 1)2- m2] [(k + PJ)2- m2] [(k- P4)2- m2] 

(5.10.7) 
The BPHZ scheme has a number of advantages: 

(1) It is applied to the integrand and generates a convergent integral 
without requiring any regularization. 

(2) Thus it exhibits the fact that the properties of a renormalized field 
theory do not depend on which UV regulator is used. 

(3) Mathematically it is rather elegant. In particular there is no need to 
discuss directly the divergences of Feynman graphs; it is only required 
to have a theorem that tells us that a graph that is convergent according 
to the naive criteria is actually convergent. 

(4) It allows a very simple proof of the operator-product expansion. 

There are a number of disadvantages: 

(1) It is not the best scheme for theories (especially gauge theories) with 
complicated symmetries, where relations between counterterms have to 
be preserved; the scheme does not allow direct computation oft he value 
of a divergence. 

(2) The subtractions are made at zero momentum and therefore are infra­
red divergent in a massless theory. 

(3) When the scheme is generalized to handle massless theories, it becomes 
much more complicated (Lowenstein, Weinstein & Zimmermann, 
1974a, b). 

5.11 Minimal subtraction 

5.11.1 Definition 

It can be proved (Speer (1974) and Breitenlohner & Maison (1977a, b, c)) 
that, when dimensional regularization is used, the UV divergences of 
Feynman graphs appear as poles at isolated values of the space-time 
dimension d. Minimal subtraction ('t Hooft (1973))- the MS scheme­
consists of defining the counterterms to be poles at the physical value of d, 

d = 4. We have already used this scheme, in Chapter 3. Our purpose in this 
section is to make precise the definition of minimal subtraction. 

The main complication is that bare couplings have a dimension that 
depends on d, so that we must introduce the unit of mass Jl, as follows: 
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(1) Consider in turn the coefficient gi + bg; of each term in 2'. Let the 
dimension of gibe a;+ b;(4- d). Then we replace gi + bg; by f.l.b'<4 -dJ 

(g; + bg;). Thus the renormalized coupling g; and the counterterm bg; 
both have dimension a;, independently of d. 

(2) Let r be a 1PI graph to which it is desired to apply a subtraction 
operator T. Let the dimension of r be A + B(d- 4), and suppose the 
couplings all contain powers of f.1 as just explained. Then we define 

T(r) = f.J.B(d- 4l{pole part of (f.J.B(4-d)r) at d = 4}. 

The pole part is obtained by making a Laurent expansion about d = 4. 
We have arranged to take the pole part of a function whose dimension 
does not depend on d. 

(3) Suppose we are talking about a theory in a different number of physical 
dimensions than four. For example, we might be in c/J3 theory in six 
dimensions. Then the '4' in the above formulae is replaced by the correct 
physical value. 

For a simple graph with no subdivergences, like the one-loop self-energy 
in (5.10.1), this prescription amounts to subtracting the pole: 

I:~sl(d = 6) = !i_?! {-~~;d~: r(2- d/2) J: dx[ m2 - p2x(1- x)Jdi2- 2 

- [pole = 1;8~23 d/21- 3 (m2 - iP2) J} 
= 1;8~3 { [YE -1 -ln(4n)](m2- iP2) 

Jl [m2- p2x(1- x)]} + 
0

dx[m2-p2x(1-x)]ln 112 . (5.11.1) 

For graphs with subdivergences, the subdivergences must of course be 
subtracted before removing the overall pole. 

The ad vantages of the scheme are: 

(1) It automatically preserves complicated symmetries. The exceptions are 
chiral symmetries and the like, which in general cannot be preserved by 
quantization - see Chapter 13. 

(2) It has no problems with massless theories. In fact, dimensional 
continuation regulates both IR and UV divergences, thus removing the 
need for a separate IR cut-off. 

(3) Calculations are very convenient. 
(4) Computation of the divergent part of a Feynman graph- needed for 
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renormalization-group calculations- is almost trivial at the one-loop 
level. 

Some disadvantages of minimal subtraction are: 

(1) It is unphysical. 
(2) The proof of the operator-product expansion is made harder than in the 

BPHZ scheme. 

5.11.2 M S renormalization 

The MS scheme has found much use especially in work on QCD, where it 
has become standard. Another disadvantage that then appears is that 
minimal subtraction tends to produce large coefficients in the perturbation 
expansion. These are primarily due to the In (4n)- YE"' 1.95 term such as 
appears in (5.11.1). It has become conventional to work with a modified 

scheme, called the MS scheme (Bardeen, Buras, Duke & Muta (1978)). 
Here the f1 of the MS scheme is written as 

f1 = ;u( :: y12 ~ 0·38jt. 

Then we have, instead of (5.11.1), the cleaner form 

L(Ms) = - g2 {lp2 - mz 
a 128n3 6 

fl [m 2 - p2x(l- x)]} + 
0

dx[m2 -p2x(1-x)]ln !1 2 • 

5.11.3 Minimal subtraction with other regulators 

( 5.11.2) 

(5.11.3) 

Minimal subtraction could also be applied with other UV cut-offs. For 
example, if a lattice of spacing a is used, then the singular a----> 0 behavior of 
graph of degree of divergence {j is 

a-d[polynomial in ln(a)]. 

One can therefore define T{r) as the singular part of r, with the general 
form 

Pm., d P mu 1 
T(r)= I [In(aJ1)]PAo,p+ I I ----a[In(aJ1)]PA~.p· (5.11.4) 

p~! ~~~ p~oa 

After subtraction of subdivergences, the coefficients A~.P are polynomials in 
masses and momenta. Note again the appearance of a unit of mass. This 
scheme has found little use. 
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Composite operators 

In Chapter 2 we met a number of equations involving products of field 
operators at the same point. Examples are given by the equations of motion 
(2.1.10) and the Ward identities (2.7.6). These products we will call 
composite operators. When computed directly they have ultra-violet 
divergences: the product ¢(x)¢(y) makes unambiguous sense if xis not 
equal toy, but if x equals y then we have ¢(x)2 , which diverges. Since the 
equations of motion and the Ward identities express fundamental proper­
ties of the theory, it is useful to construct finite, renormalized composite 
operators with which to express these same properties. 

It could be argued that there is no need to have renormalized equations 
of motion. One could say that one only actually needs the equations of 
motion in the regulated theory, where they are finite. A situation of practical 
importance where we actually do need renormalized composite operators is 
the operator-product expansion, to be discussed in Chapter 10. This is used 
in a phenomenological situation such as deep-inelastic scattering 
(Chapter 14) where we wish to compute the behavior of a Green's function 
when some of its external momenta get large. Equivalently, we need to 
know how a product of operators, like ¢(x)¢(y), behaves as x-+ y. 

This information is contained in the operator-product expansion of 
Wilson (1969) which has the form 

¢(x)¢(y)"' c 1 (x- y)1 + c<J>2(x- y) [ ¢(y)2 ] + . . . . (6.0.1) 

Here the symbol [A(x)] denotes the renormalized operator corresponding 
to an unrenormalized composite operator A(x). The coefficients C(x- y) 
are c-numbers, and each has a subscript which labels the operator that it 
multiplies. 

Therefore in this chapter we show how to renormalize Green's functions 
of composite operators, e.g., 

(Oj T ¢(x)¢(y)¢2 (z)j0), 

(Oj T¢(w)¢(x)¢(y)2 ¢(z)2 j0), 

(Oj T¢(x)2 ¢(y)2 jO ). 

138 

(6.0.2) 
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We will first motivate the use of composite operators by seeing how the 
operator-product expansion arises in a low-order graph. Then we will 
examine the divergences that appear in low-order graphs for composite 
operators. We will see that we must expect multiplicative renormalization: 

(6.0.3) 

where [ 4> 2 ] is finite as the UV cut-off is removed, while Z.p2 is a divergent 
renormalization factor. The unrenormalized operator 4>(x)2 is divergent 
when the cut-off is removed. 

These examples will provide motivation to define renormalized com­
posite operators by application to Feynman graphs of the same R­
operation that we defined in Chapter 5. Mter discussion of a number of 
technical issues, we will derive some basic properties of the renormalized 
operators, including the equations of motion and the Ward identities. 

6.1 Operator-product expansion 

We will postpone a complete treatment of the operator-product expansion 
to Chapter 10. Here we merely wish to motivate our definition of composite 
operators with an example of their use. 

~ , _?+Pt+P2 

~P2 
(a) 

+Pt+P2 X 
- P2 

(c) 

Fig. 6.1.1. Take q-+ oo in these graphs to obtain the lowest-order example of the 
operator-product expansion. 

Consider the graphs of Fig. 6.1.1 for the four-point function in 4> 3 theory. 
We let q" go to infinity with p1 and p2 fixed, and with the ratios of the 
components of q fixed. Then lq2 1-+ oo. We expand the graphs in powers of 
q2 to find: 

Fig. 6.1.1 (a)+ (b),.., [ (p~ ~ m2) (p~ ~ m2 ) J~~):, (6.1.1a) 
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. [ - g2 J ig 
Fig. 6.1.1 (c)"' (p2 2)( 2 2)(( )2 2) -2 2x 1 - m P2 - m P1 + P2 - m (q ) 

(6.l.lb) 

In each term the dependence of p1 and p 2 has factorized. We now show 
that this is a case of an operator-product expansion like (6.0.1) (after 
Fourier transformation into momentum space). 

In (6.1.1 a) the factor in square brackets is in fact the value of the lowest­
order graph for the following Green's function: 

<OI T(fi(- P1);jJ(- P2)</>2(0)/210) 

= Jd4 x Jd 4 yexp( -ip1 ·x- ip2 ·y)<OJ Tlj>(x)lj>(y)lj>2 (0)/2JO). (6.1.2) 

We have not Fourier transformed the lj> 2 (0) operator, but have set it at the 
origin. If we had made the Fourier transform, then we would merely pick up 
a momentum-conservation <5-function, which we do not have in (6.l.la). 

To understand the appearance of the operator </> 2(0)/2 in (6.1.2), we may 
find a functional-integral formula for the Green's functions that appear in 
this equation. Since lj> 2 (0)means the product of two fields at the same space­
time point, such a formula follows from our work in Section 2.2. It is 

<OJ Tlj>(x)lj>(y)lj> 2 (0)/2JO) =% J[dA]A(x)A(yHA 2 (0)eis. (6.1.3) 

The Feynman rules for this Green's function can then be derived. They 
are the usual ones for the Green's function <OJ Tlj>(x)lj>(y)JO) with the 
addition t)lat each graph contains exactly one special vertex for the </> 2(0)/2 
operator. The lowest-order graph is shown in Fig. 6.1.2, where the special 
</> 2 /2 vertex is indicated by a cross. The value of the vertex is unity, for the 
explicit factor 1/2 in 4> 2 /2 gets cancelled. This happens in exactly the same 
way as the 1/4! in the 4> 4 interaction or the 1/3! in the lj> 3 interaction gets 
cancelled to leave a value- ig for an interaction vertex. 

The operator </>2(0)/2 is our first example of a composite operator (or 
composite field). By this term we mean, in general, a product of elementary 

Fig. 6.1.2. Lowest-order graph for two-point function of <f/. 
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fields (or their derivatives) at the same point. It is the properties of such 
operators that we will investigate in this chapter. 

We can write 

. 2ig2 - -
Ftg. 6.1.l(a) +(b)"' (q2)3 <OI Tcf>(p1 )cf>( P2)c/>(0)2/2IO), (6.1.4a) 

This is illustrated in diagrams by Fig. 6.1.3. 
In similar fashion, we derive an operator formula for (6.1.1b): 

F 611( ) "' ig2 [1- 2iq" __!._ (2m2+ D)- 4q~'q'ouo'] 
tg. · · c ( 2)2 2 !'> ·u + 2 4 X q q ux q q 

X <OIT~(pl)~(p2)cf>(x)IO>Ix=o· (6.1.4b) 

(a)+(b)-23 2ig
21\ 

(q ) 

Fig. 6.1.3. Generation of terms in the 
operator-product expansion from the 

graphs of Fig. 6.l.l(a) and (b). 

(c)-~ 'I coefficients x derivatives '2 ~ 
(q2)2 

Fig. 6.1.4. Generation of terms in the 
operator-product expansion from the 

graph of Fig. 6.l.l(c) 

Here the form of the first square-bracket factor means that we need an 
elementary field cf>(x), rather than a composite field. The p1's and p2's in the 
numerators in the second :;quare-bracket factor have turned themselves 
into derivatives with respect to x; we set x = 0 at the end. Equation (6.1.4b) 
is illustrated in Fig. 6.1.4. 

The form of (6.1.4) suggests the following formula: 

< Ol T ~(q)cf>(O)~(p1)~(p2) IO > 

"'L C;(q)<OI TC9;(0)4}(p1)4}(p2)IO>. (6.1.5) 
i 

The sum is over a set of local operators lP;. Each of these is either the 
elementary field cf>, one of its derivatives, or a composite operator such as 
cf> 2. The coefficients C;(q) are called the Wilson coefficients. In Chapter 10 
we will generalize this result to all orders. We will have an expansion for any 
Green's function with large momentum on some of its external lines. 

Now higher-order corrections to the Green's functions of the composite 
operators such as the c/> 2 (0) that appears in (6.1.4a) have ultra-violet 
divergences beyond those appearing in Green's functions of elementary 
fields. We will see this in the next section, Section 6.2. To obtain an operator 
product expansion, like (6.1.5), with finite coefficients, we will need to 
renormalize the composite operators. This particular problem will occupy 
most of this chapter. 
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6.2 Renormalization of composite operators: examples 

6.2.1 Renormalization of ¢ 2 

The Feynman rules for Green's functions of unrenormalized composite 
operators can be derived from the functional integral, in the presence of an 
ultra-violet cut-off. In coordinate space they are the usual rules, modified 
only by having several external fields at the same point. For example, we 
consider 

(Oj T ¢(x)¢(y)¢ 2 (z)/2j0 > (6.2.1) 

in ¢ 3 theory in six-dimensional space-time. The connected graphs up to 
order g2 are shown in Fig. 6.2.1. As before, the vertex for ¢ 2 /2 is denoted by 
a cross. 

(a) (b) (c) 

--+--0-- ---D--*--
(d) (e) 

Fig. 6.2.1. Renormalization of the operator c/1 2 . 

To work in momentum space, we Fourier transform, as usual, and define 

G = ( Oj T 4}(p)4)(q)¢(zf /2j0) 

= fddxddyexp[i(p 1 ·x + p2 ·y](OjT¢(x)¢(y)¢(z)2 /2jO) (6.2.2) 

The lowest-order graph, Fig. 6.2.1(a), is equal to 

i i 
Ga = (pf- m2 + ie) (p~ - m2 + ie) · (6.2.3) 

Observe that the factor 1/2 in the operator ¢ 2 /2 is cancelled, just like the 
1/3 ! that comes with the interaction vertices. 

Let us now turn to the one-loop graphs of Fig. 6.2.1. They are all 
divergent: Fig. 6.2.1(b) is logarithmically divergent, while the remaining 
graphs, Fig. 6.2.1(c) to (e), are quadratically divergent (all at d = 6). The 
divergences in the last two graphs, Figs. 6.2.l(d) and (e), involve self-energy 
corrections only, so these divergences are cancelled by the usual wave-

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


6.2 Renormalization of composite operators: examples 143 

(a) (b) 

Fig. 6.2.2. Counterterm graphs for Fig. 6.2.1(d) and (e). 

function and mass counterterms, Fig. 6.2.2. In these and other graphs in this 
chapter, we indicate counterterms by a heavy dot and an insertion of a 
composite operator by a cross. 

The remaining two graphs have no counterterm from the interaction, 
and they are both divergent. For Fig. 6.2.1(b) we get 

G - i i X 

b - (pi - m2 + ie) (p~ - m2 + ie) 

X ddk~--~~·--~----~--~--~----~~--~---{
ig2J16-df 1 } 

(2nf (k 2 - m2 + ie)[(k- p1)2- m2 + ie] [(k + p2)2 - m2 + ie] 

i i g2 I! 
= ( 2 2) 2 2 3 r(3 - d/2) X dx X 

p 1 - m (p 2 - m ) 64n 0 

x II-x d [m2- pfy(l- x- y)- p~x(l- x- y)- (Pt + P2)2xy J/2-3 
o y 4nJ12 

and for Fig. 6.2.1 (c) we get 

-9113 -d/2 
G = X 

c (pi- m2)(p~- m2)[(pt + P2)2- m2] 

X ddk~~~~~----~~--~ 
ig/13 -d/2 I 1 

2(2n)d (k2- m2)[(pt + P2 + k)2- mz] 

-g/13-d/2 
= X 

(pi- m2Hd- m2)[(pt + Pzf- m2 ] 

_ 911dJ2-3 II [m2-(p 1 +pz)zx(1 -x)]d!Z-z 
x 128n3 r(2- d/2) o dx (4nJ12)dl2 3 

(6.2.4) 

(6.2.5) 

Note that there is a symmetry factor 1/2 in this last equation. The fact that 
the sum of (6.2.4) and (6.2.5) diverges means that the operator cp 2 (0) is not 
finite. 

For use in the operator-product expansion we do not need precisely the 
operator cp 2• Rather, we need some local operator similar to cp 2 that is finite. 
This indicates that we should define a renormalized operator by sub­
traction of the divergences. Let us agree to use minimal subtraction. Then 
the counterterm graphs are obtained by replacing each divergent loop by 
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(a) (b) 

Fig. 6.2.3. Counterterm graphs for Fig. 6.2.l(b) and (c). 

minus its pole part, as illustrated in Fig. 6.2.3. Thus the counterterm graph 
for Fig. 6.2.1(b) is 

(6.2.6) 

and the counterterm graph for Fig. 6.2.l(c) is 

- 9f.l3-d/2 { 9f.ld/2-3 2 1 2 } 

(pi- m2)(pi- m2)[(pl + P2)2- m2] 64n3(d- 6)[m -6(pl + P2) ] . 

(6.2.7) 
The positioning of the factors of fJ. is such that the counterterm in curly 
brackets has exactly the same dimension as the loop to which it is a 
counterterm. 

We thus find the renormalized values at d = 6: 

(6.2.8) 

(6.2.9) 

To interpret these renormalizations we observe that the counterterms are 
vertices for cf> 2 (0) in (6.2.6) and for (m2 + 0/6)cf> in (6.2.7). Thus 

Ga + R(Gb) + R(Gc) + R(Gd) + R(Ge) 

= [ 1 + 647t3~; _ 6)]<01 T4)(p1)$(p2}-ic/>2(0)IO> 

9f.ld/2- 3 

+ 64n3(d _ 6) (OI T$(pl){iJ(p2)(m2 +iD)cf>(O)IO> + O(g4 ). 

(6.2.10) 
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So what we are computing is a Green's function of the operator 

H¢2] = [ 1 + 64n3~; _ 6)}¢2 + J;d;;~ 6)(m2 + iD)c/J +higher order. 

(6.2.11) 

We use the square brackets on the left-hand side to denote a renormalized 
operator. In subsequent sections we will see that this result generalizes to all 
orders: a renormalized operator [¢2] can be defined to all orders by a 
formula of the form: 

(6.2.12) 
where the Z's depend only on g and d. 

Such renormalized operators were defined by Zimmermann (1973a). He 
called them normal products and used the notation N[ ¢ 2]. His definition 
differed from ours only in that he used BPHZ renormalization instead of 
minimal subtraction. 

Observe that in order to obtain a degree of divergence of at least zero, the 
operators that appear as counterterms in (6.2.11) or (6.2.12) have dimension 
less than or equal to that of the original operator ¢ 2. This is a general 
phenomenon. Moreover, the only operators of such dimension are those 
actually appearing in (6.2.12). We may write the renormalization as a 
matrix equation in the following form: 

(
H ¢2

]) _ (Z" Jl.d/2- 3 zbm2 Jl.d/ 2- 3 zc) (i¢2
) 

cP -0 1 0 ¢. 
Dc/J 0 0 1 Dc/J 

(6.2.13) 

Here we have used the fact that¢ and 0¢ are finite. The operators cfJ and 
D cfJ are said to mix with ¢ 2 under renormalization, because the off­
diagonal elements Zb and Zc are non-zero. Moreover, no further operators 
are needed in the renormalizations, so ¢ 2, ¢ and D ¢ are said to form a 
closed set under renormalization. 

6.2.2 Renormalization of cfJ 2(x)cfJ 2(y) 

Sometimes we need Green's functions involving two or more composite 
operators. A simple example is 

<OI Tt(c]j2](p)t(¢2](0)IO> 

= Jddxe-ip·x(OI TH¢2](x)i[¢2](0)IO), (6.2.14) 

for which the lowest-order graph is Fig. 6.2.4. The renormalizations of 
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~o 
p 

Fig. 6.2.4. Lowest-order graph for (OjT[¢ 2]/2[¢2]/2jO). 

(6.2.11) do not appear until the next order, so the graph has the value 

- _1_J ddk ____ 1 ___ _ 
2(2n)d (k 2 - m2 ) [ (p + kf- m2 ] • 

(6.2.15) 

This is ultra-violet divergent, even in free-field theory. Even though the 
operators ¢ 2(x) and ¢ 2(0) on the right of(6.2.14) are well-defined, we have to 
integrate through the point x = 0. At x = 0 there is a singularity, which is 
not integrable if d ~4. We may nevertheless define a finite Green's function 
by adding a local counterterm: 

(0/ T!(¢2](x}i[¢2](0)/0) R = (0/ T!(¢ 2](x)!(¢2](0)/0) 

- C(x)(0/1/0). (6.2.16) 
with 

C(x) = (m2 + D/6)J<d>(x) 6~::~~6~) + O(g2 ). (6.2.17) 

Once more we have used minimal subtraction at d = 6. 

6.3 Definitions 

We define renormalized Green's functions of composite operators by 
applying the R-operation to the Feynman graphs, just as we did for Green's 
functions of elementary fields in Sections 5.3 and 5.5. We will need to show 
that the counterterms generate multiplicative renormalizations of the 
operators (e.g., (6.2.12) ). This is similar to what we did in Section 5.6, where 
we showed that the counterterms in elementary Green's functions are 
generated by counterterms in the Lagrangian. Our motivation for starting 
with the graph-by-graph renormalization is again to allow a simple 
treatment of the problems of subdivergences. We do not need a new proof 
that the counterterms for operator insertions are local; our original proof 
suffices. 

As before, we have a choice of many renormalization prescriptions. The 
ones that are most useful for subsequent developments are the BPHZ 
scheme- see Zimmermann (1973a)- and minimal subtraction- see 
Breitenlohner & Maison (1977a, b, c) and Collins (1975b). In any case we 
have a subtraction operator T(G) which is applied to a graph G (after 
removal of subdivergences) in order to extract the divergent part of G. In the 
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BPHZ scheme, T(G) gives the first Ci(G) terms in the Taylor expansion about 
zero external momentum, where Ci(G) is, as usual, its degree of divergence. 

In the case of minimal subtraction we must state how the unit of mass J.1 is 
treated. As can be seen from the examples in Section 6.2, we must always 
arrange to compute the pole part of a quantity whose dimension does not 
vary with d. So suppose we need TM8 (G) for a lPI graph G of dimension 
J.lB(d-da)_ Then we define 

T= J.lB(d-da){pole part of GJ.1B(do-d)}, (6.3.1) 

where, as usual, d0 is the physical space-time dimension. 
The definition of a renormalized Green's function by the R-operation is 

rather abstract, and we will now show that it amounts to adding 
cocnterterm operators. In the one-loop examples of Section 6.2 this was 
rather obvious. In the general case, we start from the formula for 
renormalization of an arbitrary Green's function (see (5.3.7)-(5.3.9)): 

(6.3.2) 

Here, as usual, the sum is over all subgraphs y that consist of a set of disjoint 
lPI subgraphs y1 , ••• ,y". Each Yi is replaced by its overall counterterm 
vertex, generated as in Section 5.3. 

Let us distinguish the various y/s that occur, according to the 
number of composite operator insertions that they contain. Consider, 
for example, Fig. 6.3.1, which illustrates the renormalization of 
(Oj T</J <jJ </J 2/2j0) in the ¢ 3 theory in six dimensions. There is a one-loop 
subgraph Ya for the three-point function. This is renormalized by its 
counterterm era in the Lagrangian. There is also a two-loop subgraph Yb 

which contains the composite operator vertex. (This has a subdivergence, 
which must be subtracted.) The counterterm Cr" can be considered as 

where IiJ_--., 
I I 

C = 1 I 
Ya I 

- L-~-J 

Fig. 6.3.1. Renormalization of two-loop graph with insertion of composite operator. 
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(a) (b) 

(c) (d) (e) 

Fig. 6.3.2. Renormalization of three-loop graph for (OIT[c/>2]/2[4>2]/210). 

generated by an O(g4 ) term in the renormalization factor Za. 
Next consider Fig. 6.3.2, a graph of order g4 for the Green's function 

<OI T[</>2]/2[4>2]/2IO).ln addition to an overall logarithmic divergence, it 
has three divergent subgraphs. One subgraph }'a is renormalized by a 
counterterm in the interaction Lagrangian. The other two subgraphs Yb and 
Yc each look like Yb of Fig. 6.3.1, and are renormalized by the same 
counterterm. These two counterterms are generated from 

<OI T H4> 2](x)i[ </> 2](y)IO> = z;<ol T--i</> 2-i</> 2 10> 

+other terms from Zb and Zc, (6.3.3) 

by expanding each Za to O(g4) and picking out the terms for Yb· Finally, the 
overall counterterm is obtained. It gives a term of O(g4 ) in the C(x) of 
(6.2.16). 

These arguments generalize easily to arbitrary graphs. It suffices to 
consider a renormalized Green's function of one composite operator 

N 

<Oi T 0 <J>(x;)[A(y)JIO>. (6.3.4) 
i= 1 

We define the renormalization by the recursive formula (6.3.2), and we wish 
to prove that this equals 

N 

LZAB<Oi T n <J>(x;)B(y)iO>. (6.3.5) 
B i= 1 

Here Z AB is a renormalization factor whose value is given by writing, in 
analogy to (5.6.5), 

(6.3.6) 

Here G is any lPI basic graph that includes a vertex for A. It has N 6 external 
lines in addition to the vertex for A, and D( G) is the operator corresponding 
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to the overall counterterm C(G). The factor 1/N G! is just like the 1/N(G) in 
(5.6.5), to organize the symmetry factors. 

Consider a graph for ( 6.3.4 ). We investigate one of its counterterms C y( G). 
The subgraph y consists of 1PI graphs y1 , .•. , Yn· A yi that does not contain 
the vertex for A is replaced by C(y), which corresponds to one of the 
counterterms in !t'. A y i which does contain the vertex for A must be one of 
the G's that are summed over in (6.3.6), so the counterterm CYi is generated 
by one of the counterterm operators on the right of (6.3.6). 

Now sum over all graphs G for our Green's function and expand each 
R(G) by (6.3.2). The sum over 1PI subgraphs yi that correspond to 
counterterms in !t' can be done independently of the sum over the 
subgraphs giving the counterterms for the operator vertex. The result is 
then the desired result (6.3.5). 

6.4 Operator mixing 

We have seen that a renormalized composite operator [A] is expressed in 
terms of unrenormalized operators by 

(6.4.1) 

In the case of [ ¢ 2] we saw that the operators that were needed as 
counterterms had the same or lower dimension. Let us now demonstrate 
this for the general case. 

The proof is essentially dimensional analysis. Let G be a 1PI graph 
containing a vertex for A and having the same number N B of external lines 
as a particular operator B. Now B is a product of N B fields with a certain 
number DB of derivatives. A counterterm can only be generated if the degree 
of divergence b(G) is at least DB. Now in a renormalizable theory all 
couplings have non-negative dimension, so 

b(G) =dim (G)- dim (couplings) 

~dim(G). 

On the other hand, since Z ABB is a possible counterterm we have 

dim (G)= DB+ dim (ZAB). 

But we only need B as a counterterm if DB~ b(G), so 

dim(ZAB) ~0 

(6.4.2) 

(6.4.3) 

for every counterterm. This means that the maximum dimension of a 
counterterm operator is the dimension of A, as we wished to prove. 

In Section 5.8.1 we examined the dependence of counterterms in the 
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Lagrangian on mass parameters. Provided we used minimal subtraction 
this dependence was polynomial, with the mass behaving as a dimensional 
coupling in determining allowed counterterms. The same argument applies 
here. The result is that Z AB is a polynomial in masses (and super­
renormalizable couplings) times the inevitable power of the unit of mass f.l· 
The coefficients of the polynomial are dimensionless functions of the 
dimensionless couplings and of d. A typical example of this is given by our 
calculation in Section 6.2 of the renormalization of [ ¢ 2]- see (6.2.11) and 
(6.2.12). 

6.5 Tensors and minimal subtraction 

Suppose we use minimal subtraction to define [(o¢)2 ] and [o11¢ov¢]. It is 
tempting to suppose that 

(6.5.1) 

This supposition is in fact false, as we will now demonstrate. This means 
that the taking of a trace does not commute with taking a finite part, in 
general. We will explain the significance of this fact. 

The lowest-order graph (in ¢ 3 theory) for either operator is Fig. 6.5.1. 
The lPI part for o¢ 2/2 before renormalization is 

G - igf.lJ -d/2 fdak k·(k + p) 
(p)- 2(2n)d (k 2 - m2) [ (p + k)2 - m2] 

= dx x 
9f.la;2-3fl [m2-p2x(l-x)Ja;z-3 

128n3 0 4nf.12 

x {f(2- d/2)p2x(l - x)[ m2 - p2x(l - x)] 

+ (d/2)f(l- dj2)[m 2 - p2x(l- x)] 2} (6.5.2) 

(6.5.3) 

Fig. 6.5.1. One-loop graph for the operators in (6.5.1). 
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Manifestly 

g',.G~<• = G (6.5.4) 

for the unrenormalized Green's functions. This has to be true since 

or/J2 = g~<•ol'r/Jo.r/J. 
We can renormalize by minimal subtraction. 

d/2-3 

R[G(p)] = G(p)- 12:~3(d- 6) [- 3m4 + j-m2p2- !P4], (6.5.5a) 

gp.d/2- 3 

R[G~.(p)] = G~<.(p)- 128n3(d- 6) [p~<p.(~m2 -/sP2) 

- 9pv(!m4- J,m2p2 + 6loP4)]. (6.5.5b) 
Thus 

dj2-3 

R[G(p)]- g~<•R[G~<.(p)] = - g~28n3 [!m4- !m2p2 + 6loP4J. (6.5.6) 

The reason why contraction with g~<• does not commute with the 
subtraction of the pole is simply that taking the trace introduces d­
dependence. Thus: 

~<• I t f...f!E_ __ d_ 
g poepar 0 d-6-d-6' 

g~<•g d 6 
pole part of d _ ~ =pole d _ 6 = d _ 6 . 

We must evidently be careful to specify whether a trace is inside or outside 
of the renormalization. The need to do this is characteristic of dimensional 
regularization. Which place to put the trace depends on the problem under 
consideration. 

The problem arises whenever we have to consider a tensor of rank at least 
2. (It could also arise in connection with taking a trace of Dirac y-matrices 
except that we choose the trace of the unit Dirac matrix to be independent 
of d.) We have discovered that our renormalized operators do not have all 
the properties that the bare operators do. The lack of commutativity of the 
trace and the finite-part operation is related to a physical effect, that there is 
an anomaly in the Ward identity for scale transformations- see Callan 
(1970), Symanzik (1970b) and Brown (1980). 

If we were to use, say, zero-momentum subtractions (BPH or BPHZ), then 
the trace and the finite-part operation would commute - as can be checked 
from our example. So it might appear that zero-momentum subtraction 
provides a better all-purpose definition of renormalized operators than does 
minimal subtraction. However, some of the properties we will prove when 
using minimal subtraction now disappear or become more complicated. 
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For example, the equations of motion which we will prove in Section 6.6 are 
only true if the mass terms are oversubtracted. This turns out to prevent 
some Ward identities from being true when the simplest renormalized 
operators are used, whereas they are true in their simplest form when using 
minimal subtraction. We will prove this in Section 6.6 also. The moral is 
that one cannot completely eliminate the problems. 

It is possible (Collins (1975b)) to construct a definition of, say, 
[o"ct>ovcl>/2] which uses minimal subtraction and for which g"'[o"ct>ovcl>l2] = 
[(ocj>f]. This is done by writing tensors in terms of Lorentz-irreducible 
components. Thus we write a second-rank tensor M "v as the sum of an 
antisymmetric term, a symmetric traceless term, and an invariant term: 

MI'V = i(MI'V- MVI') +MMI'V + MVI'- (2/d)gi'VM~) + (1/d)gi',.M~. 

The subtraction procedure is applied to each term separately. This definition 
loses other properties of the renormalized products. For example, con­
servation of energy and momentum is a consequence of the fact that the bare 
energy-momentum tensor ei'V has zero divergence: c"OI'V = 0. If we define a 
renormalized energy-momentum tensor [O"vJ by our original definition of 
minimal subtraction, then this is the same as the bare O"v up to allowed 
redefinitions and it is conserved. But if we construct [0 "J by the procedure 
just suggested, then it is not conserved. 

6.6 Properties 

One of our motivations for working out the theory of renormalization of 
composite operators was that in Chapter 2 we had proved equations of 
motion and Ward identities. These results involved unrenormalized 
composite operators. So now that we have defined renormalized composite 
operators, we must prove the equations of motion and Ward identities 
expressed in terms of these renormalized operators. This is particularly 
important for the Ward identities, for these express the symmetry properties 
of the theory. 

In this section we will derive a number of useful properties of the 
renormalized operators. Some properties will be purely technical, while 
others will be the actual equations of motion and Ward identities. Our proof 
will be given for the case that the operators are renormalized by minimal 
subtraction. A typical proof of some equation starts by observing that the 
corresponding equation is true for the unrenormalized operators. 
Renormalization is almost the same procedure applied to both sides of the 
unrenormalized equation, so the main problem is to find the places where the 
renormalization procedure is not identical for the two sides. 
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It is always possible to make the theorems false by changes in the 
renormalization prescription. The point of using minimal subtraction is that 
it is a universal prescription that preserves almost all of the desirable 
properties. (The reason is that it amounts, roughly, to defining each 
counterterm by the requirement 'remove exactly the singularity'.) These 
properties are relations between different operators. 

The other standard renormalization prescription that preserves most of 
these relations is the BPH (or BPHZ) method of zero-momentum 
subtraction. In fact, the proofs were first given using the BPHZ prescription 
(Zimmermann (1973a, b), Lowenstein (1971) and Lam (1972)). However the 
use of minimal subtraction is better for gauge theories because of their infra­
red singularities. The proofs were given in this case by Collins (1975b) and 
Breitenlohner & Maison (1977a, b, c). All these works are rather technical. 
However, the basic ideas are simple. 

Property 1. Linearity: 

a[ A]+ b[B] = [aA + bB], (6.6.la) 

where a and bare pure numbers, while A and Bare composite operators. This 
equation is to be interpreted as an equation for Green's functions of the 
operator. That is, if X is any product of renormalized operators (elementary 
or composite), then 

a(OI T[A]XIO> + b(OI T[B]XIO> = (OI T[aA + bBJXIO> (6.6.lb) 

Proof. This property is almost obvious. If A and B have different numbers 
of external legs (e.g. ¢ 2 and ¢ 4 ), then there is no simple way of defining the 
right-hand side of (6.6.1) except as being the left-hand side. But if A and B 
have the same fields, like (8¢)2 and ¢ 2 , then the Feynman graphs for 
(OI T AXIO), (OI TBXIO> and (OI T(aA + bB)XIO> are the same; the 
differences are only in the placement of powers of momentum. The equation 
corresponding to (6.6.lb) is true for the basic graphs (i.e., without 
counterterms). To obtain the renormalized Green's functions we apply the 
forest formula to each graph. The terms in the forest formula are the same, 
since the graphs for the three Green's functions are the same. Then (6.6.1) 

follows from linearity of the subtraction operators TY. 

Comments. (1) It is necessary to be pedantic about this proof because :(a) it is 
a prototype for less trivial cases, and (b)itfailsforthecase of zero-momentum 
subtractions. The reason for the failure is that the TY operation is then not 
linear. For example, [ ( 8¢ )2] and [ ( 8¢ )2 + m2 ¢ 2] need two extra subtractions 
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compared with [ ¢ 2], because the degree of divergence is two higher. So we 
can only have 

(6.6.2) 

if the [ ¢ 2] operator is oversubtracted. 
(2)Thecoefficients a and bin (6.6.1)must be independent of d,for otherwise 

taking a pole part is non-linear. Furthermore, we cannot use (6.6.1) to show, 
for example, g~''[ a~'¢a.¢] = [(a¢ f]. As we saw, this equation is in fact false. 
The proof fails because it can only be applied to the case that we sum over a 
finite number of operators. It does not automatically apply to infinite 
summations. However, when we defined dimensional regularization in 
Chapter 4, we saw that our vectors and tensors have to have infinitely many 
components. 

Property 2. Differentiation is distributive. Let A be the composite operator 
n 

where each ¢i is an elementary field or one of its derivatives. Then 

a [aA] n [a¢; J -a ll[A] = -a I' =.I -~a· I' fl¢;(x) . 
X X 1 = 1 X Jt• 

(6.6.3a) 

Again this equation is to be interpreted for Green's functions: 

(6.6.3b) 

Proof. Let p~' be the momentum leaving the Green's function (6.6.3b) at the 
vertex for A. Then the derivative ajax~' gives a factor - ip~'. The point of(6.6.3) 
is to state that we get the same results whether or not we take p~' inside the 
finite-part operation. To prove the equation, it is enough to observe that this 
statement is true for the basic subtraction operator TY. 

Comments. (1) We can contract 11. with an index in A. Thus we have 

(6.6.4) 

Since the overall derivative merely gives a factor - ipll there is no possibility 
of introducing extra d-dependence by contracting with g~''. This is in 
contrast to the case considered in Section 6.5. 

(2) Note that derivatives are always implicitly taken outside of the time 
ordering. Thus: 

a 
< Ol T(¢a ¢)(x}!¢ 2(y)IO> =lim-< Ol T ¢(z)¢(x}!¢ 2(y)IO). (6.6.5) 

I' z~xaxll 
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This gives the simplest Feynman rules in momentum space, with each 
derivative of a field giving a factor of momentum on the corresponding line. 
The lowest-order graph for the Fourier transform of (6.6.5) is 

J ddxddyeip·x+iq·y (OJ T(¢a~¢)(xH¢2(y)JO) 

- d (d) f ddk ik~ 
- (2n) [J (p + q) (2n)d (kz - mz) [ (k- p)z - mz]. (6.6.6) 

Property 3. Simple equation of motion. Decompose the action into a basic 
action and a counterterm action: 

(6.6.7) 

just like the decomposition (5.1.1) of the Lagrangian, except that!/ b includes 
both the free and interaction terms: !/ b = f ddx(.!.f 0 + .5.f b). Then define 
functional derivatives with respect to renormalized fields 

fJ Y a .;.e a .;.e 
Yq,(x) = bc/J(x) = a¢(x)- a~aa~¢(x)' 

g~>(x) = :;:) = !/ 4> with counterterms omitted. 

We already know the unrenormalized equation of motion (2.5.5) 

(OJ TY q,(x)XJO) = i b~x) (OJ TX/0). 

Now we wish to prove the renormalized equation 

(0/ T[Y~(x)]XJO) = i fJ:(x) (01 TXIO), 

from which follows the operator equation 

[Y~] =0. 

(6.6.8) 

(6.6.9) 

(6.6.10) 

(6.6.11) 

(6.6.12) 

Comments. (1) The functional derivatives are to be treated in a purely formal 
sense. 

(2) Even though [Yq,(x)] is zero as an operator, its Green's functions 
(6.6.11) are non-zero because we define them by taking derivatives outside 
the time-ordering. Bringing them inside gives equal-time commutators 
(Section 2.5). 

(3) Signs for fermions are easiest to determine by examining the derivation 
in Chapter 2. 
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Example. In the ¢ 3 theory 

we have 

ff = Z(o¢)2/2- m~Z ¢ 2/2- g0 Z 312¢ 3 /6, 

Yq,= -ZO¢-m~Z¢-tgoZ3i2¢2, 

[!f~] = _ O¢ _ m2¢ -t11 3-di2g[¢2]. 

Then cases of (6.6.11) are 

(OI T[!f~(x)]¢(y)IO> = (- Dx- m2)(0I T¢(x)¢(y)!O) 
- tl13-di2g<OI T[¢2(x)]¢(y)IO> 

(6.6.13) 

(6.6.14) 

= iJ<dl(x- y), (6.6.15) 

< 0 IT[ !f~(x)] [ ¢ 3(y) ]¢(z)¢(w) 10 )R 

= 3iJ<dl(x- y)(OI T[¢2(y)]¢(z)¢(w)IO> 

+ iJ<dl(x- z)(OI T[ ¢ 3(y)]¢(w)IO) 

+ iJ<d>(x- w)(OI T[¢3(y)]¢(z)!O). (6.6.16) 

Proof. A general proof of (6.6.11) is rather complicated because of the 
arbitrary number of fields. To show the main points it is sufficient to prove 
one case, (6.6.15) in ¢ 3 theory. The problem in proving the renormalized 
equation from the unrenormalized equation is that the Feynman graphs are 
different for the different terms. 

We write 

!f~ = !f o,q, + !f~nt,<J> 
= _ ( 0 + m2)¢ _ tgJ13 -d/2¢2. (6.6.17) 

Examples of low-order graphs are given in Figs. 6.6.1 and 6.6.2. The 
counterterms are those arising from the action. 

In momentum space we evidently have 

(6.6.18) 

(OIT Yo.q, <i)(p)IO) = (p 2 - m2 ) {- + ( -0-- -) 

+ (DO-+ --o + -o-- +--+-+-) 
+ ( -(1)- + -D-+ --o- +--) 
+ ... } 

Fig. 6.6.1. Low-order graphs for (6.6.15) wi\h free part of action. 
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(OITL'I'~t ... Jcfo(p)IO) = 0-+ ( 0--0- +Q--) 

+ ((D--+0-) 
+··· 

Fig. 6.6.2. Low-order graphs for (6.6.15) with interaction part of action. 

The p2 - m2 multiplying the free propagator attached to {[J(p) cancels the 
denominator of the propagator. Thus in the graph where the other end of the 
propagator is {[J(q) we obtain the right-hand side of (6.6.15). 

In all the remaining graphs the other end of the propagator is an 
interaction vertex, either a basic interaction or a counterterm. In fact we 
obtain 

(6.6.19) 

where 

9'int,.p{x) = 9' </>- 9' 0,</> 

= - (Z- 1)0 ¢- (m~Z- m2)¢ --fg0 Z 312<V (6.6.20) 

This is exactly what we ·must obtain in order that the unrenormalized 
equation of motion (6.6.10) is true. Notice that because (6.6.18) is 
finite, so is (6.6.19). We must now prove that the counterterms in 
(6.6.20) are precisely those that are needed to give the operator 
[S~nt,</J] = -ig~3 -d12 [ ¢ 2] renormalized according to our standard pre­
scription for composite operators. 

Now, the renormalization prescription is precisely to acld to the basic term 
S~nt,</J = -ig~3 -d12¢ 2 a series of counterterm operators whose coefficients 
are pure poles at d = 6, so as to make its Green's functions finite. But this is 
precisely (6.6.20). The relation between the counterterms can be seen from a 
comparison of Figs. 6.6.1 and 6.6.3. 

(OjT.'I'~IJPt/)(p)IO) = (o- + ~) 

+ (o--o--+0--+~+-) 
+ ( (])--+ o-+o-+~) 
+'" 

Fig. 6.6.3. Renormalization of Fig. 6.6.2. 
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Property 4. Equation of motion times operator. With the same notation as 
before we have 

( 01 T[A.'I'q,(x)JXIO>R = i (OI T A(x) t5;x) XIO )R, 

where A is any product of operators at the same point. Hence 

[A .'I' q,] = 0. 

(6.6.21) 

(6.6.22) 

Comments and examples. (1) This property is crucial to proving Ward 
identities. 

(2) All operators appearing on the right of(6.6.21) are to be renormalized. 
(3) In ¢ 3 theory, cases of (6.6.21) are 

(OI T[- ¢0¢- m2¢ 2 - !g¢3](x)¢(y)¢(z)IO> 

= it5(x- y)(OI T ¢(y)¢(z)IO> + (y+-+z), (6.6.23) 

(OI T[- ¢2 0¢- mz¢3- !g¢4](x)[¢z](y)¢(z)IO>R 

= 2it5(x- y)(OI T[ ¢ 3](y)¢(z)IO) 

+ it5(x- z)(OI T[¢2](y)[¢2](z)IO>R· (6.6.24) 

Proof. The unrenormalized version of(6.6.21 )follows almost directly from 
the previous property in its unrenormalized version. This in turn follows from 
the functional-integral solution of the theory, as shown in Section 2.5. We 
have 

(OI T A(x).'l' q,(x)XIO) 

= i(OI T A(x) 15~~) IO) + i(OI T~;~=~ XIO). (6.6.25) 

Then we use the fact that in dimensional regularization 

J<dl(O) = I ddp1 = 0, (6.6.26) 

according to the results in Chapter 4. This enables us to eliminate the 
t5A(x)/t5¢(x) term. 

The renormalized equation of motion (6.6.21) can be proved by 
generalizing the method for the previous property. It is enough to consider 
the example (6.6.23). Low-order graphs for the left-hand side of (6.6.23) are 
shown in Fig. 6.6.4. The ( - 0 - m2) factor in .'1'0 .4> cancels an attached 
propagator. If the other end attaches to an external field (viz., ¢(y) or ¢(z)), 
then we have a contribution to the right-hand side. If it attaches to an 
interaction then the negative of a contribution with Y:nt is obtained, such as 
Fig. 6.6.5. Since these manipulations do not change the one-particle-
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Fig. 6.6.4. Low-order graphs for the left-hand side of (6.6.23), using free action. 

+cts 

Fig. 6.6.5. Low-order graphs for the left-hand side of (6.6.23), using interaction part 
of action. 

(ir)reducibility structure, renormalization can be performed without chang­
ing the result. 

Since the 9'0 ,</> terms need renormalization two subtleties arise: 

(1) Since D 4> = g,..vo,.c/JovcJ>, the ambiguity about the placement of g"v is 
relevant. To preserve the derivation it must come before the re­
normalization is performed. 

(2) In the BPHZ scheme m2cJ> 2 must be oversubtracted otherwise we cannot 
use linearity to combine - 4> D 4> and - m2 cJ> 2• 

The case of(6.6.24) involves two further subtleties illustrated by Fig. 6.6.6. 
Inthefirstgraph(a)the(- D- m2 )multipliesthelinecomingbacktoacJ>(x) 
factor. This term gives zero after use of ( 6.6.26). The second graph (b) has two 
lPI loops separated by a line. In the basic graph, the q2 - m2 factor cancels 
the propagator to give graph (c), which has a different reducibility structure. 
The first two counterterm graphs give the obvious counterterm graphs in 
Fig. 6.6.6(d). These correspond to the first two counterterms in Fig. 6.6.6(b). 
But the last counterterm in (b) has two vertices while the corresponding graph 
(e) has one vertex. Their operator structure is different: graph (e) is another 
counterterm to renormalize the x-+ y singularity of cJ>4 (x) cJ> 2(y). Even so the 
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(k2- m2) 
kQ_/z 

(a) 
X y 

(b) (q2 _ m2) {x~z --D----
y Q___+ ---} 

(c) i~z 
(d) x,y0--z d_z 

X 

(e) x,y-z 

Fig. 6.6.6. Some graphs for (6.6.24). 

two counterterm graphs must be equal. They are both a single free 
propagator times a pole part coefficient times a polynomial in momentum 
times the same power of the unit of mass. They both make the complete 
Green's function finite. 

The general proof is rather tedious and can be found in Collins ( 197 5b ). 
This proof was given for the minimal subtraction scheme, but also works for 
the BPH(Z) scheme. In the original BPHZ proof, by Lam (1972), of (6.6.21), 
there is no treatment of this complication, that the counterterms for the two 
sides are not in manifest correspondence - i.e., that the forests are different. 

Property 5. Ward identities: We will use the notation of Section 2.6 for 
transformations under potential symmetry operations. Let 

</>j-+ </>j + b</>j 
be an infinitesimal transformation of the fields under which the basic 
Lagrangian transforms as 

2' basic-+ 2' basic+ .1-b +oily h· 
We are restricting our attention to the transformations generated by one 
particular generator of a group. Thus, as compared to Section 2.6, we now 
drop the index 'a', which labelled the generators. The subscript 'b' on .1-b and 
Yb indicates that we are considering transformations on the basic Lagrangian 
(i.e., without counterterms). In the equations below, we will add in the 
counterterms by use of our standard renormalization scheme. Note also that 
in setting up the renormalized Green's functions, in Section 2.8, we defined a 
free Lagrangian 2' 0 and a basic interaction Lagrangian 2' b· We now work 
with their sum: 2' basic = 2' 0 + 2' b 0 

We proved earlier the unrenormalized Ward identity (2.7.6). The 
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renormalized Ward identity is 

a 
-;-<OJ T[Jl:(x)]XJO)R 
ux~' 

=<OJ T[Ab(x)]XJO)R- i<OJ Ti\c/J(x) bX -JO)R. 
bcjJ(x) 

We will have to prove it. From it follows 

ai'[J::J = [AbJ 
and by integration over all x: 

0 = Jd4 x<OJ T[Ab(x)]XJO)R- ib<OJ T XJO)R. 

Of course A = 0 for a symmetry. The current is 

[ "~'] = "[o.febasic b "'·] _ [Y~'] lb 4- 00 A.. b'I'J b . 
J ll'l' J 

161 

(6.6.27) 

(6.6.28) 

(6.6.29) 

(6.6.30) 

Proof In defining Yb and Ab, we have used the basic Lagrangian, i.e., the 
one with the counterterms omitted. This is because we use the operation 
symbolized by square brackets to generate the counterterms. The proof of 
(6.6.27)-(6.6.30) follows the usual proof of Noether's theorem, but using the 
previously proved properties to write it directly in terms of renormalized 
operators. 

First we use linearity and distributivity to obtain 

- [Ab] + [o~'jb] =~a~>[ ( 00~~>b;~c )<>c/J i- Yb J +[a~> Yb- b.ffbasicJ 

= L [all a:e basic <>c/Jj] _ L [a:e basic <>c/J j] 
j aallc/Ji j oc/Jj 

=- ~[bc/Jj'9'~J. (6.6.31) 
J 

From this the Ward identity (6.6.27) follows by the equation of motion 
(6.6.22). 

We exchanged the order of renormalization and tracing over f.1. to write 
a~'[j:;] = [o~'jb]. This is permitted- see our remarks below (6.6.4). 

Comments (1) The theorem appears to give an unrestricted proof of the 
renormalized Ward identities. This appearance is false, since there are 
symmetries that can and often do have anomalous breaking- see 
Chapter 13. Such symmetries are dilatation and conformal symmetries and 
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chiral and supersymmetries. The potentialfor such anomalies can be seen by 
computing~ bin a regulated theory; it contains a non-zero coefficient which 
vanishes as d-+ 4. Such is the case for conformal transformations and for 
chiral symmetries (where the transformations involve y5 or ere).,... explicitly). 
Minimal subtraction is then not easily applicable and the properties we used 
in the proof are false. 

(2) Corresponding problems appear with any other regulator and with 
any other renormalization scheme (Piguet & Rouet (1981)). Minimal 
subtraction confines the problems to cases with anomalies. 

Property 6. Non-renormalization of current: Consider an exact internal 
symmetry (such as the symmetry that gives electric charge conservation). 
Compute the corresponding unrenormalized currentjl-< from the complete 
Lagrangian. Now jl-< contains counterterms derived from the counterterm 
Lagrangian. We will now prove that these make jl-< finite and that 

r=UbJ. (6.6.32) 

Comments This theorem does not apply to space-time symmetries - see 
Callan, Coleman &Jackiw(1970),Freedman, Muzinich & Weinberg(1974), 
Collins(1976), Brown & Collins(1980)and Joglekar(1976)for thecaseofthe 
energy-momentum tensor. It also cannot be extended to the case of a non­
conserved current unless the breaking term has dimension below that of !l' 
(Symanzik (1970a)). Furthermore, the proof does not apply directly if the 
transformation ~4> i is non-linear in 4> i.lt also needs generalization for gauge 
theories. 

Proof. Bothjl-< and [j~J consist of the basic currentj~ plus some minimal 
subtraction counterterms. The difference 

-"- .,.. [j~-<J t;• -] - b (6.6.33) 

is a series of pure pole terms, and we wish to prove it vanishes. Each term has 
dimension 3 or less (at d = 4), since the currents have dimension 3. 

Now both j~ and [j~] satisfy the same Ward identity, so 

o,..(Oj Te~-<(x)XjO) = 0. (6.6.34) 

Thus o,..e~-< = 0, without use of equations of motion; any need to use the 
equations of motion would give a non-zero right-hand side to (6.6.34). In the 
absence of gauge fields, it is impossible to construct such a term. The theorem 
is thus proved. 

In the presence of gauge fields, such terms do exist. For example, in 
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quantum electrodynamics we have a counterterm to the electromagnetic 
current proportional to avPtv, where FJI.V is the field-strength tensor aJlAV­
avAw With non-abelian gauge fields one might have ell oc eKA.~tvaK(A;A;), 
but the presence of the eK;.Jt)ndicates a chiral symmetry, which in any case 
needs special treatment. Moreover, in a non-abelian theory, we must also 
take account of the constraints imposed by gauge in variance, which is a 
subject we will not treat until Chapter 12. 

The energy-momentum tensor also has possible counterterms, like 
(a ,_.a v - g JlV D) c/> 2 - see the references quoted above. 

6.7 Differentiation with respect to parameters in !l' 

Consider Green's function derived from the bare classical Lagrangian 

!l' = Z(aA)2 /2- m~A 2 /2- gBA 4 /4! 

by using the functional integral: 

GN = <OI T cf>(x 1) ... cf>(xN)jO) 

f[ dA]A(x 1) ... A(xN)eif .P 

f[ dA ]eif .P 

(6.7.1) 

(6. 7.2) 

Similar formulae hold for differentiation with respect to the other parameters 
Z or m~. 

The renormalized equivalents of those equations are also useful. One use 
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will be to show, within perturbation theory, that terms quadratic in the fields 
can be shifted between free and interaction Lagrangians without affecting the 
Green's functions. 

First consider differentiation with respect to the renormalized coupling, g. 

We differentiate the renormalized Green's function 

(6. 7.3) 

Applied to each basic graph r in this formula, the differentiation just gives 

~/ f dd Y( Ol T cf>(y)4 cf>(xl) · · · c/>(XN) IO) I no counterterms · (6. 7.4) 

Renormalization of (6.7.4) produces a set of counterterms isomorphic to 
those in (6.7.3). So 

aa GN = - i fdd y( 0 IT { [ cf>(y) 4 ] - < Ol [ ¢(y)4 ] I 0 > }cf>(x I) ... cf>(xN)IO >. 
g 4! 

(6. 7.5) 

The subtraction of the vacuum expectation value of [ ¢ 4 ] comes about 
because no vacuum bubbles are used in GN. Thus each ¢ 4 vertex in oGNjogis 
connected to some external line. 

Suppose we let the basic Lagrangian be 

ff' basic= z(ocf>f /2- m2 c/> 2 /2- gc/> 4 /4! 

and let the free and interaction Lagrangians be 

ff' 0 = (o¢)2 /2- mf¢ 2 /2 
ff' b = (z- l)(c¢ )2 /2 - (m 2 - mf)¢2 /2 - g¢4 /4 !, 

(6. 7.6) 

(6. 7. 7a) 

(6.7.7b) 

with mf + m~ = m2 • Notice that we have allowed the (o¢)2 term to have an 
arbitrary coefficient. We choose to put some of the terms quadratic in cf> into 
the interaction, so that we can derive an equation for oGNjoz or oGNjom2 

like (6. 7.5). Then we will show we can move the quadratic terms to the ff' 0 

without changing the Green's functions. 
Differentiation with respect to z or m2 gives 

~ GN =~Jddy<OI T{[(c¢)2]- <OI[(o¢)2 ]10> }¢(x 1 ) ••. cf>(xN)IO), 
oz 2 

(6.7.8) 

~GN =- ifddy(OI T{[cf>(y)2 ]- (OI[cf>(yfJIO) }cf>(x 1 ) •.• cf>(xN)IO). 
om 2 

(6. 7.9) 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


6.7 Differentiation with respect to parameters in !l' 165 

However, we may want to put all of (ocf>) 2z/2- m2cf>2/2 into the free 
Lagrangian. In this case the free propagator is 

i/(zp2- m2). 

We wish to prove that (6.7.8) and (6.7.9) remain valid. 
In this case ojom2 applied to an unrenormalized graph r gives a sum over 

terms in which each propagator is differentiated 

0 i ·( i ) 2 

8m2 zp2- m2 = -I zp2- m2 (6.7.10) 

This gives us the same result for the unrenormalized graphs as the right-hand 
side of (6.7.9). Next, we differentiate a counterterm graph .cy(r). Either a 
propagatoris differentiated, so that the - i in (6. 7.9) gives the basic vertex for 
[ cf> 2(y)], or a counterterm C(y1) is differentiated. In this second case there is 
also a counterterm graph Cy(orjom2) with a term oydom2 

Now 

(6.7.11) 

in the minimal subtraction scheme. (The reason is that both are defined to be 
pure poles times fl. to a power -the same for both graphs.) We thus obtain all 
the counterterm graph for the right-hand side of (6.7.9). 

Similarly (6. 7.8) is true if z( 84> )2 is all in the free Lagrangian 2 0 • 

We thus see that, for anyrenormalized parameter A. in the Lagrangian !l', 
we have 

(6.7.12) 

From this result we can see that the Lagrangian (6. 7. 6) is equivalent to the 
one with unit kinetic term 

!l'~ = (84>')2/2- m'2cf>'2/2- g'c/>'4 /4! 

by a scaling of the field, with 

m2 = zm' 2, 

g = z2g'. 

The proof is to write (6.7.6) as 

!l' basic= z(oc/>)2 /2- m'2zcf>2 /2- g' z24>4 /4!. 

(6.7.13) 

(6.7.14a) 

(6.7.14b) 

(6. 7.14c) 

(6.7.15) 
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Then differentiation of a renormalized Green's function GN of 4> with respect 
to z gives 

zdGNjdz = zoGNjozlrixedm,g 

+ m2 oGNjom2 lrixedz,g + 2goGNjog lrixedz,m 

= i J d4 y( 01 T {[ z(o¢)2/2- m2 <f> 2 12- 2g<f> 4 /4!] 

-vacuum expectation value} <f>(x 1) ... ¢(xN)IO) 

=~fd4y( (OI T{ [</>9'~]- vacuum expectation value} x 

x <f>(x 1 ) ... ¢(xN)IO)). (6.7.16) 

We now use the equation of motion (6.6.21) with A=</> to give 

zdGNjdz =- NGN/2. (6.7.17) 

From this it follows that 
• - -N(2 I GNiz,g,m2- Z GN z-l,g-g',m2-m'2 

i.e., 

( Ol T <f>(x1 ) ... <f>(xN)I 0) = z-N!l ( Ol T </>'(x1 ) ... </>'(xN) 10), (6. 7.18) 

exactly as we would expect. The proof is non-trivial only because we are 
shifting terms between the free and interaction Lagrangians. Thus we must 
ensure that counterterms do not go astray. 

6.8 Relation of renormalizations of c/J 2 and m2 

Observe that at order g2 the renormalization factor Za for </> 2 in (6.2.13) and 
(6.2.11) is the inverse of the renormalization factor m~jm2 . This relation is 

true to all orders, as we will now prove. (We are now back in ¢ 3 theory at 
d=6.) 

We use the renormalized formula 

m2~GN = iJd4 y(OI T{m2 0~- vacuum expectation value}x 
om om 

x <f>(x 1) ... <f>(xN)IO) 

But we also have (6.8.1) 

(6.8.2) 
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so that 

(6.8.3) 

Hence 

a!2 GN = - ~m2 zm fddy(Oi T{ l/J~- (Oi<P~IO> }l/J(xl) .. . ljJ(xN)iO). 

(6.8.4) 

Therefore 

fddym2[<P2] = fddym~l/J~, 

from which the desired result follows. 

(6.8.5) 

Generalizations of this method can be found in Brown (1980) and Brown 
& Collins (1980). 
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Renormalization group 

As we saw in Chapter 3, the renormalization procedure has considerable 
arbitrariness: the counterterm for a graph must cancel its divergence but 
may contain any amount of finite part. A rule for choosing the value of the 
counterterm we called a renormalization prescription. In one-loop order it 

I 

was clear from the examples that a change in renormalization prescription 
can be cancelled by a change in the finite, renormalized couplings 
corresponding to each divergence. Thus a change in renormalization 
prescription does not change the theory but only the parametrization by 
renormalized coupling and mass. What is not so easy is to see that this 
property is true to all orders. This we will show in Section 7.1. The 
invariance of the theory under such transformations is called 
renormalization-group (RG) invariance. 

A particularly useful type of change of renormalization prescription is to 
change the renormalization mass ll· Infinitesimal changes are conveniently 
described by a differential equation, called the renormalization-group 
equation, which is derived in Section 7.3. This leads to the concept of the 
effective momentum-dependent coupling. This concept is very useful in 
calculations of high-energy behavior, as explained in Section 7.4. The 
coefficients in the renormalization-group equation are called the 
renormalization-group coefficients and are important properties of a 
theory. Various developments of the formalism occupy the remaining 
sections. 

The renormalization group was first discussed by Stueckelberg & 
Petermann (1953) and by Gell-Mann & Low (1954). Very similar ideas are 
applied in statistical physics (Wilson & Kogut (1974)). Many important 
recent applications arise because of the asymptotic freedom of QCD. 

Results of calculations ,of renormalization-group coefficients can be 
found in many places: 

(1) Gross (1976) lists many one-loop results for theories with scalars and 
fermions and up to two loops for gauge theories with only fermions. 

(2) Cheng, Eichten & Li (1974) give the P-functionfor a general renormaliz­
able theory to one-loop order. 
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(3) Tarasov, Vladimirov · & Zharkov (1980) compute renormalization­
group coefficients to three-loop order in gauge theories with fermions 
using minimal subtraction. 

(4) Vladimirov, Kazakov & Tarasov (1979) compute to four-loop order in 
¢ 4 theory. 

(5) Chetyrkin, Kataev & Tkachov (1981) and Chetyrkin & Tkachov (1981) 
compute the anomalous dimension in ¢ 4 theory at five-loop order. 

(6) Tkachov (1981) summarizes the methods used for the above 

calculations. 
(7) Caswell & Zanon (1981) perform calculations in supersymmetric 

theories at three-loop order. 

7.1 Change of renormalization prescription 

7.1.1 Change of parametrization 

The techniques we will describe are valid for any theory. However, to be 
specific, we will mainly work with the theory we have been using as a source 
of examples, the ¢ 3 theory in six space-time dimensions. There are three 

alternative, but equivalent, forms in which to write the Lagrangian. First of 
all, we can write it in terms of the bare field ¢ 0 : 

2 = (o¢0 ) 2 /2- m~f/>~/2- g0 f/>~/6. (7.1.1a) 

(As before, we ignore the term linear in ¢.)The importance of this form is 
that the bare field ¢ 0 is invariant under change of renormalization 
prescription: its normalization is determined, because it satisfies canonical 
equal-time commutation relations. 

When we renormalize the theory, we obtain finite Green's functions of 
the renormalized field 4> = Z- 112 ¢ 0 • In terms of the renormalized field, the 
Lagrangian is 

2 = Z(o¢)2 /2- m~Z¢2 /2- g0 Z 312 ¢ 3 /6 

= Z(o¢)2 /2- m~¢ 2 /2 -gB¢ 3 /6. (7.1.1 b) 

This is the second of the three forms. 
In the perturbative theory of renormalization, we wrote the Lagrangian 

as the sum of a free Lagrangian, a basic interaction Lagrangian, and a 
counterterm Lagrangian: 

!£l = !£l 0 + fil b + feet 

(7.1.1 c) 

This is the third form of the Lagrangian. Here, we have chosen to define a 
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basic Lagrangian 

2\asic = (oc/J)2 /2-m2 cp 2 /2- J1.3-di2gcp3 /6, (7.1.2) 

where m and g are the renormalized mass and coupling. Since we will mostly 
use minimal subtraction, it is sensible to define g to be dimensionless, and 
therefore to introduce the unit of mass Jl.· The counterterm Lagrangian is 

.If ct = {JZ(ocp)2 /2- {Jm 2 cp2 /2- {Jgcp3 /6, (7.1.3) 

and the counterterms {JZ, {Jm2, and {Jg are computed as definite functions of 
g, m and J1. with the aid of some renormalization presl;(ription. 

To be concrete, let us use minimal subtraction, so that 
00 

bZ= L (6-d)-ici(g,m,Jl.), 
j=l 

00 

[Jm2=m2 I (6-d)-ibig,m,Jl.), 
j= 1 

00 

bg=J1.3-d/2 I (6-d)-iaig,m,Jl.). 
j=l 

(7.1.4a) 

(7.1.4b) 

(7.1.4c) 

We saw, in Section 5.8, that in fact the coefficients a;, b;, c; are independent 
of m and Jl.; they are functions of the dimensionless coupling g only. 
However we will not use this fact at the moment. 

The three forms of the Lagrangian listed in (7.1.1) are equivalent- if we 
use any of them in the functional integral, then the same Green's functions 
will result. The coefficients Z, m~, and g0 will be singular when d approaches 
6 with g, m, and J1. fixed. The singularities will be just such as to give finite 
Green's functions of cp at d = 6. 

The parametrization of the Green's functions by g, m, and J1. is rather 
arbitrary. Suppose that we change variables to g', m', and Jl.', which are 
some given functions of g, m, and Jl.· These functions may even depend on the 
regulator, d, provided that the change of variable remains non-singular at 
d = 6. Then we get the same theory, for the collection of Green's functions 
GN is unchanged. It is just the numerical values of the renormalized mass 
and coupling and of the unit of mass that have changed. 

We may even change the scale of the renormalized field by writing 
cp' = ,cp, where ' is finite. The Green's functions are now different: 

G~=,NGN. 

But observe that the value of' is irrelevant for a physical observable like the 
S-matrix. For example, consider an S-matrix element involving N particles. 
It is obtained from GN by (1) dividing out an external propagator G2{p;) for 
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each external line and (2) multiplying by z112 for each external line, where iz 
is the residue of the pole of G2 (p). Finally we let the momenta P; go on-shell. 
Thus 

(7.1.5) 
But 

(7.1.6) 

so the particle pole is at the same position in G; as in G 2 and the new residue 
IS 

Hence 
S = lim{G~(z' 112t/flG;}. 

and the S-matrix is invariant, as claimed. 

7.1.2 Renormalization-prescription dependence 

(7.1.7) 

(7.1.8) 

In the bare Lagrangian (7.l.la), there are only two parameters. So there 
should be only a two-parameter collection of physical theories obtained 
from it. As we have just seen, the freedom to vary the scale of the 
renormalized field ljJ in the second form of Y, viz. (7.1.1b), does not 
introduce a third real parameter into the physics. 

Unfortunately, we appear to have introduced a large and indefinite 
number of parameters by having to choose one out of the infinitely many 
possible renormalization prescriptions. One might suppose that in different 
renormalization prescriptions, the singular behavior of m0 and g0 as d--+ 6 
could be different in such a way that one picks up different phases of the 
theory. In fact, this is not so. We will show that a change ofrenormalization 
prescription is one of the reparametrizations discussed in the previous 
subsection 7.1.1. This is the property we have defined as renormalization­
group invariance. 

Even within a single renormalization prescription, we have introduced a 
third parameter, the unit of mass, J.l. Notice that the basic Lagrangian does 
not depend on J.l and g separately, but only on the combination J.t 3 -df2g; but 
notice also that this property is not true for, say, the renormalized Green's 
functions at one-loop order. However, a change of J.l is in effect a change in 
renormalization prescription. Indeed, we could include in our definition of 
the renormalization prescription the requirement that J.l and m have a fixed 
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ratio; we would still have two free parameters. A change in this ratio is then 
a change in renormalization prescription. Our proof of renormalization­
group in variance will, in fact, only explicitly cover the case of a change in Jl.· 
The more general case will be essentially the same. 

We will prove that if we change Jl. to Jl.', then the physics is unchanged, 
provided that we choose suitable new values, g' and m', for the renormalized 
coupling and mass. That is, an S-matrix element S(g, m, Jl.) satisfies 

S(g, m, Jl.) = S(g', m',Jl.'). 

The bare mass and coupling m0 and g0 are similarly invariant. 
The new renormalized field ¢' with the new values (g', m', Jl.') of the 

parameters is not the same as with the old values but is related by 

¢'=(¢, 

where (is a finite function of g, m, Jl. and Jl.'. Hence the renormalized Green's 
functions satisfy 

GN(p,, ... ,pN;g,m,Jl.) = CNGN(p,, ... ,pN;g',m',Jl.') 

= CNG~. (7.1.9) 

It will be convenient, in our proof, to compute Green's functions of the 
original field¢, but with the new value Jl.' of the unit of mass. Now, in terms 
of the new field ¢', the Lagrangian is 

!f = Z' o¢' 2/2- m~2 ¢' 2/2- g~¢' 3 /6. (7.1.10) 

Here we write 

Z' = Z(g',m'/Jl.',d), (7.l.lla) 

(7.1.llb) 

(7.1.11c) 

These are the same functions of the new renormalized parameters m', g', and 
Jl.' as the original bare parameters were of the old renormalized parameters 
m, g, and Jl.· To get the Green's functions of the original field¢ but with the 
new value of the unit of mass, we substitute (¢ for ¢' to obtain 

!f = Z(g',m'!Jl.',d)( 2o¢ 2/2- m'i(g',m'/Jl.',d)C¢ 2 /2 

- gs(g',m',JJ.',d)e¢3 /6. 

7.1.3 Low-order examples 

(7.1.12) 

Let us remind ourselves how the changes in g and m are obtained at one­
loop order. We must start at tree approximation, where we ignore all 
counterterms. In order that the two formulae (7.1.lb) and (7.1.12) for !f be 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


7.1 Change of renormalization prescription 173 

the same in tree approximation when we change p. top.', we must write 

g' = gnew = (p./p.')3-df2g, 

m'=m, 

( = 1. (All tree approximation.) (7.1.13) 

Note that at d = 6 we have g' = g to lowest order. We distinguish g' and 
gnew: gnew is defined to be exactly the value of g' in tree approximation. In 
higher-order calculations, g' gets corrections, but gnew will be defined to be 
(p./ p.')3 - d/2 g always. 

To treat higher-order corrections, we write the Lagrangian (7.1.12) as 

y = (ocj>)2 /2- m24>2 /2- Jl.d -df2[g(p./ p.')3 -d/2]4>3 /6 
+ (J'Z(oc/>)2 /2- (J'm24J2 12- (J'gc/> 3 /6. (7.1.14) 

Our strategy will be to express the counterterms in (7.1.14) as minimal 
subtraction counterterms plus some new finite pieces. The finite pieces will 
accomplish the change of parametrization. 

First we consider the one-loop graph for the self-energy, Fig. 3.1.1. The 
unrenormalized value is 

ig2r(2- d/2) J1 r = dx[m2-p2x(l-x)]d!2-2(4np.2)3-df2. 
1 128n3 0 

(7.1.15) 

This is invariant under the transformation (p., m, g)-...(p.', m, 
g(p./p.')3-df2). If we use unit of mass p., then the counterterm is 

C(r 1) = -pole (r 1) 

• 2 
-Ig ( 2 1 2) 

64n3(d - 6) m - 7>P • (7.1.16) 

Next we use p.' and gnew = (p./p.')3 -df2g instead of p. and g. The 
counterterm changes to 

• 2 

C'(r ) = - Ignew (m2 _ !p2) 
1 64n3(d- 6) 6 

-Ig 2 1 2 Jl. . 2 ( )6-d 
= 64n3(d- 6) (m - 7>P ) p.' · (7.1.17) 

Notice that we define C'(r 1) to be the negative of the pole part of r 1, 

with the d-dependence of gnew ignored. That is, we consider the function 
r 1 = r 1 (p, gnew• m, p.') and extract its pole at d = 6 with gnew fixed. This 
prescription ensures that we may later replace gnew by its value at d = 6 
without changing the renormalized value of the graph. 

Since both qr 1) and C'(r 1) cancel the divergence, their difference is 
finite. We may therefore obtain the same value for the graph plus 
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counterterm by letting the counterterm coefficients in (7.1.14), namely J'Z 
and J'm2 , each be a sum of two terms: 

(J'Z= g~ew + g~ew [(J-L'/J-L)6-d_1] 
384n3(d- 6) 384n3 d- 6 ' 

(7.1.18) 

(J' 2 = m gnew + m gnew \}-< J-l -2 2 2 2 ['"'/ )6-d 1] 
m 64n 3(d - 6) 64n 3 d - 6 · 

(7.1.19) 

The first term in each equation is the minimal subtraction counterterm for 
the new coupling, while the second term is finite as d ..... 6. Using the formula 
(7.1.12) for the Lagrangian, we may regroup these terms to give 

(7.1.20) 

(7.1.21) 

Hence we obtain the value of m': 

'2= 2{1+.3t_[1-(J-L/J-L')6-d]+O( 4)} 
m m 384n3 d - 6 g 

-> m2 [ 1 + 3~::3 In (Ji/ J-L') + O(g4 ) J as d ..... 6. (7.1.22) 

Also at d = 6 we have 

(7.1.23) 

We can apply the same procedure to the vertex graph, Fig. 3.6.1, whose 
value is the factor in curly brackets in (5.3.5). The counterterm (J' g is written 
as 

(7.1.24) 

(7.1.25) 
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It follows that 

g' = g(Jl/J1')3-d!2{1 + ~[1- (J1/J1')6-d] + O(g4)} 
256n3 d- 6 

[ 3g2 J 
-+ g 1 + --3 In (Jl/ 11') + O(g4 ) as d-+ 6. 

256n 
(7.1.26) 

Our strategy for understanding the effect of a change in renormalization 
prescription is to absorb the difference into a finite counterterm. The 
counterterm will itself generate divergent counterterms when we insert it 
into a bigger graph. Finally we reorganize the Lagrangian by putting all the 
finite counterterms into the basic Lagrangian. Then we see that the change 
in renormalization prescription is exactly compensated by a change in the 
parameters of the theory. 

What happens when we go to higher order? An example is given by the 
two-loop self-energy graph of Fig. 7.l.l(a). Graphs (b), (c), and (d) renormal­
ize its subdivergences and its overall divergence. We write the renormalized 
graph with the original value of Jl as 

I.l(p,g,m,Jl) = I.a + 2I.b + I.d. {7.1.27) 

(We used the fact that I.b =I.e.) The unrenormalized graph is unchanged if 
we replace Jl by 11' and g by 9new· But the vertex counterterm is treated 
exactly as at (7.1.24), so that: 

I.b(p, g, m, Jl) = I.b(p, 9new• m, Jl') + [I.b(p, g, m, Jl)- I.b(p, 9new• m, Jl')]. 

(7.1.28) 

The first term contains the counterterm for one of the subgraphs, computed 
by minimal subtraction with unit of mass Jl'. The second term exactly 
compensates the difference. It has the counterterm replaced by the finite 

(a) (b) 

-o-
(d) 

(c) 

Fig. 7.1.1. Self-energy graph with counterterm graphs. 
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part in (7.1.24), viz. 

(7.1.29) 

We now write 

:E 1 = :Ea(p, gnew• m, ~t') + 2:Eb(p, gnew• m, ~t') + :Eip, gnew• m, ~t') 

+ {2rl a~-d/2 + :Ed(p,g,m,J-t)- :Eip,gnew•m,J-t')}. (7.1.30) 
gnewl' 

Here we wrote out the ftrst three terms as the minimal renormalization of 
:E 1 with unit of mass ~t'· The remainder is finite, since :E 1 is ftnite. The term 
2r1agf(gnewJ-t' 3 -d12) is the one-loop self-energy graph with one of its 
couplings replaced by ag. It has a divergence which can be cancelled by a 
minimal counterterm: 

C = - ignewag ( 2 _ _!_ 2) 
64n3(d- 6) m 6P . (7.1.31) 

Hence the term in curly brackets is 

[ 2r1ag J , ,3_d12 + 2C + [:Ed(p,g, m,J-t)- :Ed(p, gnew• m,J-t)- 2C]. 
gnewl' 

(7.1.32) 

The second term is fmite, since there are no remaining divergences. It is of 
the form 

i(- am2 + aZp2), 

and so gives rise to another finite contribution to m' 2 and to (. 

7.2 Proof of RG invariance 

To show to all orders of perturbation theory that g', m' and (can be chosen 
so that (7.1.9) holds, we generalize from our treatment of the examples. We 
write 

eg'~t'3-d/2 = gJ-t3-dj2 + ag, 

e=t +ae, 
(2m'2 = m2 + am2. (7.2.1) 

The original version of the theory has counterterms computed with unit of 
mass J-t: 

!f' = !f' basic + !f' ct(J-t). (7.2.2) 

We now change to unit of mass ~t' and wish to show that identically the 
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same Green's functions and total Lagrangian are obtained if we make 
changes of the form (7.2.1). 

The Lagrangian is written in the form 

with the basic Lagrangian the same as before, but written as 

.P basiC= (o¢ )2 /2- m2¢2 /2- gnewJ.I.I3 -d/2¢3 /6. 

(7.2.3) 

(7.2.4) 

(As before, we define gnew = (JJ./JJ.')3 -d12g.) The term .Pc is a 'compensating 
Lagrangian' of the form 

(7.2.5) 

The counterterm Lagrangian 2~1 in (7.2.3) is computed using minimal 

subtraction with unit of mass JJ.'. 
We may later reorganize (7.2.3) so that the basic Lagrangian is taken as 

.P basic+ .Pc. We may drop the d-dependence of the finite counterterms !lg, 
!l,2, and !lm2 , since renormalized Green's functions are finite functions of 
renormalized quantities. Finally we may rescale the fields to give (7.1.10). 

But a proof is most easily given with the form (7.2.3). Each of the finite 
counterterms is computed as a sum of terms, one for each 1PI graph 
contributing to the relevant Green's function: 

!lg = L !lr(g), etc. (7.2.6) 
r 

Particular cases are given by the examples in Section 7.1. Thus 

/l y2=g~ew[(JJ.'/JJ.)6 -d_1] 
3 .1.1~ 384n3 d- 6 ' 

2- m2g~ew[(JJ.'/JJ.)6-d -1] 
!l3 .1.1m- 64n3 d-6 ' 

/l _ 13-d/2 g~ew [(JJ.'/JJ.)6 -d- 1] 
3.6.1g- J.l. 64n3 d- 6 , 

!l7.1.1 ('2P2 - m2) = - i[l:Ap, g, m, JJ.)- l:Ap, gnew• m, JJ.')- 2C], 

where the label on !l indicates the number of the figure depicting the basic 
graph. 

The general proof is by induction on the size of a graph. Consider a 
graph G contributing to some Green's function. Using the basic interaction 
- gJJ.3 -df2¢ 3 /6 we renormalize it with unit of mass J.l. using the method of 
Section 5.11. The renormalized value of G is then 

R(G) = G + L Cy(G). (7.2. 7) 
y£ G 
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Here the sum is over subgraphs of G that consist of one or more disjoint 1 PI 
graphs, and Cy(G)denotes the replacement of each of these 1PI graphs by a 
counterterm with unit of mass p.. Similarly we can renormalize G with a 
different unit of mass p.' but with the same basic interaction 
- gnewf1.'3 -df2cp3 /6 to get 

R'(G) = G + I C~(G). (7.2.8) 
ys;;G 

Here, we use the prime to denote use of the unit of mass p.' instead of p.. 

We will now derive a series of new basic graphs containing finite 
counterterms. These counterterms will be used to generate the compensat­
ing Lagrangian .ft'c in (7.2.3). The new graphs will need renormalization, 
and we will arrange them so that when they are added to R '(G), we get back 
the original value R(G). The aim will be to have a finite counterterm L\1 for 
every 1PI graph y that is a vertex or self-energy graph. We will arrange the 
L\y's so that 

R(G) = R'[G + L Lly(G) + Ll(G)J. 
yo;G 

(7.2.9) 

Here the sum over y is over products of 1PI graphs. The overall counterterm 
for a graph is computed using minimal subtraction, but with the d­
dependence of gnew and of the finite counterterms L\1 ignored (see our 
remarks below (7.1.17)). That is, the counterterms in R' are a series of poles 
at d = 6 with their coeffici-ents being power series in gnew· In the case of a 
verteX'Subgraph, there is also the usual factor p.'3 -d/ 2• The finite subtraction 
Ll( G) for the complete graph in (7.2.9) is only non -zero if G is a 1 PI vertex or 
a self-energy graph. 

We will prove the following relation between counterterms for a 1PI 
graph 

C(y) = c'(y + I a.s<y>) + L\(y). 
d 'I y 

(7.2.10) 

The above equations (7.29) and (7.2.10) are trivially true for tree graphs, 
where no counterterms are needed, for we can set L\(tree graph)= 0. So let 
us assume they are true for all graphs smaller than a given graph G, with all 
the L\y's finite. There are two cases: (a) G is not overall divergent; then we 
must prove (7.2.9) with no counterterm L\(G). (b) G is 1PI and overall 
divergent; then we use (7.2.10) withy replaced by G to define L\(G). We must 
prove d(G) finite and prove (7.2.9). We must also prove L\(G) is polynomial 
in the external momenta of G, with degree equal to the degree of divergence 
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of G; we will assume inductively that this is true with G replaced by any 
smaller graph. 

Consider the terms in (7.2.7). For each we identify a contribution in 
(7.2.9). The term G is the same as Gin R 1(G). Next let y be a 1PI subgraph of 
G (G itself being excluded). Decompose CY(G) by (7.2.10): 

(1) The C'(y) term occurs in R 1(G) as C~(G). 
(2) The term Ll(y) occurs as Lly(G). 

(3) The term C~(Llb(y)) occurs as a counterterm in the renormalization 
RI(LliG)). 

If G is not overall divergent, these exhaust all of the terms in R( G) and on 
the right-hand side of(7.2.9). But if G is 1PI and overall divergent then there 
remains C(G) in (7.2.7) and the terms 

c~[G + I iliG)J + il(G) 
b¥'G 

in (7.2.9). We are therefore forced to define Ll(G) by (7.2.10), and it remains to 
prove Ll(G) finite. This is now easy, since 

R(G),R 1(G), and R~[ I Lld(G)J 
b¥'G 

(7.2.11) 

are all finite, while we have 

R 1(Ll(G)) = Ll(G). 

Moreover all the terms in (7.2.10), except possibly il(G), are ordinary 
minimal-subtraction counterterms. So they are polynomial in the external 

momenta of G, with degree equal to the degree of divergence of G. So Ll(G) is 
polynomial, of the same degree. (Note that the replacement of a subgraph y 
by Lly does not change the overall degree of divergence of any graph r 
satisfying y ~ r ~G. This is because of our inductive assumption on the 
polynomial degree of Lly.) 

The theorem is also true if R and R I stand not for renormalization with 
different units of mass, but for any two renormalization prescriptions. It is 
important that the d-dependence of Lly is taken outside of the extraction of 
pole parts when computing a counterterm like Cr(Lly). This can be seen 
from the example of Fig. 7.1.1, at (7.1.31). The primed counterterms must be 

a particular function of g new• J1.1' ml' and d. The fact that g I itself is a function 
of other variables is ignored. 

Equation (7.2.10) expresses the counterterm C(y) for a graph y (with unit 

of mass Jl.) in terms of renormalization counterterms with unit of mass J1. 1 

and a finite counterterm Ll(y). We can use the finite counterterms to generate 
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the compensating Lagrangian ff c in (7.2.3), and the primed counterterms to 
generate ff~1 • It should be evident that the new Lagrangian is the same as 
the original one (with unit of mass Jl), considered as a function of <P and o</J. 
If we set <Po= Z 112 </J, with Z = Z(g, m, Jl), then we can deduce that the bare 
parameters m0 and g0 are renormalization-group invariant: 

m0 (g, m, Jl) = m0 (g', m', Jl'), 

9o(g, m, Jl) = 9o(g', m', Jl'). (7.2.12) 

7.3 Renormalization-group equation 

We saw in Sections 7.1 and 7.2 that a change in the unit of mass J1 

accompanied by suitable changes in coupling and mass does not change the 
theory, while the Green's functions satisfy 

(7.3.1) 

We wish to compute g', m' 2 and (as functions of g, m2, Jl, and Jl'. If the ratio 
Jll 11' is large, it is not sufficient to use lowest-order perturbation theory, 
since, for example, in (7.1.26) the coefficient of g 2 may be large. 

An important device is to consider a large change in J1 as being made up 
of a sequence of very small changes, so that g', m' 2 , and (are obtained as 
solutions of differential equations. This is the subject to which we now turn. 

The consequence of our work in Sections 7.1 and 7.2 is that for a given 
physical theory, we have for each value of J1 a definite value of the coupling 
g(Jl) and mass m(Jl). These are called the effective (or running) coupling and 
mass. We will derive differential equations for g(Jl) and m(Jl). 

The easiest way to derive the results is to look at the Green's functions 
and the Lagrangian expressed in terms of the bare field </J 0 • The important 
point is that the Green's functions of <Po are invariant under our change of 
parametrization (Jl, g, m)-+ (Jl', g', m'). (This is because the mass and coup­
ling in the bare Lagrangian are invariant.) 

7.3.1 Renormalization-group coefficients 

Physical quantities like the S-matrix are invariant under the change of 
variable (Jl, g(Jl), m(JL))-+ (Jl', g(Jl'), m(Jl')). This in variance is conveniently 
expressed by considering a small change in Jl, accompanied by the 
corresponding changes in g and m. We write the result as 

J1dS/dJ1 = 0. 

The total derivative with respect to J1 can be written as 

J1d/dJ1 = JLoloJl + {3ojog- Ymm 2o/om2 • 

(7.3.2) 

(7.3.3) 
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On the right-hand side the partial derivatives with respect to Jl, g or mare 
taken with the other two fixed, and the coefficients p and Ym give the 
variations of g(Jl) and m2(J1) when J1 is varied. The sign of the m2ofom2 term is 
the usual convention (Weinberg (1973)). We have 

p = j1dg(J1)/dJ1, 

Ym =- m- 2J1dm 2(J1)/dJ1. 

(7.3.4a) 

(7.3.4b) 

The coefficients p and Ym are called renormalization-group coefficients. 
As we will see they are easy to calculate in terms of the counterterms, as 
functions of g, m, Jl, and d. If we use minimal subtraction, they have no mass 
dependence. This means that (7.3.4) can be readily solved as differential 
equations for g(Jl) and m(Jl.). Indeed this is the easiest way in practice to 
compute the effective coupling and mass. 

To compute p and Ym it is convenient to consider the Lagrangian 
expressed in terms of the bare field ¢ 0 - see (7.l.la). We saw in Section 7.2 

that m~ and g0 are renormalization-group in variant: 

j1dg0 /dJ1 = 0, 

J1dm~/dJ1 = 0. 

(7.3.5) 

Suppose we have computed g0 and m0 to some order in g. Then (7.3.5) can 
be solved to give P and Ym· 

An example of such a calculation comes from our results on ¢ 3 theory, 
where 

- 3-d/2 [1 3g2 0( 4>] 
go - J1 g + 256n3(d - 6) + g ' 

(7.3.6) 

Thus 

so 

(7.3.7) 
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Similarly 

0 = JL dm~ 
djL 

Renormalization group 

=- m2ym[l + O(g2)] + m2f3(g)[ ;g + O(g3)], 
l92n (d- 6) 

so that 

(7.3.8) 

Observe that the (d/2- 3)g term in f3 is important in these derivations, even 
though the term disappears at d = 6. Observe also that, even though the 
coefficients in g0 and m0 diverge at d = 6, it is crucial to expand strictly in 
powers of g. A phenomenon true to all orders is that f3 and Ym are 
independent of m and JL, provided that we renormalize by minimal 
subtraction. 

The general calculation of f3 and y m can be organized with the aid of (7 .1.4) 

for the counterterms. Since we use minimal subtraction, the m- and JL­

dependence of the bare parameters is simple: 

Then 

go= JL3 -d/29o(g,d), 

lir fl(g, d)= (d/2- 3)g0 :; , 

olnZm 
Ym(g) = fJ(g, d)---a;}. 

(7.3.9) 

(7.3.10) 

The expressions (7.3.9) are to be expanded in powers of g with the aid of 
(7.1.4). Now 

zm = (l + bm2/m2)Z- 1 

[ b (g)- c (g) 0 J = I + 1 1 + htgher poles , 
6-d 

(7.3.11) 

where we have picked out the sir:gle poles in the series expansion of the 
counterterms (7.1.4). (These are all that will be relevant.) Then (7.3.10) 
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becomes 

[ a (g) -lgc (g) . J 
(

d ) g + 1 
6 _ 2d 1 + htgher poles 

f3(g,d) = 2-3 [ ' 3 ' 3 ( ) J 
1 + a1(g)-2gc1(g)-2c 1 g +higher poles 

6-d 

= (d/2- 3)g + -!( 1- g :g)[igc1(g)- a1(g)] +poles (that cancel) 

= (d/2- 3)g + Jj(g), (7.3.12a) 

_ a [b (g)- c (g) . J 
Ym(g) = [(d/2- 3)g+ f3(g)] og 1 

6 _ / + htgher poles 

= ig :ic1(g)- h1(g)]. (7.3.12b) 

These manipulations are made by expanding in powers of g. 

In the last line of each of (7.3.12) we have used the fact that although pole 
terms are in principle present, they must cancel in order that f3 and Ym be 
finite as d--> 6. Notice that f3 and Ym are independent of m and Jl., and that the 
only d-dependence is the (d/2 - 3)g term in /3. Only the single-pole terms are 
needed for the calculation. There is a series of relations between these and 
the higher poles that ensures that the poles cancel in (7.3.12); we will 
investigate these later. 

7.3.2 RG equation 

The RG coefficients f3 and Ym are computed from two out of three 
combinations of the counterterms. The differential equat;ons (7.3.4) then 
enable g' and m' in (7.3.1) to be computed. To complete the calculation we 
need(. This is related to the wave-function renormalization. It is easiest to 
obtain by observing that the bare Green's functions G~l = zN12 GN are 
renormalization-group invariant, so that 

J1. :Jl. GN = J1. :Jl. (G~lz-N;z) 
N d 

= -2J1.dJ1.(1nZ)GN. (7.3.13) 

Let us define the finite coefficient 

(7.3.14) 
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then GN satisfies the following renormalization group equation (e.g. 
Weinberg (1973)): 

[Jl :Jl + ~ y JGN = [Jl :Jl + p :g- Ymm 2 0!2 + ~ Y JGN = 0. (7.3.15) 

In the minimal subtraction scheme for 4J 3 we find 

y = [(d/2- 3)g + p(g)] :g[ ~~g~ +higher poles J 
I d 

= -zgdgcl(g) 

g2 4 

= 384n3 + O(g ). 

7.3.3 Solution 

(7.3.16) 

We wish to solve the RG equations to find g(Jl'), m(Jl') and ((Jl',Jl) in (7.3.1), 
given that g{Jl) = g and m(Jl) = m. The RG equation tells us that 

d 1 d 
Jl' dJl,In ( = N Jl' dJl,In [ GN(Jl')/GN(Jl)] 

= - h[g(ji')]. (7.3.17) 

So we must solve this equation together with (7.3.4) for g and m. The 
boundary conditions are 

(7.3.18) 

(7.3.19) 
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Approximations can be made by taking a finite number of terms in the 
perturbation series for /3, Ym andy. For example: 

256n3 Jg(~t') dg 
In(Jt'!Jl) =- - 3- 3 [1 + O(g2)] 

9(/l) g 

= 12~n3 [ g(~')2 - g(~)2 J + 0 [In ( ~~;) l (7.3.20) 

This is accurate if g(Jl') and g(Jl) are small. Notice that g(Jl')---'> 0 as 
Jl'---'> oo. This is the property called asymptotic freedom. It is determined by 
the negative sign of the first term in f3 at d = 6. 

The full solution to the RG equation is 

GN(x;g, m, Jl) = exp [- ~ J:d: y(g(Jl)) ]GN(x;g(Jl'), m(Jl'),Jl'). (7.3.21) 

7.4 Large-momentum behavior of Green's functions 

The most important application of the renormalization group is to 
compute large-momentum behavior. In this section we treat the simplest 
case, that of a Green's function GN(p1, ... , PN) all of whose external 
momenta are made large. (Notice that we have used our standard notation, 
where the tilde indicates Fourier transformation into momentum space.) 

Let us suppose initially that all the Lorentz invariants formed from 
the momenta are non-zero. Then we scale all the momenta by a factor 1c 
P;---'> KP;, and let K get large. Thus all the Lorentz invariants P;' pi are scaled 
by a factor K 2 and become large. Under these conditions, Weinberg's 
theorem tells us that at least in a renormalizable theory all internal lines of 
graphs for GN carry large momenta, and that graphs for GN have the 
asymptotic behavior 

Kdim (;(logarithms of K). (7.4.1) 

Since all propagator denominators are large, we should be able to neglect 
masses and make only an error a power of K smaller than the leading 
behavior (7.4.1). 

For example consider the propagator in ¢ 3 theory at d = 6. The tree 
graph goes like i/p2 at large p 2, while the one-loop correction is 

i g 2 
{' J' [-p2x(l-x)J p 2 128n3 t;(Y - 1) + 

0 
dx x(l - x) In 4nJl2 

(7.4.2) 

(We used (3.6.10) for the self-energy graph to derive this equation.) 
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Now there is a term proportional to In ( - p2 I J1. 2 )/ p2 that gets large 
relative to the tree graph if p 2 is large enough. Thus the perturbation series 
has large coefficients and is not directly useful. However we may use the 
renormalization group to set J1. 2 = O(p2 ). This makes the coefficient small 
again. So we use the following strategy to compute GN(Kp) at large K: 

(1) Set JJ.' = KJJ., and use the solution of the RG equation to write 

GN(Kp,g, m,JJ.) = ((KJJ., JJ.)-NGN(Kp, g(KJJ.), m(KJJ.), KJJ.). (7.4.3) 

(2) Neglect m (if m(KJJ.) does not get too large). Then use dimensional 
analysis to give 

GN(Kp, g, m, JJ.)"' C N(;N(Kp, g(KJJ.), 0, KJJ.) 

= ,clim(G•l((Kj)., JJ.)- N(;N(p, g(KJJ.), 0, JJ.). (7.4.4) 

(3) Large K-dependent coefficients, as in (7.4.2), are now removed, so if g(KJJ.) 

is small, a low-order calculation suffices. 

This procedure makes it evident that the coupling that is relevant is the 
effective coupling at the scale of the momenta involved. 

It should be noted that we have related the large-momentum behavior of 
GN to the finite-momentum behavior of the zero-mass theory. It is therefore 
crucial that the zero-mass limit exists. However this limit does not always 
exist: if we use mass-shell or zero-momentum subtractions, then we see 
from, for example, (3.4. 7), that the same self-energy as considered in (7.4.2) 
diverges as m--+ 0. Now Weinberg's theorem tells us that, in the dominant 
momentum region for a graph without counterterms, all lines are far off­
shell; hence masses can be neglected. So the problem must be that with 
mass-shell or zero-momentum renormalization prescriptions, the counter­
terms diverge as m--+ 0. This is easily checked from our explicit calculations 
(see (5.10.2)). 

We can now see the practical importance of the theorem whose proof was 
summarized at the end of Section 5.8, that the counterterms may be chosen 

polynomial in masses. It ensures that the zero-mass limit may be taken 
directly and used to compute large momentum behavior. The minimal 
subtraction scheme is one way of ensuring that counterterms are poly­
nomial in mass. 

If one uses, say, zero-momentum subtractions, large-momentum be­
havior may be computed by changing renormalization prescription to, say, 
minimal subtraction. Another approach is to observe that the logarithms of 
p 2 break a possible symmetry of the theory under scaling transformations. 
The consequences of this point of view were worked out by Callan (1970) 
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and Symanzik (1970b). They derived the Ward identity for scaling 
transformations. It is called the Callan-Symanzik equation and looks 
similar to the RG equation. This equation may also be used to discuss high­
energy behavior. 

7.4.1 Generalizations 

The behavior of GN when all momenta are scaled by a large factor K is not 
normally experimentally relevant, for all the external momenta are then far 
off-shell. In coordinate space the corresponding region is the short-distance 
limit of GN(x1, ... xN), where every xi-xk is made small: xi-xk~ 
(xi- xk)/K. 

This means that we should be able to use RG methods to discuss the 
renormalization of the theory, for renormalization is a purely short­
distance phenomenon. We will work out the details in Section 7.10. On the 
other hand, physical experiments involve long distances. To get results for 
high-energy experiments we need the so-called factorization theorems. The 
simplest of these is the operator-product expansion which we will treat in 
Chapter 10. These theorems typically give a cross-section as a product of a 
factor which can be computed by pure short-distance methods and of 
simple factors related to wave-functions of the incoming and/or outgoing 
particles. 

We could also useR G methods to discuss the infra-red limit K ~ 0. This is 
only useful if masses can be neglected. Certainly this is true in a purely 
massless theory, as we will see in Section 7.5.4, and then IR behavior is 
computable if and only if the theory is not asymptotically free. But in a 
massive theory, it is not useful to take f1 much less than a typical mass, for 
one obtains logarithms of m/ f.l, and these prevent a simple use of 
perturbative methods when f1 ~ m. 

7.5 Varieties of high- and low-energy behavior 

7.5.1 Asymptotic freedom 

In solving the RG equation to obtain high-energy behavior, we find two 
cases according to whether p is positive or negative. In this section we 
discuss the asymptotically free case, when p is negative. Suppose the 
effective coupling g(J1) is small for one value of f.l, so that p is well 
approximated by its first term. Then the evolution equation (7.3.4a) shows 
that g becomes even smaller at larger values of f1 and in fact goes to zero as 
f1 ~ oo. Thus perturbation theory is reliable for computing high-energy 
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behavior. From (7.3.7) we see that ¢ 3 in six dimensions is asymptotically 
free. 

It is instructive to compute the behavior of g from the first two terms in {3. 
Let us define 

{3 = - A1g3- A2gs + O(g7). 

We have the equation for the evolution of the effective coupling: 

dg 
J1 dJ1 = {J(g ). 

(7.5.1) 

(7.5.2) 

Equations of the same form as (7.5.1) and (7.5.2) hold in any renormalizable 
theory, for example in QCD, though A 1 and A 2 are not necessarily positive 
in the general case. 

The solution of (7.5.2) is 

In J1 =constant+ dg' I {J(g') f9(1l) 

=constant + dg' --,-3 + +, + O(g') , JY(Ill [ -1 A J 
A 1g A 1g 

1 A 
=constant+ 2 + -4In [g(J1)] + O(g2). 

2A 1g(J1) A 1 
(7.5.3) 

The constant can be computed from a knowledge of g(J1) at one value of Jl· It 
is conventional (Buras, Floratos, Ross & Sachrajda (1977)) to write the 
constant in the form In A+ -!A 2 A ! 2 ln(A 1), where A is a parameter with the 
dimensions of mass. Then 

(7.5.4) 

(7.5.5) 

A specification of g(J1) at one value of J1 is exactly equivalent to a 
specification of A. The precise choice of the scale of A is that in (7.5.5) the 
omitted terms are of the order shown rather than of order 1/ln2 (J1/ A). The 
expansion (7.5.5) is much used in QCD. A higher-order calculation of g can 
be made from the following form of the solution 

2 2 1 A2 [ 2] 
ln(Jl /A ) = A

1
g(Jlf + Ai In A 1 g(J1) 

2 d ' -- -----2-f9<1ll [ 1 1 A J 
+ o g {J(g') + A1g'3 Aig' . 

(7.5.6) 
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It is necessary to go to two-loop order to obtain both the terms on the right 
of (7.5.6) that diverge as g-+0. 

The values of m(JL) and ' may be similarly calculated. For example, if 

y = Ctg2 + ... , (7.5.7) 
then 

(7.5.8) 

7.5.2 Maximum accuracy in an asymptotically free theory 

The results above enable calculations of Green's functions to be made at 
high energy. By taking more and more terms in the series, we may improve 
the predictions. However, in general, perturbation series are asymptotic, 
not convergent. A trivial example is the ordinary integral 

I(g,m) = m(2n)- 1'2 J:oo dzexp(- m2 z2/2- gz4 /4!) 

This can be considered to be a functional integral in Euclidean ¢ 4 field 
theory at zero space-time dimension with the normalization chosen to give 
I = 1 when g = 0. The perturbation expansion is 

oo Joo ( _ gz4)N 1 I "'m(2n)- 112 L dz exp( - m2 z2 /2) --1- - 1 
N=O - 00 4. N. 

= f (-g)N7t-1/2r(2N+1/2) 
N=O 6m4 r(N + 1) 

= L 4 IN. 
oo ( g )N 

N=O m 
(7.5.9) 

Now 

IN= NN( ~e2r(nN)- 112 [1 + 0(1/N)], as N-+ oo, (7.5.10) 

so the series is divergent. The divergence is associated with the fact that the 
defining integral diverges if g is negative, so that I is not analytic at g = 0. 
The corresponding property of ¢ 4 theory is that the Hamiltonian is 
unbounded below (i.e., the vacuum does not exist) if g is negative. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


190 Renormalization group 

What we can say is that we can approximate I by truncating the series: 

Nm 

I= L (g/m4tiN+O[(g/m4t+l]. (7.5.11) 
N=O 

The error is estimated by the first term omitted, i.e., 

0[1 Nm+ I (gjm4)N"' +I]. 

These results are standard in the theory of asymptotic expansions for simple 
integrals. All experience, together with rigorous theorems for quantum 
mechanics and super-renormalizable field theories (Glimm & Jaffe (1981) 
and references therein), indicate that this behavior is typical for functional 
integrals in a non-trivial dimension (i.e., d > 0). 

Next, let us suppose we wish to compute some quantity in an 
asymptotically free theory by truncating its perturbation expansion 

N. 

L g(J1)2N IN. 
N=O 

We assume that the quantity depends on some momentum p, and that we 
set the unit of mass 11 to be of order p. A case would be the propagator with 
f.1 = O(lpj). Suppose that the coefficients in the expansion behave like 

IN"' NNbN Nad[1 + 0(1/N)], (7.5.12) 

for large N. What is the best accuracy with which we can calculate the 
quantity? This is given by the minimum error, i.e., the minimum of I Ng 2N as 
N varies. The result is that the minimum possible error in a perturbative 
calculation is of order 

constant I PI- ZA,Jeb(ln IP I )a. 

This means that beyond a certain level, power-law corrections to the 
asymptotic behavior computed in perturbation theory are meaningless 
since they are smaller than the irreducible error in using perturbation 
theory. Power-law corrections are those that are a power of p 2 smaller than 
the leading term. 

7.5.3 Fixed point theories 

In four dimensions, the only theories that are asymptotically free are non­
abelian gauge theories with a small enough number of matter fields- see 
Coleman & Gross (1973) and Gross (1976). Other theories, like </> 4 and 
QED, have an effective coupling that increases with energy. Thus, in such 
theories it is impossible to compute the true high-energy behavior by 
perturbation theory. (Note however that the coupling in QED is rx/n 
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{J(g) 

g* 

Fig. 7.5.1. {J(g) in a non-asymptotically free theory with a fixed point at g = g*. 

"'1/430. This is very small, so the non-perturbative region in QED does 
not occur until very many orders of magnitude beyond experimentally 
accessible energies.) 

An interesting possibility is that p(g) has the form shown in Fig. 7.5.1, 
with a zero at g = g*. Then g(Jl) approaches the 'fixed point' g* as Jl-> oo. At 
large momentum Green's functions behave like 

GN(Kp 1 , ••• , KpN, g, m, J1) "'const J(limG.+Ny(g*J/2GN(p 1, ••• , pN, g*, 0, Jl). 
(7.5.13) 

This behavior is as if ¢ had an extra term y(g*)/2 in its dimension. 
Consequently, the function y(g)/2 is called the anomalous dimension of the 
field ¢. 

7.5.4 Low-energy behavior of massless theory 

If m = 0, then the renormalization group can be used to compute infra-red 
behavior. The calculability is the opposite of that for the UV behavior. 
Consider first an asymptotically free theory. There, the effective coupling 
g(J1) goes to zero when J1 goes to infinity, so that short-distance behavior is 
computable perturbatively, as we saw in Section 7.5.1. But, when J1 is small, 
g(Jl) is large, so the infra-red behavior cannot be computed reliably by 
perturbation theory. (This is the case for strong interactions, according to 
QCD.) 

Let us now consider a non-asymptotically free theory. For large Jl, the 
effective coupling is large, so the short-distance behavior is not per­
turbatively computable. (For example, a perturbative calculation in low 
order of the position of the fixed point, g*, in Fig. 7.5.1 and of the value of 
p(g*) is subject to large errors from higher-order uncalculated corrections.) 
But when J1 goes to zero, so does the effective coupling. We are assuming the 
absence of a mass term for the field, so there are no large logarithms of m/ J1 
as J1 goes to zero. Hence, we can compute IR behavior in such a theory, just 
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as we computed UV behavior in an asymptotically free theory. We will now 
do this. 

Now, for almost any graph there are large logarithms of p2 I J1. 2 as p2 ..... 0 
in a massless theory,just as in the ultra-violet. In the case of the propagator, 
these logarithms mean that the propagator's singularity is not a pole, at 
least order-by-order. 

To investigate this singularity let us again write 

(7.5.14) 

using the same notation as before, but now with A 1 < 0. We assume that g is 
below the first non-zero fixed point g*, if there is one. The propagator is 

Jg(KIJ) 

G2(~<:p;g(J-L),J1.) = K- 2 G2 (p;g(KJ1.),JJ.)exp dgy(g)jp(g) 
g(IJ) 

= i/(~<: 2 p2 )[1 + O(g(KJJ.)2)]exp{- Jdg(CdA 1g)[I + O(g2)]} 

"' i/(~<: 2 p2 ) ·constant· [ln(l/K) Y ,;2 A,, (7.5.15) 

asK -+0. Hence if C 1 is non-zero, then p2 G2 (p) does not have a finite non­
zero limit asp -+0; the singularity of G2 (p2 ) at p2 = 0 does not correspond 
to a simple single-particle pole. The massless particle that gives rise to the 
singularity cannot be treated as an ordinary particle, because its long-range 
interactions are too strong. Positivity of the metric of the state vectors 
constrains C 1 to be positive, and we assumed a theory with A 1 negative, so 
K 2 times the right-hand side of (7.5.15) goes to zero. (The positivity 
argument is the one given in the textbooks (e.g., Bjorken & Drell (1966)) 
that the residue of the pole in a propagator is less than unity if the 
propagator is of the canonical field. Application of this argument in the 
theory with an ultra-violet cut-off shows that the divergence of the self­
energy must be such that C 1 is positive.) 

Notice that if C 1 = 0, then the propagator does have a finite residue at 
p=O: 

_Q 
Fig. 7.5.2. Lowest-order self-energy 

graph in ¢ 4 theory. 

(7.5.16) 

Fig. 7.5.3. Lowest-order self-energy 
graph that contributes to the 

anomalous dimension in ¢ 4 theory. 
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Observe that only the first term in y is relevant to the finiteness of the limit, 
and that the limit does not exist order-by-order. A case where C 1 = 0 is the 
r/J4 theory, because the one-loop graph Fig. 7.5.2 is independent of p. The 
two-loop graph Fig. 7.5.3 provides the lowest-order term in the anomalous 
dimension. 

7.6 Leading logarithms, etc. 

7.6.1 Renormalization-group logarithms 

We saw in Section 7.4 how to compute the large momentum behavior 
of a Green's function by approximating it by a Green's function with 
m = 0. Then we used the renormalization group to reorganize the 
perturbation series into a form with small coefficients. It is of interest to 
examine how the complete result can be obtained by a systematic 
resummation of the perturbation expansion. 

For concreteness, let us examine the propagator G2(p,g, /1) in massless r/1 3 

theory in six dimensions. We write its perturbation expansion as 
00 

Gz=(ijp2) I g2nTn(-p2/!12), (7 .6.1) 
n=O 

where the lowest coefficient is T0 = 1. We will prove that each Tn is a 
polynomial in In 11 (and hence in In (- p2/J1 2 )) of degree at most n, with n 

being the number of loops. To do this we will regard the RG equation 
(7.3.15) not as an equation to give the variation of G2 when 11 is changed 
with g set equal to the effective coupling g(/1) (thus keeping the theory fixed), 
but as an equation for the 11-dependence of G2 with g fixed. Picking out the 
order g2 n term gives 

a {[ a]n-1 } -Tn = - y(g)- p(g)- I Tn,g2n' 
a In 11 ag n' = 0 coefficient or 9'·. 

(7.6.2) 

Since yis O(g2 ) and pis O(g3 ), this equation determines Tn in terms of lower­
order T/s: 

Tn =constant 

+ { I - [y(g) + p(g)}__]gzn·fl"ll d!nJl'Tn,(- pz/11'2)} . 
n' < n Og 0 coeffic1ent of g2". 

(7.6.3) 

Iteration of this procedure another n - 1 times gives Tn in terms of T0 and n 
constants of integration. Evidently Tn is a polynomial of degree n in In 11 as 
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claimed: 
n 

Tn= L Tn,n-t[In(-p2/.U2)Jl. (7.6.4) 
l=O 

All but the constant term are determined in terms of lower-order 
coefficients. 

A convenient way of organizing the series is to define for each term 

L= -number of logarithms+ number of powers of g2 = - 1 + n. (7.6.5) 

This is non-negative. The sum of the terms with L = 0 (viz., 
Tno [In (- p2 / ,u2)]n) gives what is called the leading logarithm approxi­
mation to G2 • Application of .uo/o.u, f3ojog or y to G2 (with one-loop values 
for f3 and y) increases L by 1. All the non-leading logarithms give even 
higher values of L. So the leading logarithm series exactly satisfies the one­
loop approximation to the RG equation. Hence we may sum the leading 
logarithm series by solving this approximation to the RG equation 

Gz(P2 ;g,,u)L=o = {exp[fJ-pzd~' y(g(,u'))]G2(p2 ;g( J- p2), J- p2)} 
~ .U L=O 

= [1 + A1gz1n(- p2/.uz)y';2A,i/p2. (7.6.6) 

Here we used the same notation as in Section 7.5.1. This equation 
reproduces the approximation derived at (7.5.8). 

Another way of treating both the leading and non-leading logarithms is 
to use the RG equation (7.6.2) to give a recursion relation for the Tn.L's: 

n-1 
L 2(L-n)Tn,L[In(-p2/.u2)]n-L-1 

L=O 
n- 1 

=[2A1(n-1)-C1] L Tn-1,L[In(-p2/.u2)]n-1-L 
L=O 

n-2 
+[2A2(n-2)-C2] L Tn-2,L[In(-p2/.u2)]n-2-L+ .. ·, 

L=O (7.6.7) 

where y = C1g2 + C2 g4 + .. ·,and f3 =- A 1g3 - A 2 g5 + .... 
The leading logarithm part of this equation is 

- 2nTn,o = [2A 1(n- 1)- C 1] Tn- 1,o· (7.6.8) 

This equation determines the leading logarithm series in terms of T00 = 1, 
and of A 1 and C 1 ; this series sums to (7.6.6). 

Equation (7.6.7) also determines the non-leading logarithms. For 
example the next-to-leading terms are 

- 2(n- 1)Tn, 1 = [2A 1 (n- 1)- C1] Tn- 1,1 + [2A 2(n- 2)- C2] Tn_ 2,0. 
(7.6.9) 
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n-L=#logs 

n= #loops 

Fig. 7.6.1. Illustrating the leading logarithms and non-leading logarithms of a 
Green's function. 

Again a convergent series results. Its sum is equally accurate as the result 
of using the two-loop approximation to p and y in the solution (7.3.21). 
There J.l is set equal to (- p2 ) 1' 2 and we take the one-loop approximation to 
G2(p;g( J- p2 ), m = 0, J- p2 ), i.e., (i/p2 ) (1 + g2 T11 ). 

The series for larger L may be similarly determined. In Fig. 7.6.1 we 
illustrate the structure of the calculations. The diagonal lines are lines of 
constant L, and the recursion relation (7.6. 7) determines a coefficient Tn,L in 
terms of lower-order terms on its diagonal and on the higher diagonals. 

Suppose we have computed perturbation theory to n- 1 loops for G2 

and wish to compute the n-loop term. In this term the coefficients of all but 
ln(- p2/J.l2) and the constant are fixed by the lower-order calculations. 
Thus the new information is in the nth order coefficient en for y and in the 
terms with one and no logarithms, i.e., in Tn,n- 1 and Tn,n· The (ln)0 term in 
(7.6.7) is 

n-1 
- 2Tn,n-1 = -en+ L [2An- jj- en- j] Tjj' 

j= 1 

(7.6.10) 

This shows that knowing the coefficient, Tn,n- 1 , of the singly logarithmic 
term in Tn is equivalent to knowing the n-loop coefficient en in y(g). 

Exactly the same procedure may be applied to any Green's function GN. 
The only difference is that there are several external momenta. It is enough 
to consider the connected graphs. Let us write 

oo n 

GN(connected) = (p2)dim(GJ/2 gN- 2 L L G~~Vnn-L(- P2 I J.l2)g2n, 
n=O L=O 

(7.6.11) 

where pis one of the external momenta and we have factored out gN- 2 , 

which is the power of g appearing in the tree approximation. The 
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coefficients G<:,L are now functions of the dimensionless ratios of the 
Lorentz invariants formed from the external momenta. 

The leading logarithm series and all the non-leading series are con­
vergent, so they can be summed. The n! behavior of large orders only 
appears when we consider the single log and constant terms, and thus in the 
sum over L. 

7.6.2 Non-renormalization-group logarithms 

In all of the above cases there was one logarithm of the large momentum per 
loop. There are more complicated situations where not all invariants get 
large. A simple standard example is the form-factor of the electron in QED 
with a massive photon (Fig. 7.6.2). Here q2 = (p 1 - p2 ) 2 gets large but Pi 
and p~ are fixed. It turns out (Sudakov (1956), Jackiw (1968)) that there are 
two logarithms per loop. These must be in the coefficients G~~l in (7.6.11), 
since the power of the logarithms is too high for them to be the explicit 
logarithms in (7.6.11). 

Fig. 7.6.2. The electron's form factor in QED. 

One would like to find the large-momentum behavior in such situations. 
A much-used technique is to sum the leading logarithms, which are often 
relatively easy to compute. For the on-shell form-factor this gives a 
convergent series which sums to (Jackiw (1968)) 

F-exp[ -(e2/16n2 )ln2 q2]. (7.6.12) 

(See also Mueller (1981). For the simple cases that we considered earlier, 
with all momenta large, the leading logarithm approximation is justified by 
renormalization-group methods, as we have seen. For cases like the present 
one of the form-factor, it may be a bad approximation (Collins & Soper 
(1981, 1982b)). Howe,·er methods are available to obtain large-momentum 
behavior in some of these situations. See Mueller (1979, 1981) and Collins 
(1980) for the electron form-factor and Collins & Soper (1981) for cases in 
strong interactions. 

7.6.3 Landau ghost 

The leading logarithmic approximation (7.6.6) for the propagator has a 
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singularity when 

(7.6.13) 

This singularity, if present in the true propagator, would signal a state of 
this value of mass squared. Since the residue has the opposite sign to that for 
a normal propagator pole, this would be a state with unphysical properties. 
It is called the Landau ghost (Landau & Pomeranchuk (1955)). In a non­
asymptotically free theory like QED, it occurs at very large energies and in 
an asymptotically free theory like QCD, it occurs at low energies. In either 
case it occurs where perturbation theory is inapplicable and so where the 
leading logarithmic approximation is a bad approximation. 

7.7 Other theories 

We restricted our attention in deriving the renormalization group equation 
to a theory with one field, one coupling, and one mass parameter. However 
we may treat, by exactly the same method, a theory with several fields 
¢ 1, ... ,¢A (each may be Bose or Fermi), several couplings g1, ••. ,g8 , and 
several masses. A change in the unit of mass f.! is compensated by a change in 
each of the parameters and in the scale of the fields. The main problem is a 
proliferation of indices. It is easiest to treat couplings and masses on the 
same footing. So we have a collection g 1, ... , 9c of renormalized parameters, 
with C being the total number of couplings and masses. Then we must write 

d 
f.! df.!gj(J.t) =Pig), (7.7.1) 

each function pi being, a priori, a function of all the parameters. For the case 
of a theory with a single coupling, and a single mass, would have (gpg2 ) = 
(g,m 2 ), and /31 = f3(g) and /3 2 =- Ym(g)m 2 . 

Given a function f of the renormalized parameters and of f.!, we have 

d ( a a ) 
J.tdf.!f(g,J.t)= f.!af.! + ~ 13ja9j f. (7.7.2) 

The RG coefficients can be determined by noting that the bare couplings 

g i(O) are invariant: 

d 
f.! df.! g j(O)(g, f.!, d) = Q. (7. 7.3) 

These form C equations for C unknowns. 
The RG equations for Green's functions are complicated by the 

possibility that fields of the same quantum numbers may mix under 
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renormalization. Writing 

Renormalization group 

¢(O)i = IJij(g,d)¢j, 
j 

we find, for example, that 'kinetic energy' terms in fe are of the form 

i I o¢fo)i = -i I o¢ j0¢IL (;j(il = -i I o¢ j0¢Izjl· 
i j,l i j,l 

Hence, we have a matrix counterterm for the field-strength renormalization 

Z;j(g,d)= L,li,lj=((T()ij• (7. 7.4) 
I 

where T denotes transpose. (Note that (has a different meaning here than in 
Sections 7.1 and 7.2.) 

If we define a matrix anomalous dimension by 

d 1'\' 
JJ.-d ¢; = - 2 L., yij¢ i' 

fJ. j 

(7.7.5) 

then in variance of the bare fields gives 

(7. 7.6a) 

i.e., 

or 

JJ. ddJJ. z =i{Z, y}. (7.7.6b) 

If Z is diagonal (as is the case in most theories we consider): Z;i = ()ijZi, then 

(7.7.6) reduces to an anomalous dimension for each field 

d-+.- 1 JJ. dJJ. '1-';- -zY;¢;, (7.7.7) 

d 
JJ.d!J.ln Z; = Y;· 

In the case of a diagonal Z, the renormalization group equation for an N­
point Green's function is 

JJ.:JJ. GN = [JJ. :JJ. + J1 Pig) a~JGN 
N 

= - L h;.(g)GN. (7.7.8) 
a=1 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


7. 7 Other theories 199 

Here }'i. is the anomalous dimension function for the IJCth external field of 
GN. If the renormalization matrix Z is not diagonal, then we have a similar, 
but more complicated, set of equations for the Green's functions. 

The equations for the evolution of the couplings are coupled, so their 
solution is in general complicated. Considerable simplification can be 
achieved by using our knowledge of the dependence of the counterterms on 
massive couplings. Let the couplings g1, ... , gA be dimensionless and let the 
corresponding bare couplings be 

/1(4 -d)p;g(O)Jg,d), 

where the g(Oii depend only on the renormalized dimensionless couplings 
and on the UV cut-off. For the sake of definiteness, we assume that the 
physical dimension of space-time in the theory is d = 4. The wave-function 
renormalizations Zi also only depend on the dimensionless couplings and 
on d. Let the other parameters (masses and super-renormalizable coup­
lings) be denoted by fs, and let the dimension of fs be (4- d)rs + CJ5 • If fs is 
the mass of a fermion, then CJ5 = 1, rs = 0. If it is a boson mass squared, then 
CJs = 2 and rs = 0, while for a super-renormalizable coupling rs =f 0 and 
CJ5 > 0. Then (by Section 5.8) the bare quantity corresponding to fs has the 
form 

f - '\' (4-d)r,XF ( d) 
(O)s - f._, f1 sX g, · (7.7.9) 

Here X is any product of the dimensional couplings with dimension (at 
d = 4) equal to the dimension CJ5 of fs· 

Requiring invariance of the bare couplings gives 

A a 
o = (4- d)pig(Oii + I fJj-8 g(O)i' 

j= I gj 

(7.7.10a) 

(7. 7.1 Ob) 

(7.7.10c) 

There is then a triangular structure to the evolution equation: the evolution 
of a coupling depends only on couplings of the same and lower dimensions. 
In these equations, the index j runs over the values 1 to A, i.e., over those 
values that correspond to the dimensionless couplings, while the indices s 
and t run over the labels for the dimensionful couplings. 
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If we use minimal subtraction, the calculation of the coefficients is rather 
easy. Let G;(g), Z;(g), and F.x(g) be the coefficients of single poles in g<Oli' Z; 
and F.x· Then we have 

f3j(g,d) = (d- 4)pjgj +Pig), 

f3.(g,f,d) =(d- 4)~:J. + P.(g,f), 

7.8 Other renormalization prescriptions 

(7.7.11) 

It was only for the sake of simplicity that we restricted our attention to the 
minimal subtraction procedure. The proof in Section 7.2 in fact shows that 
any change in renormalization prescription can be compensated by a 
change in renormalized parameters and a change in the scale of the 
renormalized field. Let us examine what happens in more general schemes. 
It is sufficient to restrict our attention to a theory with a single coupling and 
mass, like ¢> 3 theory in six dimensions. 

If we choose a renormalization scheme with an extra mass fl, which might 
be a renormalization point, then renormalization-group coefficients can 
still be defined and computed by (7.3.4), (7.3.5), and (7.3.14). What we lose in 
general are : 

(1) the simple formulae (7.3.12), 
(2) the lack of dependence of {3, Ym and y on the masses. 

In order to discuss UV limits, it is sensible to choose a scheme in which the 
limit m ~ 0 exists. This means that {3, Ym' y are finite, order-by-order, as 
m~o. 

Now, different renormalization schemes are related by finite renormali­
zations of the parameters. So we may relate the RGcoefficients in different 
schemes by looking at the theory in the physical space-time dimension and 
then computing f1dfdf1 in one scheme in terms of f1dldf1 in another scheme 
with the aid of the chain rule. 

Suppose we have a second scheme in which the new mass, coupling and 
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field arc m', g' and¢': 

g' = g'(g, m2 /J-1.2), } 
m'2 = m2zm(g, m2 /J-1.2), 

¢' = </J((g, m2 /J-1.2). 

Then the Green's functions in the new scheme are 

G~(p; g', m'2, J-1.) = CN GN(p; g, m2, J-1.). 

The renormalization-group coefficients in the new scheme are: 

201 

(7.8.1) 

(7.8.2) 

' ' ,z' 2 d ' ( a c 2 a ) '( 2/ 2) (7 8 3) f3(g,m IJ-1. )=f-l.df-l.g = f-laf-1. +f3ag -ymm am2 g g,m f-1., .. 

Y' (g' m'z;"z) = - ~_<!_m,z 
m ' r - m'2 dJ-1. 

=(m-(J-1.-~ +/3~ -}'mm2 ;:,? z)ln[zm(g,m2/J-1.2 )]. (7.8.4) 
CJ-1. cg (m 

Our definition of the total derivative d/dJ-1. is as the derivative with respect to 
J-1. when the bare coupling g0 and bare mass m0 are held fixed. Therefore, it is 
the same in both schemes. Notice that there are two steps in computing /3' or 
y~: First, compute the right-hand side expressed in terms of g, m, and J-1.; 
second, change variables to the new coupling and mass. 

The anomalous dimension of¢' is obtained as 

2 d 
y'(g',m' 2 /J-1. 2)= --J-1.-lnG~ 

N dJ-1. 

d 
= -2J-1.-ln(+y 

df-1. 

= y- 2 w!!_ + /3-- y m2- ln((g, m2ff-1. 2). ( ~ a a ) 
af-1. ag m am2 (7.8.5) 

A considerable simplification occurs in relating mass-independent 
schemes. Then g', ( and zm are functions of g alone, so that the 

renormalization-group coefficients in the new scheme satisfy 

a 
f3'(g') = f3(g) cl'(g), 

Y~(g') = 'Ym- f3 :gIn zm(g), 

}"(g') = }'- 2f3;-g1n((g). 

(7.8.6) 
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In this case, let g', zm and ( have perturbation expansions 

g' = g + alg3 + a2gs + ... '} 
zm = 1 + blg2 + b2g4 + ... ' 

( = 1 + clg2 + c2g4 + ... , 
(7.8.7) 

and let the expansions of {3, Ym• and y be 

{3(g) = -Alg3-A2gs-A3g7_ ... } 

Ym(g) = B1g2 + B2g4 + ... , 
y(g) = Clg2 + C2g4 + .. . 

(7.8.8) 

The expansions of {3', y~, and y' are written similarly with all quantities 
primed. Then we can express them in terms of g by using (7.8.7). For 
example: 

fJ'(g'(g)) = -A ;g\l + alg2 + a2g4 + ... )3 -A ;gs(l + alg2 + .. Y- A~g 7 + ... 
=- A;g 3 - g 5(A; + 3a 1A;)- g 1(A~ + 5A;a 1 + 3A;a2 + 3A;ai) + · ··. 

(7.8.9) 

This must agree with the perturbation expansion of the right-hand side of 
(7.8.6) 

{3og'jog= -A 1g3-g\A2 +3a1A 1)-g7(A 3 +3A2a1 +5A 1a2)+···. 

(7.8.10) 

From these equations we see that the first two coefficients in {3 do not 
change when the renormalization prescription is changed, i.e., 
A 1 =A~. A 2 =A~. By generalizing the above equations to all orders we also 
see that, by adjusting the terms in the expansion of g'(g), we may choose the 
terms beyond the second in {3' to be whatever we want. In similar fashion we 
see that only the O(g2 ) terms in Ym and y are invariant. 

Note that if the one-loop term in y or Ym is zero then the whole of y (or Ym 
respectively) may be made zero by a choice of renormalization prescription. 
This privilege does not extend to {3: if the first non-vanishing term in {3 is at 
n-loop order (n > 1) then that term is RG invariant (but not the (n + 1)-loop 
term). 

In a theory with more than one dimensionless coupling we may try to 
apply the same methods. This is left as an exercise. It will be found that only 
the first term in each {3 is now invariant, except in the case that the one-loop 
{3-function does not mix the different couplings. 

The invariance of these coefficients only applies within mass­
independent renormalization prescriptions. If one were to use, say, on-shell 
subtractions, then the parameter Jl would not appear, so all derivatives with 
respect to Jl are zero. Then we have {3 = y = Ym = 0. (The asymptotic 
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behavior that we extract by varying J1. can no longer be computed by 
renormalization-group methods, if we stay within this renormalization 
prescription. In this case the Callan-Symanzik equation must be used 
instead- see Callan (1970) and Symanzik (1970b).) 

7.9 Dimensional transmutation 

Consider a renormalizable field theory with one dimensionless coupling g 
and no masses. A physically important case is QCD with several flavors of 
massless quark; with two or three flavors this is an approximation to actual 
strong interactions. 

Since the basic theory has no masses we must use a renormalization 
prescription with an arbitrary renormalization mass Jl.· Although the theory 
apparently has two parameters, g and Jl., we saw that this is not so: a change 
in J1. can be compensated by a change in g. In fact, as Coleman & Weinberg 
(1973) pointed out, the theory really has no parameters at all. The point is 
simple but somewhat elusive, so we explain it at length. 

A physically measurable quantity must be renormalization-group 
invariant. For example, let M(g,Jl.) be a particle mass. By dimensional 
analysis, it is J1. times a function of g alone. So 

d i) 
0=J1.-M=M+f3-M. 

dJ1. og 
(7.9.1) 

Hence 

[ Jg dg' J M = wconstant·exp - --
f3(g') 

_ { _1 __ A 2 -Jg ,[Aig'3 +f3(g')(A 1 -A 2g' 2)]} 
-Jl.Cexp -2A z Azln(g) dg Az '3/3( ') 

lg 1 0 lg g 

(7.9.2) 

Here Cis a constant and we have written f3(g) = -A 1g3 - A 2g5 + · · ·, as 
usual. 

Note that the Green's functions are not renormalization-group in­
variant: to measure a Green's function, one must define the field operators. 
This definition has an arbitrariness, which is the freedom to vary its scale. 

The formula (7.9.2) has a number of consequences: 

( 1) Non -zero particle masses cannot be computed in ordinary perturbation 
theory (in a theory with no mass in the Lagrangian). For to avoid large 
logarithms one must set J1. to be of order M, where M is the particle mass 
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being computed. Then (7.9.2) tells us that 9(M) is not a free parameter; it 
is a number of order unity. 

(2) In a non-asymptotically free theory (A 1 < 0), suppose we have a small 
value for 9(J.L). Then J.l ~ M, where M is the value of the mass of any given 
massive particle. Perturbation theory is therefore only useful for 
Green's functions when the external momenta are much below the 
threshold for producing any of the massive particles. 

(3) In an asymptotically free theory (A 1 > 0), we have J.l ~ M whenever 9(J.L) 
is small. Perturbation theory is useful in such a theory only when 
momenta are much bigger than particle masses. 

(4) Since the 9-dependence of (7.9.2) is universal, i.e., the same for all 
particles, ratios of particle masses are pure numbers independent of 9 

and J.l.· 

Let us emphasize once more that these results are true when there are no 
explicit mass terms in the Lagrangian. 

The observation of Coleman & Weinberg(l973)comes from asking what 
can be measured in the theory. Suppose we start with J.l = J.1. 1 and 9 = 91 and 
ask how the theory changes when we work with the theory with a different 
value of 9, 9 = 92. (We suppose 91 and 92 are between 9 = 0 and 9 = 9*, the 
first fixed point of p.) Each version of the theory has an effective coupling 
satisfying 

9vers i(J.I.i) = 9!• 9vers2(J.I.i) = 92· 

Now evolve 9(J.L) in the second version to the value of J.l where 

9vers 2{J.t2) = 9 I· 

Then the second version of the theory is just the first version with all 
momenta scaled by a factor J.L 2 / J.1. 1• For example let a be a cross-section 
depending on momenta p1 , ••• , PN· Then RG in variance and dimensional 
analysis give us 

a(pl, · · · ,pN; 92, J.l.1) = a(pl, · · · ,pN;9i,J.I2) 

(
11 )dima (" 11 ) - r-2 r"i r"i • 

- - a -pl, ... ,-pN,9i•J.Ii · 
J.li J.l2 J.l2 

(7.9.3) 

The last factor is the cross-section in version 1 of the theory, with its 
momenta scaled. 

We see that changing the dimensionless coupling in a massless theory 
does not basically change the theory, but only its mass scale. This is called 
dimensional transmutation. 

There are many ways of specifying the scale of the theory: in QCD one 
might give the proton mass. For perturbative purposes it is better to use 
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something that can be directly used in perturbation theory, for example the 
value of J1. at which g(J.l) has some given value (e.g., 0.1) in one's chosen 
renormalization prescription. One standard way is to notice that for large Jl., 
g(JJ.) has its asymptotic behavior given by 

g2(J.l)= 1 _ A2 ln(ln(J1.2/J1.~)) +constant 
A 1 ln(J1.2/J1.~) A~ ln 2(J1.2/J1.~) ln2 {J1./J1.0 ) 

+ o[ln2 (In (J.l/ Jl.o))J 
In 3 (J.l/ Jl.o) . (7.9.4) 

Here Jl.o is a reference value of Jl.· If Jl.o is changed then the series is 
reorganized; only the first two terms are unchanged. As is conventional 
(Buras, Floratos, Ross & Sachrajda (1977)), we define the scale A of strong 
interactions as the value of Jl.o for which the 1jln2(J1. 2/J1.~) term is zero. This 
gives (7.5.5). 

If we change from, say, minimal subtraction to momentum-space 
subtraction, then the theory is unchanged provided the coupling is 
adjusted. This may be done in perturbation theory. For example, we might 
find that g in the MS scheme and in the momentum-space subtraction 
scheme are related by 

(7.9.5) 

Now let gMS be given by (7.5.5) with A= AMs• and let gmom be given by (7.5.5) 
with A= Amom· (We already know that A1 and A 2 are the same in both 
schemes.) Substituting these expansions into (7.5.5) and requiring con­
sistency gives 

(7.9.6) 

Notice that both A1 and a 1 are obtained from one-loop calculations and 
that there are no higher-order corrections whatever (Celmaster & 
Gonsalves (1979)). 

An amusing consequence is obtained by substituting (7.5.5) for g in 
(7.9.2). Since M is independent of J1. we may let J1.--+ oo. The higher-order 
terms all go away and leave 

M = CA(Al)A,/2A:. (7.9.7) 

This equation is not very useful for performing perturbative calculations. 
If the theory is a complete theory of physics, then measurements of u and 

the p's in (7.9.3) will be in terms of a standard of mass. This we may take to 
be the mass M of some particle (say, the proton). Let us now change the 
theory by changing the coupling from g1 to g2 ,just as we did earlier. Then 
the standard of mass is multiplied by J1. 2/ J1. 1 • So if we do experiments in 
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version 2 with numerical values of momenta equal to those in version 1, the 
momenta are actually increased by a factor f.1zlf.1 1 . Therefore, (7.9.3) tells us 
that CJ gets multiplied by a factor (J.1 2/J.1 1)dimu. But its unit of measurement 
increases by the same factor, so the numerical value is unchanged. In this 
sense massless theories with different values of the coupling (or different 
values of A) are indistinguishable. This is perhaps the most important result 
of Coleman & Weinberg (1973). 

However, there are many experiments that claim to measure A. There are 
even some that give (without qualification) a single measured value of g. 

How can this be? The second problem is easy to dispose of. What is being 
measured is the effective coupling gin some renormalization scheme with 11 

set to a value of the order of the energy of the experiment (typically in e + e-­
annihilation). Strictly one should specify not only the value of g but also the 
scheme and the value of 11· Now the experiments are at around 10 to 
30 Ge V, and A is at most a few 100 MeV. The variation of g over this range 
and the variations between the usual renormalization schemes are often no 
more than the size of experimental errors. So it is possible to talk loosely. 

However, we just asserted that massless QCD with different values of A is 
the same theory. The sense of a measurement of A is that we measure the 
numerical value of the ratio of A (defined by (7.5.5)) to a standard of mass. 
For the purposes of the argument, we may regard the standard as being that 
the nucleon mass is 939 MeV. In terms of dimensionless quantities the 
measurement is of the constant C in (7.9. 7) when M is the nucleon mass. (In 
the MS scheme, we find that Cis between about 5 and 20.) The non-zero 
masses of the quarks make a relatively small perturbation of the above 
argument. 

Notice that if we play God and double the size of A, then the size of the 
standard mass also doubles, so that numerical results of experiments are 
unchanged. 

In QED the situation is different. The electron has a mass, and its 
Coulomb field is classical at large distances. A mass-shell renormalization 
scheme is natural. Since there is a very important mass-scale, an unqualified 
statement of a measurement of the QED coupling, viz., e = (4n/137)112 , 

makes good sense. QED with a different value of e is a different theory, 
unlike QCD in the absence of quark masses. 

7.10 Choice of cut-off procedure 

It is very convenient to use dimensional continuation as an ultra-violet cut­
off in perturbation theory. However, there is no known construction of a 
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complete theory in an arbitrary complex dimension, so one must beware of 
assigning too much physical significance to use of dimensional con­
tinuation. This is especially true when we use minimal subtraction, which is 
a procedure that exploits the form of the cut-off dependence of the theory. 
However, the renormalized theory with the cut-off removed does not 
depend on the form of the cut-off. We saw this in our one-loop calculations. 
In general the fact is easiest to see by using BPHZ renormalization, in which 
an integrand is constructed that gives a manifestly convergent integral. The 
only freedom left is a change of renormalization prescription, otherwise 
known as a change of parametrization. 

In this section we will examine the renormalization-group properties 
when a different UV cut-offis used. For definiteness we cut off the theory by 
using a lattice, with spacing a. We consider any theory with a single 
dimensionless coupling g and a single mass m. It is, of course, possible to 
generalize to any cut-off procedure and to any theory. In general we will 
need a renormalization mass fJ., in order that we can take the massless limit. 
The bare coupling g 0 , bare mass m0 , and the field-strength renormalization 
Z are written as functions of the finite parameters g, m and fJ., and of the cut­
off a. Then the renormalized Green's functions are written in terms of the 
bare Green's functions 

GN(x1, ... , xN ;g, m, fJ.,a) = Z -N12 (g, m, fJ., a)G~l(xp ... , xN; g0, m0, a), (7.10.1) 

and for them the limit a--> 0 exists. 
The renormalization-group structure is essentially unchanged. Let us 

again choose a mass-independent renormalization prescription, so that g0 , 

Z, and m0 have the forms: 

go = go(g, tJ.a), } 

Z = Z(g,tJ.a), 

m~ = m2 Zm(g,tJ.a) + a- 2 Y(g,fJ.a). 

(7.10.2) 

The massless theory has m = 0, and, as before, g0 and Z are independent of 
mass. But now the cut-off parameter is dimensional, so g0 and Z have 
explicit dependence on f.1. as shown. But the dimension of g 0 is fixed at zero, 
so the d-dependent power of f.1. is not used. 

The m2-dependence of the bare mass squared is again linear. But it is no 
longer true that m0 = 0 when m = 0. In the case of dimensional reg­
ularization the only remaining dimensional parameter is fJ., and it is not 
possible (Collins (1974)) to generate by minimal subtraction a counterterm 
f.1. 2 Y(g,d). But with a lattice cut-offa term a- 2 Yis both possible and needed, 
as we will now verify by computing a low-order graph. 
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7.10.1 Example: </J 4 self-energy 

The simplest example that shows the existence ofthe Y-term in (7.10.2) is the 
self-energy graph of Fig. 7.10.1-, not in the </J 3 theory that we have been 
using, but in the <jl 4 theory in four space-time dimensions (with m = 0). The 
Lagrangian is (2.3.1). With dimensional regularization the value of the 
graph is 

0 
Fig. 7.10.1. Lowest-order self-energy graph in ¢ 4 theory. 

but with a lattice cut-off we find 

-ig0(327t4)- 1J d 3kdc.oD(c.o,k;a). (7.10.3) 
lk"l <lt/G 

Here the Euclidean lattice propagator is 1/(c.o2 + k2 ) if co and lkl are much 
smaller than 1/a. For general values of k", it is 

a2 / { 4 ,.tt sin2 (k"a/2) }. 

which is positive definite, so that the integral (7.10.3) is non-zero and 
diverges to a number of order 1/a2 as a-+ 0. 

A similar divergence occurs in the self-energy of a scalar field in any 
theory. 

7.10.2 RG coefficients 

We now continue our general discussion of the renormalization group 
when a lattice cut-off is used. As in the treatment using dimensional 
regularization we define a renormalization-group operator 

(7.10.4) 

We have changed our notation slightly, and used an overbar to indicate 
renormalization-group coefficients in the cut-off theory. These coef­
ficients P and Ym have finite limits, f3(g) and Ym(g), as a-+0. In our later work 
it will be rather important to distinguish the coefficients before and after the 
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cut-off is removed. The coefficients can be computed from 

d d 2 

J.l dJ.lgo = 0 = J.l djJ. mo, 

with (7.10.4) used for J.ld/dJ.l. We also have the anomalous dimension 
y = J.ld In Z/dJ.l, just as with dimensional regularization. This all results in 

0 
p = - (JJ.a)~go(g, J.la) 

a 
aggo(g,jla} 

[ 0 _a] 
Ym = J.la O{JJ.a) + P ag In Zm(g, J.la), (7.10.5) 

y= [J.la a(!a) + p :g]InZ(g,J.la). 

In addition there is the constraint 

d _2 _ 1 [ a a J 
0 = J.l dJ.l (a Y)- a2 J.la a(JJ.a) + P ag Y(g, JJ.a). (7.10.6) 

The information on the divergences is all contained in the finite functions 
p, Ym andy. If desired, we can use minimal subtraction with the form 

g0 = g + g3 G11 ln (aJ.l) + g5 [G22 ln2 (aJ.l) + G21 ln(aJ.l)] + · · ·, 

so that p = - g3 G11 - g5G21 - · · · is a function of g alone. In order that 
P be finite as a--+ 0 all the logarithms of aJ.l must cancel in p. This implies 
a set of relations for the counterterms, the first of which is 2G22 = 

3Gi 1• An analogous set of relations occurs when we use dimensional 
regularization, as can be seen from (7.3.12). These we will discuss further in 
Section 7.11. Note that for minimal subtraction with the lattice cut-off we 
have P = p, Ym = Ym• etc. 

7.10.3 Computation of g0 and Z; asymptotically free case 

If we were to compute the exact theory, rather than a perturbative 
approximation, we would need to know how g0(g, J.la) depends on a as a--+ 0 
with g and J.l fixed. A low-order calculation is not sufficient, for g0 has large 
logarithms in its perturbative expansion. Provided the theory is asymptoti­
cally free. we can remedy this by using the renormalization group to 
improve the calculation, just as we did for the large-momentum behavior of 
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Green's functions. The starting point is the equation 

d a -a 
p-d go= p-0 go+ /3-0 go= 0, 

f.1 !l g 
(7.10.7) 

which is in effect the renormalization-group equation for g0 . We may solve 
it just as for the Green's functions. 

Ultimately, we will let a approach zero while holding g and p fixed. But 
first let us keep a non-zero. Then we can define an effective coupling g(p) by 

(7.1 0.8a) 

with the boundary condition 

g(p) =g. (7.10.8b) 

We will also need the effective coupling at a= 0. For the moment, let us 
denote it by the symbol g(Jl.'). It satisfies 

p'dg(Jl.')/dJi.' = f3@J1.')) = P@Jl.');p'a = 0), 

g(Jl.) =g. 

Implicitly there is dependence of g on J1. and g, and of g on p, g and a: 

g = g(Ji.'; Ji., g), g = g(Jl.'; fl, a, g). 

Of course, g(Jl. ')---> g(Jl.') as a ---> 0. 
We can solve the renormalization-group equation (7.10.7) for g0 to find 

go = g0 (g, ap) = g0 (g(lja), 1 ). 

Now, when a is small, it might appear that we can replace g(lja) by g(lja), 
and that g0 is well approximated by the first term in its perturbation 
expansion (since g(l/a) is small). That is, 

g0 = g(l/a) +negligible error. 

These suppositions are actually false, for two reasons. First, p(g, aJi.) 
in general depends on aJl., so we cannot just replace gat J1. = lja by g(l/a) 
computed in the a= 0 theory. Secondly, we cannot simply drop the higher­
order terms in g0 , since the dependence of renormalized Green's functions 
on g 0 is singular. Thus small errors in g0 may give rise to large errors in a 
Green's function computed as a function of bare quantities. 

To derive the correct formula we must examine the a-dependence of p 
more closely. So we write the perturbation expansion of g0 in the form: 

g0 = g + g3 [ G 11 ln (aJl.) + G 10 + G 1 (aJl.)] 

+ g5 [G22 ln2 (aJ1.) + G21 ln (ap) + G20 + G2(aJ1.)] + · · ·. (7.10.9) 
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Here we have not specified the renormalization prescription, so in addition 
to the logarithms we need finite functions G1(aJ.l), etc. We have explicit 
constant terms Gio• so we define Gi(aJ.l) to be zero at aJ.l·= 0. Once 
divergences and subdivergences have been subtracted from Feynman 
graphs, the remainders converge with power-law convergence in momen­
tum. This is a consequence of our treatment of Weinberg's theorem, and is 
further treated in Weinberg (1960). Therefore we can say 

GJaJ.l) = O((aJ.l)c') 

as UJ.l-> 0, for some positive number ci. In general, Gi equals UJ.l times 

logarithms of UJ.l, so we can safely set ci = 1/2. 
First we compute the ,8-function: 

_ a ;ag 0 
P= -lla11 9o ag 

{ g3 [ Gil+ a~G, J + g5 [ 2G22 ln(aJ.l) + G21 + ain~aJ.l) (;2 J + · · ·} 

{1 + 3g2 [G 11 ln(aJ.l) + G10 + G1 ] + ···} 

3[ a - J =- g Gil+ J.lU a(J.la) G1 

5 {G 3G G a [- 3-2 -- g 21- 10 ll + aln(J.la) G2 -zG 1 - 3G 11 G1 ln(aJ.l) 

- 3GIOG,]} + ·· ·. (7.10.10) 

The relation 2G22 = 3Gf 1 must hold in order that Pis finite as a->0. The 

limit a->0 gives 

p(g)=jj(g,O)= -g3 Gil -g5(G 21 -3G, 0 Gil)+ ···, (7.10.11) 

so that with our usual notation A 1 = G11 and A 2 = G21 - 3Gil GIO" Since 
G 1 (aJ.l) and G 2 (aJ.l) go to zero like a power of aJ.l (times logarithms) when UJ.l 
-> 0, their logarithmic derivatives a11aG ja(aJ.l) also go to zero like a power. 

The first step in our calculation of g0 is to observe that the RG in variance 

of g0 implies that 

9o(g, J.lU) = g0 (g(J.l'), 11' a) 

= g0 (g(1/a), 1). (7.10.12) 

The next step is to examine the size of the error that is made in replacing 
g(1/a) by the effective coupling g(l/a) in the a= 0 theory. Finally, we will 
find the accuracy to which g0 (g(1/a), 1) must be computed in order to obtain 
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the correct renormalized Green's functions at a= 0. 
The difference between the two effective couplings g(l/a) and g(l/a) will 

turn out to be of order g(lja) 3 when a is small. So let us define the fractional 
error g2 A by 

g(Jl.' ;Jl., a, g)= g(Jl.' ;Jl., g) [1 + g(Jl.' ;J1., g)2 A(Jl.' ;Jl., a, g)]. (7.1 0.13) 

We will now show that A is finite when 11-' = 1/a and a ..... 0. 
From (7.10.13) and the definitions of fj and f3 we find that 

11-' 0:, A(Jl.') = g- 3 [fj( (1 + g2 A)g, 11-' a)- (1 + 3g2 A)/3@] 

= - Jl.' a o(:' a) G I + O(g 2 (J1.' a) 1!2) + O(g4 A). (7.10.14) 

Now g2(J1.'),.,.,1/A 1 ln(J1.'/A) as Jl.'->co, so this equation tells us that 
A(Jl.', Jl., a, g) is finite when a ..... 0 and J1..::; 11-'.::; 1/a. In fact it implies that 

A(Jl.') =- G1(aJ1.') + 0(1/ln(1/a)). (7.1 0.15) 

We now compute g0 . It is convenient to write a formula for its square: 

g0 (g,Jl.a)2 = g0 (g(1ja), 1)2 

= {g(1/a)(1 + g2 A)+ g3 (1 + g2 A)3 [ G10 + G1 (1)] + O(g 5 ) F 
1 A2ln[ln(1/a2A2)] 

[A 1 ln(1/a2A2)] [Ailn2(1ja2A2)] 

2GIO { 2[ J 3 } + [ 2 2 2 2 ] + 0 In In (1/a) /In (1/a) . 
A 1 ln (1/a A ) 

(7.10.16) 

Here we used the formula for g(Jl.) in terms of J1. and A- (7.5.5). The formula 
for g0 in terms of 1/a and A is the same as (7.5.5) except for an additional 
1jln2 term. Observe that it was essential to keep the a-dependence in 
"{3(g,aJ1.); the - G1 (1) term in (7.10.15) canceled the G1(1) in the two-loop 
coefficient in g0 . 

Finally we express (7.10.16) in terms of g, a and 11-: 

2 1 A2ln(ln(1/a2J1.2)) 
go(g,aJl.) = A1 ln(1/a2J1.2) AiJn2(1/a2J1.2) 

+ AiJn2(~/a2J1.2)[2GIO- :2- ~:In(A,g2)-2A,f(g)J 
+ O{ln2[ln(1/aJ1.)]/ln3 (1/aJ1.)}, (7.10.17) 

where 

(7.10.18) 
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Similar formulae hold for Z, for Z,., and for Y. Thus 

z = [A 1g2Jn(1ja2Jl2)]-C!i2A 1 X 

x exp {f9 dg'[y(g') + ~]}{ 1 + o[ln(ln(aJl)) ]}· 
o p(g') A 1 g' In (aJl) 

213 

(7.10.19) 

7.10.4 Accuracy needed for g0 

Let us now suppose we compute the renormalized Green's functions: 

GN(XI, ... , XN ;g, m, jl;a) = z-N!ZG(O)N(XI, .•. , XN ;go, mo ;a). (7.10.20) 

We must now let a approach zero, and ask how accurately we need to 
compute g0 and Z. In (7.10.17) and (7.10.19) we gave formulae for g0 and Z, 
with explicit estimates for the errors coming from uncalculated corrections. 
These equations tell us the value of g0(g, aJl) when we let a--+ 0 while keeping 
g and Jl fixed. Since the bare Green's functions have singular dependence on 
g0 , the uncalculated corrections might affect the values of the renormalized 
Green's functions. In fact these terms do not affect the renormalized Green's 
functions in the continuum limit, as we will now show. 

The key observation is that the renormalized Green's functions are finite 
functions of the renormalized parameters. Thus we do not need to hold the 
renormalized coupling and mass fixed while taking the continuum limit 
a --+0. We may in fact let them vary continuously, provided only that their 
values at a= 0 are the same as before. Now examine (7.10.17). It is evident 
that we may absorb the whole of the correction term into just such a 
variation of g. In fact the necessary change in g is of order 
ln2 (ln(1/a))/ln (1/a) as a--+ 0. So we may choose the bare coupling to be 

1 A 2ln [in (1/a2 Jl 2 )] 
g~=-----;:----c:-

A 1 ln (1/a2 Jl 2 ) A i ln 2 (1/a2 Jl2 ) 

1 [ 1 A 2 2 J + Ailn2(1/a2Jl2) 2Gto- gz -~In(A!g)- 2Atf(g) . 

(7.10.21a) 

Hence in (7.10.16), we can also drop the O{ln 2 [ln(1/a2)]/ln 3(1/a)} terms. 
So we have the following formula for g0 in terms of a A alone: 
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In the case of the wave-function renormalization Z, the uncalculated 
corrections can be absorbed into a factor (N multiplying the Green's 
function GN. This factor must approach unity in the continuum limit. Hence 
we may use 

Z = A 1 g2 ln - 2--2 exp dg' !__jl_ + - 1- , [ ( 1 )]-C,;2A, {fg [ ( ') C ]} 
a M 0 f3(g') A 1g' 

(7.10.22) 

where M is an arbitrary mass that is irrelevant when a~ 0. Notice that for 
the coupling we had a form (7.1 0.21 b) that had dependence on A, but not on 
11 or on g. This was because g0 is renormalization-group invariant: we may 
take 11 arbitrarily large without affecting g0 , provided that we also set g 

equal to the effective coupling at 11· When 11 is very big, g is very small, and 
the higher-order corrections contained in f(g) go to zero. But Z is not 
invariant; it must depend on g. What we can say is that any dependence on a 
of the form 

Z =finite· [ln(1/a)] -c,; 2 A' 

will produce finite Green's functions. 
Notice that if the one-loop divergence in Z vanishes, then we may let Z be 

finite: 

Z = exp[J: dg'y(g')/f3(g') J 
There will in general be divergences in the self-energy graphs in higher 
orders. What we have proved is that they must sum to something finite. 

In the case of g0 , any a-dependence of the form 

g'i = 1/A 1 ln(1/a2)- A2 ln [ln(1/a)]/[Ailn2(1/a2)] + finite/ln 2a 

will give finite renormalized Green's functions. Only knowledge of A 2 and 
A 1 is necessary for this. They are obtained from one- and two-loop 
calculations. The coefficient of the 1jln2a determines the value of g. 

The formula (7.10.21 b) shows the fundamental significance of the A­
parameter. In a renormalizable field theory, there are divergences, so one 
cannot simply specify a single number as the bare coupling constant. 
Rather, one must construct the theory as the continuum limit of some 
lattice theory, with g0 depending on the lattice spacing, a. Equation 
(7.10.21 b) gives g0 as a definite numerical function of a. 

Unfortunately, there is a certain arbitrariness in precisely how one 
constructs a lattice approximation to a continuum theory. This arbitrari­
ness is physically irrelevant (although some particular approximation may 
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be superior when it is used for a numerical calculation). So (7.10.21b) is also 
important because it expresses the bare coupling in terms of quantities (A, 
A 1 , and A 2), which have direct meaning in the continuum theory, and in 
terms of one number G10, which depends on the lattice approximation, but 
which can actually be computed analytically (Hasenfratz & Hasenfratz 
(1980) ). The result of such a lattice calculation is normally given as the ratio 
of a A lattice to the value of A in some standard continuum renormalization 
scheme. The definition of A1auice is the value for which 

g~ = 1/[ A 1 ln(1/a2 Afauice)J 

- A2 ln [ln(1/a2 Afattice) ]/[A f ln2 (1/a2 A~uice)J (7.10.23) 

gives the same continuum limit as (7.10.21). It is easily checked that this is 

(7.10.24) 

Despite the fundamental significance of A, there is a convention 
dependence in its definition. In specifying a theory by its value of A, one 
must specify these conventions. This is analogous in its effect to the need for 
specifying a system of units in electromagnetism. The main convention is 
that of the renormalization prescription. The other convention is the one 
implicit in the choice of the constant in (7.5.3). It is sensible to follow the 
usual convention, to avoid confusion. 

We have seen that higher-order corrections (beyond two loops) do not 
enter into our formula for g0 in terms of A. This is in contrast to (7.10.21a), 
which expresses g0 in terms of g and J.l· So it is sensible to treat A as a 
fundamental parameter of the theory- say in strong interactions. But 
practical considerations intervene if one tries to measure A. A typical 
measurement consists of measuring a quantity for which a useful per­
turbation expansion exists (for example, a jet cross-section in e + - e­
annihilation). The experiment therefore measures the effective coupling g(Jl) 
at some value of Jl which is of the order of the energy of the experiment. 
There are errors in this measurement caused by uncalculated higher-order 
terms in the theoretical calculation ofthe cross-section, not to mention non­
perturbative corrections. We can then deduce A from (7.5.6), with further 
errors due to corrections in p. 

Since g is more directly related to the size of the cross-section, it is 
perhaps correct to argue that experiments should quote their results as a 
value of g. But to give the value of A is equally valid. However, a small 
fractional error in g corresponds to a much larger fractional error in A. This 
can be seen from (7.5.6). If we change g and A while holding Jl fixed, then 

JdA/AJ = Jdg/gJ[2A 1g2J- 1 [1 + O(g2)]. 
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If one could do a real calculation of the mass of, say, the proton in QCD, 
then it is the error in the value of A that would determine the error in the 
mass. As we saw in Section 7.9, when we discussed dimensional transmu­
tation, the mass is proportional to A. 

7.10.5 m~ 

Unfortunately m3 has a 1/a2 term, but the variation of m0 with m2 depends 
on a [ln(1/a)]-b111 A' term. So we need the coefficient of 1ja2 to very high 
accuracy. Any slight error (say of order 1/a) will be equivalent to making the 
renormalized mass diverge like 1/a as a-+ 0. The resulting need to be very 
accurate in m0 leads many people to consider scalar . field theories 
unnatural. 

In the case of fermion theories there is a symmetry under tjJ-+ y5 t/J when 
m = 0, so the Y term is absent and we have 

m0 = mZm ~ m·constant [ln(1/a)] -Btf2 A•. 

7.10.6 Non-asymptotically free case 

The values of g0 , etc., as a-+ 0 are not perturbatively computable unless the 
theory is asymptotically free. However, if we suppose that {J in a non­
asymptotically free theory has a fixed point, then we may write 

g0 (g, aJ.L) = g0 (g(1ja), 1) 

-+ g0 (g*, 1) as a -+0. (7.10.25) 

Note that g0 (g(1ja), 1) is a finite function of g, so the limit exists. However 
the same value is obtained for g0 at a = 0 for any value of g(J.L). So the way in 
which the limit is approached determines the value of g. 

An example is easily constructed. Suppose we have a theory In which 

(7.10.26) 
and 

go(g, 1) =g. (7.10.27) 

Then the effective coupling has the form 

g = [arctan(1/ln(A/J.L)}] 1i 2. 

There is a fixed point g* = n112• We therefore find that the bare coupling as 
a-+0 must be 

g0 (g, aJ.L) = [arctan (1/ln (aA))] 112 

= nt;2- 2ntt21~ (1/aA) + 0(1jln2(aA)). (7.10.28) 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


7.11 Computing renormalization factors 217 

It is necessary to know how g0 (g,aJ1.) approaches its limit g0(g*, I) in order 
to determine the value of A. 

7.11 Computing renormalization factors using dimensional regularization 

In the previous section, Section 7.10, we computed how the bare coupling g0 

should behave as a function of the lattice spacing a. In this section we 
present the corresponding argument using dimensional continuation as the 
cut-off. We do this by treating the defining equation (7.3.10) of p as a 
differential equation to compute g0 • Our argument will be valid in any 
asymptotically free theory, like 4J 3 theory in six dimensions or QCD in four 
dimensions. If we let d0 be the physical space-time dimension, then we 
regularize by going to a lower dimension d = d0 - e. 

First we compute the relations between lower and higher poles in the 
renormalization. Now we write 

g0 =Jl"12 [g+ J
1 
dig)e-i]. (7.11.1) 

and we have the definition of {3: 

(7.11.2) 

Let us expand (7.11.2) in powers of e. The terms proportional toe and e0 give 
us: 

P =- eg/2 + p(g) =- eg/2 + i(g8j8g -1)d 1(g). 

We have changed notation from our original definitions to correspond to 
the definitions that we used in Section 7.10 for the lattice cut-off. There we 
defined Pto be RGcoefficient in the cut-off theory, while we defined pas the 
limit of P as the cut-off is removed. 

Now, the coefficient of the pole e-i in (7.11.2) is 

!(1- g8/8g)dj+ 1 (g)+ p(g)8d}8g = 0. (7.11.3) 

This is a differential equation which, when solv~ using the boundary 
condition d iO) = 0, gives all the higher coefficients dig) in terms of the 
single pole d 1 (g). 

Similar relations ('t Hooft (1973)) hold for all renormalization counter­
terms. The structure is similar to the leading logarithm expansion. They 
show that in each order of perturbation theory the only new information in 
the counterterm in a given order of perturbation theory is in the single pole. 

A convenient way of solving these relations is to work out the solution of 
the differential equation (7.11.2). This gives 

1n[g0(g,Jl,d)Jl-•12 ] = J: dg'[g' _ 2~(g')/e- ;, J + lng, (7.11.4) 
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i.e., 

= ef2 x {fg d ,2f3(y') I } 
Yo J.1 ye p o y y'2£ [I- 2f3(y')/(y'8)] . 

(7.11.5) 

The boundary condition y0 jy----+ J.1'12 as y----+ 0 has been used. 
We now ask how y0 must behave as£= d0 - d----+ 0, withy (and JJ) fixed. If 

the theory is not asymptotically free (so that in f3(y) = -A 1g 3 + · · ·, A 1 is 
negative), then the integrand has a pole at 

g' 2 = - (d 0 - d)/2A 1 + O(d- d0 ) 2 . 

The solution (7.11.4) only unambiguously exists if y 2 is less than this value, 
which is zero when d = d0 . To get to the d = d0 theory withy non-zero we 
must continue y0 so that the integration avoids the pole. The result is that y0 

has an imaginary part. This, among other things, suggests that the theory is 
unphysical (see Wilson (1973), Gross (1976) ). Recently, evidence has 
accumulated that the lattice ¢ 4 theory does not have a non-trivial 
continuum limit- see Symanzik (1982) for a review. 

If the theory is asymptotically free then we may continue (7.11.4) to 
d = d0 , i.e., £ = 0. The integrand becomes singular when 8 = 0, and we 
examine the singularity by expanding in powers of y': 

-~J:dy'{[ -8y'/21+f3(y')] -[ -8y'/21-Aty'3] 

A 2 g's } 
[- 8y'/2- Aly'3]2 

-~J: dy'{[- 8y'j21- Aty'3] + [- ~>y'~z~':tY-3]2 + 8~' }· (7.11.6) 

In the first integral we may set 8 = 0 and have errors that are o(1). So 

lny = l.Jn (-e ) 
o 2 2AI 

+- lnJJ--- --In -- +---f(y) +o(8) e [ 1 A 2 (2A 1y 2
) A 2 J 

2 2A 1y2 2Ai e 2Ai ' 
(7.11.7) 

wheref(y) is defined by (7.10.18). Thus 

(7.11.8) 
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7.12 Renormalization group for composite operators 

We have seen how a change in renormalization prescription for the 
interactions of a theory can be compensated by a change in the values of the 
renormalized parameters. The same property holds for the composite 
operators we defined in Chapter 6. 

For example, consider the renormalized [ c/> 2] operator in c/> 3 theory at 
d = 6. In Section 6.2 we calculated it in the one-loop approximation: 

( 0 IT c/>(x)c/>(y)[ c/> 2](z)/2IO) = 

=tree graph+ {one-loop graph+ counterterm graphs} + · · · (7.12.1) 

A change in renormalization prescription amounts to a finite change in the 
counterterm graphs. Since the counterterms are of the form 

·H c/>2] = ic/>2 + j;c5Zac/> 2 + c5Zbm2 c/> + c5Z, D c/> + higher order, (7.12.2) 

we have 
(7.12.3) 

Here a, b, and care finite quantities of the same order in the coupling as the 
one-loop counterterms. The equation (7.12.3) is, so far, only derived at the 
one-loop order - so the finite counterterms are to be used with their 
operators inserted in tree graphs. 

Let us examine the situation we expect to all orders. We will use minimal 
subtraction. Then the renormalization in the notation of (6.2.12) is 

-j;[ c/>2] = -j;zaz-1 c/>~ + J.Ld/2-3 zbz-lt2m2c/>o + J.Ldt2- 3 z,z-1!2 0 cPo· 

(7.12.4) 

Now the bare field is independent of J.L, so we may write 

J.L :J.L H c/>2] = zaz- 1 5;c/>~J.L :J.L ln(Za/Z) 

+ J.Ld/2- 3 zbz-112m2cl>oJ.L :J.L ln(l/2-3 zbz-1!2m2) 

+ dt2-3z z-112 0 -~, ~ln(J.Ldt2-3z 2 -112) 
J.L c 'f'oJ.LdJ.L c 

d 
= t[c/>2]J.L dj.t ln(Za/Z) 

d 
+ J.Ldt2- 3 zbm2c/>J.L dJ.L ln(J.Ld/2- 3 zbzlt2 z; 1m2) 

d 
+ J.Ldt2-3 ZeD cPJ.L dJ.L ln(li2-3 zczlt2z; 1), (7.12.5) 
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which has the form 

d 
.U d)[ c/>2] = Yai[ c/>2] + ybm2 .Ud/2- 3 c/> + Yc.Ud/2- 3 0 cf>. (7.12.6) 

We can formulate this as a matrix equation: 

(
H 4>2]) (z"z- 1m2 zbz- 112 ,udf2-3 zcz-t;2 ,udf2- 3) ( i4>~ ) _ 

<I>= 4> = 0 z- t;2 0 4>o = M<l>o, 
04> 0 0 z- 112 Cc/>0 

(7.12.7) 

(7.12.8) 

The coefficients Ya• Yb· and Yc are finite at d = 6. From our calculations in 
Section 6.2, we have 

(7.12.9) 

(7.12.10) 

Observe that Ya• Yb• and Yc are all independent of .u and m. This follows from 
the same arguments that we used to prove the same property for Ym and y. 

From the RG equation (7.12.7) we prove renormalization-group equa­
tions for Green's functions of the composite operators. For example: 

(.ua: +P:g -ymm2 a!2 )<O/Tcf>(x)cf>(y)i[cf>2 (z)]/O) 

= (Ya- y)(O/ T c/>c/>t[c/>2]/0) 

+ (ybm 2 + y, 0)( 0/ T cf>(x)cf>(y)cf>(z) /0 ), (7.12.11) 

where we have used ,udcf>/d,u = - ycf>/2, and we have set d = 6, thus 
eliminating the ,ud12 - 3 factors. 
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We must prove (7.12.8) both to all orders for the [ ¢ 2 ] operator and in its 
generalizations to deal with any operators. Since bare operators are 
automatically RG invariant, the only question is whether the anomalous 
dimensions are finite. This is handled by a simple generalization of the proof 
given in Section 7.2 for the ordinary Green's functions. We will not spell out 
the details -for that is just a mathematical exercise. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


8 

Large-mass expansion 

A common situation in physics is that in investigating phenomena on a 
certain distance scale, one sees no hint of those phenomena that happen at 
much shorter distance scales. In a classical situation this observation seems 
evident. For example, one can treat fluid dynamics without any knowledge 
of the atomic physics that generates the actual properties of the fluids. 
However, in a quantum field theory this decoupling of short-distance 
phenomena from long-distance phenomena is not self-evident at all. 

Consider an e + - e- annihilation experiment at a center-of-mass energy 
well below lOGeV, the threshold for making hadrons containing the b­
quark. There is, for practical (or experimental) purposes, no trace of the 
existence of this quark. However, the quark is present in Feynman graphs 
as a virtual particle, and can have an apparently significant effect on cross­
sections. Our task in this chapter is therefore to prove what is known as the 
decoupling theorem. This states that a Feynman graph containing a 
propagator for a field whose mass is much greater than the external 
momenta of the graph is in fact suppressed by a power of the heavy mass. 
The physics at low energy is described by an effective low-energy theory 
that is obtained by deleting all heavy fields from the original theory. 

The decoupling of heavy particles is not absolutely universal. One 
important and typical exception is that of weak interactions. Let us 
consider the interactions ofhadrons at energies of a few GeV. The effective 
low-energy theory, in the sense just described, consists of strong and 
electromagnetic interactions alone, without weak interactions. So weak 
interactions should be ignorable at low energies. However, it is well known 
that there are in fact many observed processes, particularly decays, that are 
due entirely to weak interactions. The point is that, in the absence of weak 
interactions, these processes are exactly forbidden by symmetries, such as 
parity, charge-conjugation, and strangeness conservation. Weak­
interaction amplitudes for the processes in question would be power-law 
corrections- suppressed by a power of energy divided by the mass of the 
W-boson - were it not that they are corrections to zero. The consequence of 
this particular situation is that, at low energies, weak interactions are 
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described by a non-renormalizable theory, viz., the four-fermion in­
teraction. Efforts to find a renormalizable theory led to gauge theories, and 
a prediction of the W- and Z-bosons from phenomena at energies much 
lower than their masses: low-energy phenomena have indeed provided 
clues as to what might happen at much higher energy. 

In this chapter, we will treat the cases where decoupling occurs. The 
theorem that tells us to expect decoupling to occur in many theories was 
formalized by Appelquist & Carazzone (1975) and Symanzik (1973). They 
work with a renormalizable theory in which some fields have masses very 
large compared with the others. They then consider Green's functions of the 
low-mass fields at momenta much less than the large masses. The theorem is 
that the Green's functions are the same as those in an effective low-energy 
theory obtained by deleting all of the heavy fields. Corrections are smaller 
by a power of momentum divided by a heavy mass. The sole effect of loops 
of heavy particles is that the couplings of the low-energy theory can have 
different values from those in the complete theory. 

Since the renormalized couplings have no particular a priori value, the 
heavy particles are unobservable until close to threshold. The practical 
importance of the theorem is that one can understand low-energy physics 
without having a complete Lagrangian for all phenomena. 

We will also show how the renormalization group can be applied in the 
computation of the relation between the couplings of the low-energy 
effective theory and those of the full theory. 

There are many ramifications of the decoupling theorem, but we will not 
treat these. One of these is the detailed application of the decoupling 
theorem to gauge theories (see, for example, Kazama & Yao (1982)). 
Another is the large-mass expansion of Witten (1976)- where Green's 
functions of the heavy fields are computed; this expansion is used is deep­
inelastic scattering. 

We will also not treat the exceptions to the decoupling theorem. These 
can be treated by the same techniques as those used to prove the decoupling 
theorem itself. We have already mentioned weak interactions as one of the 
typical exceptions. Let us just note two other main classes of exception: 

(1) In theories with spontaneous symmetry breaking, a mass is often made 
large by increasing a dimensionless coupling (Veltman (1977) and 
Toussaint ( 1978) ). The decoupling theorem assumes that a mass is made 
large by increasing dimensional parameters. 

(2) Some dimensionless couplings needed by power-counting violate 
renormalizability of the low-energy theory (see Collins, Wilczek & Zee 
(1978)). 
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In any event the effective low-energy theory is non-renormalizable. 
It might be supposed that since General Relativity is non-renormalizable 

in perturbation theory, it contains some clues to phenomena at very high 
energies (see, for example, Hawking & Israel (1979)). 

8.1 A model 

We will restrict our attention to a very simple model. It is a ¢ 3 theory with 
two fields in six space-time dimensions: 

.ff = (o¢If /2 + (o¢hf /2- m2¢r /2- M2¢~/2 

- J1. 3 -df2 [g 1¢f /6 + g2¢1¢~/2]- Jl.df 2- 3f ¢ 1 + counterterms. (8.1.1) 

Symmetry under ¢h--+ - ¢h has been imposed to cut down the number of 
possible couplings. Then (8.1.1) contains all couplings necessary for 
renormalizability. We assume that the renormalized mass, M, ofthe heavy 
field is made large while all other parameters are held finite. The factors of 
the unit of mass J1. needed with dimensional regularization are explicitly 
indicated. 

All our techniques can be readily extended to treat more complicated 
(realistic) theories. 

As usual we have introduced a linear term in the Lagrangian to cancel the 
tadpole graphs. This is determined by the renormalization condition that 
<OI¢dO> = o. 

The remaining counterterms can be put in the form 

ff ct = (Z1 - 1)o¢r /2 + (Zh- 1)o¢~/2 

- [m2(Zm -1) + M 2ZmMJ#/2- [M2(ZM -1) + m2ZMJ¢V2 

- J1.3 -d!2[(g!B- gi)¢? /6 + (gzB- g2)¢I¢~/2] 

- Jl.d/2-3(/B -j)¢1· (8.1.2) 

As usual, we may choose the dimensionless renormalizations (viz., the Z's 
and the gB's) to be independent of the dimensional parameters m2, M 2, 
and f. 

The decoupling theorem asserts that phenomena on energy scales much 
less than M are described by an effective low-energy theory whose 
Lagrangian has the form 

ff.rr = zo¢f/2- m*2z¢f/2- J1.3-df2g*z3!2¢if6- Jl.dj2-3z!12j*¢! 

+ counterterms 
= 2¢*2 /2 _ m*2¢*2 /2 _ J1.3 -df2g*¢*3 16 _ Jl.d/2- 3 /*¢* 

+ counterterms. (8.1.3) 
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Here we have defined a scaled field¢*= z112¢ 1• We will prove that g*, m* 

and the coefficient z can be chosen so that Green's functions of ¢ 1 obtained 
from .P.rr differ from those obtained from the full Lagrangian (8.1.1) by 
terms which are of the order of a power of external momenta divided by M. 

It is usually convenient to work with the scaled field ¢*which has unit 
coefficient for its kinetic term in the basic Lagrangian. Then Green's 
functions in the full theory are related to Green's functions in the low­
energy theory by 

- I - - IO GN(p,' ... 'PN; g,, gh, m, M, Jl) = < 0 T ¢,(p,) ... ¢,(pN) >rull theory 

= z-N12 G~(p 1 , .•• ,pN;g*, m*,Jl)[l + 0(1/Ma)] 

= z-Nt 2 <OI T(i)*(p 1) ••• (i}*(pN)IO> [1 + 0(1/ Ma)], (8.1.4) 

as M- oo with p 1 , •.. , PN fixed. The fractional errors go to zero as a power 
of M times logarithms; the power is typically M- 2 • We can therefore use 
1/ Ma, with a slightly less than two, to bound the error. As is our convention, 
the tilde signs over the fields and Green's functions indicate a Fourier 
transform into momentum space. 

8.2 Power-counting 

In this section, we will establish the rules for finding the leading power of M 

in the value of a graph as M- oo. These form a simple generalization of 
Weinberg's theorem, and will involve us in understanding which regions of 
momentum space are important. We will mostly be interested in graphs for 
the Green's functions of the light field ¢ 1• Our aim will be to find those 
graphs that contain lines for the heavy field and that do not vanish as M 
goes to infinity. 

8.2.1 Tree graphs 

Because we choose to impose the symmetry ¢h- - ¢h, the only tree graphs 
containing lines for the heavy field have heavy external lines. An example is 
Fig. 8.2.1. Since all momenta on the lines are fixed, and since the free <Ph­
propagator is 

----< 
Fig. 8.2.1. A tree graph with a heavy line. 
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the behavior of any given tree graph as M-+ oo is 

M-2H, (8.2.1) 

where His the number of heavy lines. (We use the natural terminology of 
calling a line of a Feynman graph heavy or light according to whether its 
free propagator is for 4Jh or 4J1 respectively. Our graphical notation is that 
heavy lines are thicker than light lines.) 

8.2.2 Finite graphs with heavy loops 

Consider now a graph that has one or more loops but no ultra-violet 
divergences or subdivergences, and that has some heavy internal lines. The 
lowest-order example is Fig. 8.2.2(a), for the four-point function. Its 
external momenta (if small) may evidently be neglected on the lines of the 
loop, whose value is then 

g2 6 1 tg2 4 J . 4 

r 2 = (2n:)6 d k (k2 - M2)4 = 384n:3 M2. (8.2.2) 

(We label the symbol r by the figure number.) 

(b) 

Fig. 8.2.2. Large-mass behavior of graph without an ultra-violet divergence. 

The graph vanishes as M-+ oo. The precise power of M can be obtained 
by considering the possible regions of momentum space (after Wick 
rotation), as follows.· Any region of k that is finite as M-+ oo gives a 
contribution of order M- 6 • Since the graph is UV finite, the only other 
possibility is k = O(M). Simple power-counting gives M- 2, as found in 
(8.2.2). This power-counting is the same as for the UV degree of divergence. 

The graph is negligible (by a power of M 2) compared to graphs with no 
heavy lines. If, nevertheless, we wanted its leading contribution, then it 
would be effectively the local four-point vertex symbolized in Fig. 8.2.2(b). 
The non-renormalizability of this coupling (when the space-time dimension 
is six) is tied to the negative power of M 2• 

8.2.3 Divergent one-loop graphs 

Consider the logarithmically divergent vertex graph in Fig. 8.2.3(a). After 
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(a) (b) 

Fig. 8.2.3. Large-mass behavior of graph with an ultra-violet divergence. 

minimal subtraction the loop gives 

ig3 { Jl fl-x 
R(r.1) = 64~3 h + 

0 
dx 

0 
dyx 

x In [M2 - (pix+ p~y)(l- x- y)- p;xy ]} 
4nt~2 

ig~ [ ( M 2 
) ( Pt )] 

= 128rr3 }'+In 4nJl2 + 0 M2 · 
(8.2.3) 

The same power-counting as for Fig. 8.2.2 confirms the power M 0 for the 
leading behavior as M--+ oo. There is also a logarithm. This occurs because 
two regions contribute to the leading behavior: the first is where the loop 
momentum k is of order M. The second region is the UV region where 
k--+ oo. After subtraction of the ultra-violet divergence a finite contribution 
remains. 

Evidently the graph gives a contribution that increases with M. 
Fortunately the non-vanishing part of the loop is independent of the 
external momenta. So for large M, the loop is effectively a three-point 
vertex, as shown in Fig. 8.2.3(b). A proof which generalizes to higher order is 
to differentiate with respect to any external momentum. Since the 
differentiated graph is finite, it vanishes when M--+ oo, like a power of M. 

Recall our statement of the decoupling theorem, that at low energies, we 
could calculate Green's functions from the effective low-energy Lagrangian 
(8.1.3). The result of our calculation of Fig. 8.2.3 is that the graph generates 
an extra piece in the¢[ coupling of the low-energy theory. Let us therefore 
write 

z3i2g* = gl- 1J8~rr3 [}'+In ( 4~:2) J + O(gs). (8.2.4) 

We may drop the graph Fig. 8.2.3 and replace it by the order g 3 term on the 
right of (8.2.4). The loop has been replaced by a local vertex where all the 
lines come to a single point. This corresponds to the fact that the internal 
line is far off-shell and can only exist for a short time. 
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Fig. 8.2.4. Large-mass behavior of graph with a quadratic ultra-violet divergence. 

The self-energy graph, Fig. 8.2.4, gives a leading term of order M 2 • The 
value of the loop is 

R(f4 ) = 1 ~~~3 {(y -1)(M2 - ~p2 ) 

(8.2.5) 

Again the loop momentum k can be either UV or of order M to contribute, 
so there will be at most a single logarithm of M 2 /J.1. 2 • Since we have to 
differentiate three times with respect to p11 before obtaining a convergent 
graph, the non-vanishing terms, as M--+ oo, are quadratic in p. From the 
effective Lagrangian (8.1.3), we see that the graph may be replaced by a 
contribution to the basic self-energy vertex i[(z- l)p2 - (m* 2z- m2)] in 
the low-energy theory, with 

z = 1- 7:S~nJ [}'+In( 4::2 ) J + O(g4
), 

zm* 2 = m2 - f~~: [ y- 1 +In ( 4~:2 ) J + O(g4 ). 

We can now compute g* and m*: 

(8.2.6) 

(8.2. 7) 

g*=g,- g~(~~8~;g,)[y+ln(4::2 )]+O(g5), (8.2.8) 

m* 2 = m 2 - ~{M2[y- 1 +In(~)] 128n 4nJ.l 2 

- ~m 2 [ y +In ( 4~:2 ) ]} + O(r/). (8.2.9) 

Notice that there is a contribution of order M 2 to the self-energy and 
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hence to m* 2 • In order to keep the physical mass of ¢ 1 finite and hence keep 
m* finite as M-+ oo, we must let m2 have a term proportional to g~M2 (with 
higher-order corrections): 

m2 =finite+ g~ 1~:3 [ y- 1 +In ( 4~:2 ) J +higher order. (8.2.10) 

On expanding m* 2 in powers of coupling, we find 

m* 2 =finite term in m2 

+ i( ;;;:2
3 ) [ y + In ( 4~:2 ) J + higher order. (8.2.11) 

Since m is the mass parameter for the light field, it is generally considered 
unnatural to have to fine-tune it within a fractional accuracy of m*2 I M 2 , as 
is required by (8.2.10), to obtain a finite value of m* when M-+ oo. In the 
context of grand unified theories this is called the gauge hierarchy problem 
(Weinberg (1974, 1976), Gildener & Weinberg (1976)).1t is hoped to solve it 
by finding a phenomenologically sensible theory with no need for fine­
tuning. 

8.2.4 More than one loop 

We may have one of the divergent one-loop graphs occurring inside a 
larger superficially convergent graph. A typical example is Fig. 8.2.5. When 

Fig. 8.2.5. Large-mass behavior of two-loop graph with an ultra-violet divergence. 

M -+ oo with the external momenta fixed, the only region of the loop 
momenta that gives a non-zero contribution is where the outer-loop 
momentum l is finite and the inner-loop momentum k is of order M or 
larger. So the heavy loop can be replaced by its effective low-energy vertex 
computed at (8.2.3). This procedure does not change the overall degree of 
divergence. 

The situation at higher order or with overall-divergent graphs is more 
subtle as we will now see. The graph of Fig. 8.2.6 is typical. Now, it contains 
a subgra ph, consisting of the heavy loop, which we have already considered. 
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Fig. 8.2.6. Large-mass behavior of another two-loop graph with an ultra-violet 
divergence. 

Therefore, the low-energy theory contains a graph where the heavy loop is 
replaced by a vertex using (8.2.4) for g*z312 - g. This graph exactly 
reproduces the region where k is finite and I is large for Fig. 8.2.6. We add 
and subtract this graph from the original graph as indicated in the figure. 
The subtracted term (in square brackets) has a vanishing contribution from 
finite k (as M--+ oo ). So we replace it by an effective vertex ~6 . The same 
arguments as we used for one-loop self-energy, Fig. 8.2.4, show that it has 
three terms, proportional to p2 , m2 , and M 2 , with coefficients polynomial in 
ln (M2 IJJ. 2 ). 

In this and in other graphs there are UV divergences for the whole graph 
and for subgraphs. Implicitly, the counterterm graphs are to be included. 
Provided we use mass-independent renormalization we are guaranteed 
that the counterterm graphs satisfy the same power-counting as the original 
graphs. In particular they are polynomial in the light masses. Thus the 
counterterm graphs do not change the power-counting and differentiation 
arguments that are crucial to our work. 

8.3 General ideas 

Structurally, the arguments in the last section appear similar to those we 
used in Chapter 7 to show that renormalization-prescription dependence 
can be compensated by finite counterterms. In fact, as we will see in the next 
section, Section 8.4, a proof of the decoupling theorem can be constructed 
exactly by changing the renormalization prescription. We will show that a 
renormalization prescription can be chosen to have a number of convenient 
properties, the most important of which is that the low-energy theory is 
constructed simply by deleting all heavy fields without changing the 
couplings and masses of the light fields. This property is called manifest 
decoupling, and we will explain it with the aid of an example in 
subsection 8.3.1. 
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Our approach follows the method given by Appelquist & Carazzone 
(1975) and Witten (1976). This approach generates the effective theory as a 
series of subtractions. The simplest non-trivial case is given in Fig. 8.2.6. 

There is another approach due to Weinberg (1980) in which the 
decoupling is considered by first integrating over the heavy fields in the 
functional integral. (See also Ovrut & Schnitzer (1980).) This method is less 
convenient for treating graphs like Fig. 8.2.6, so we do not use it. 

8.3.1 Renormalization prescriptions with manifest decoupling 

Suppose we used BPH(Z) renormalization instead of minimal subtraction. 
Then the renormalization condition is that the terms up to pa<n are zero in 
the Taylor expansion of a graph r about zero external momentum. Here 
b(r) is the degree of divergence. For a graph with a single loop, consisting of 
a heavy line, these terms are precisely those that are non-vanishing as 
M ~ oo. Examples are given by the graphs of Figs. 8.2.3 and 8.2.4. 

In fact, for a general graph, the effective low-energy theory in this 
renormalization presciption is obtained merely by deleting all graphs 
containing heavy lines, together with all their counterterm graphs. The 
values of the couplings and masses are not changed. Therefore the BPH(Z) 
prescription has the property we called 'manifest decoupling'. It might 
appear sensible always to use a renormalization prescription that has this 
property. However, for many purposes it is useful to use other re­
normalization prescriptions, e.g. minimal subtraction and its relatives. 
Particular cases are theories containing massless fields, especially non­
abelian gauge theories, and theories with spontaneous symmetry breaking. 
In any case, it is good to have a direct method of proof of decoupling that 
can work with any prescription. Furthermore, a prescription like minimal 
subtraction is more convenient if one also wishes to compute high-energy 
behavior (Section 7.4) with the aid of the renormalization group. In fact, the 
method we will use will start from a mass-independent renormalization 
prescription defined for both the full theory and for the effective low-energy 
theory. Then the renormalization of the low-energy theory is extended to a 
renormalization prescription of the full theory in such a way as to satisfy 
manifest decoupling. This method was first stated by Collins, Wilczek & 
Zee (1978). 

One renormalization prescription that gives manifest decoupling at low 
energies and that allows the use of renormalization-group methods at high 
energies is due originally to Gell-Mann & Low (1954). In this scheme, one 
makes subtractions at some arbitrarily chosen value of momentum. This 
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scheme was applied to the large-mass problem by Georgi & Politzer (1976). 
The disadvantage of this scheme, compared with the scheme that we will 
actually use, is that renormalization-group coefficients are explicitly 
functions of M I p., and of ml p.: 

fJ1 = fJ1 (gl ,g2; M I p., ml p.). 

This makes calculations complicated. Furthermore, this scheme obscures 
some symmetries. 

8.3.2 Dominant regions 

Before actually constructing a proof of the decoupling theorem, let us give a 
precise statement of the regions that give unsuppressed contributions (i.e. 
not suppressed by a power of M2). We consider each graph in the full theory 
together with the set of subtraction graphs needed to cancel its divergences 
and subdivergences. We do not consider the subtraction graphs separately. 

First of all, any graph with no heavy lines at all contributes without 
suppression. 

A graph with one or more heavy lines cannot give a contribution unless 
at least one loop momentum is of order M. The contribution to a graph 
when M is large can be considered as the sum of contributions from various 
possible regions of momentum space. The regions can be specified by the 
sizes of the loop momenta. For our purposes, it is enough to classify a 
momentum as either finite or large. 'Large' we define to mean 'of order M or 
bigger'. We can do power-counting for each region in the obvious way. For 
the loops carrying large momenta, counting powers of M is the same as for 
the ultra-violet degree of divergence. This gives a factor M 6, where (j is the 
ultra-violet degree of the lines carrying large momenta. A heavy line 
carrying finite momentum counts as M- 2 . A light line carrying finite 
momentum counts as M 0 • 

The leading power of M for a graph is obtained as the maximum of the 
powers for the possible regions. Let us define (j M(r) to be this highest power. 
In general there will be logarithmic enhancements. But Weinberg's theorem 
guarantees that the power (jM(r) is correctly given by considering only the 
regions we have listed. The graphs treated in Section 8.2 provide examples 
ofthis procedure. (The subscript 'M' is to distinguish ()M(r) from the ultra­
violet degree of divergence.) 

A region contributing to a leading power that is M 0 or bigger is 
symbolized by contracting to a point both the heavy lines and the lines 
carrying large momentum. The points represent vertices in the effective 
low-energy theory; we have already used this notation in Section 8.2, in the 
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Fig. 8.3.1. Graph with two contracted 
subgraphs. 

Fig. 8.3.2. One-particle reducible sub­
graphs may have to be contracted. 

figures. In general (see Fig. 8.3.1) the contractions will result in several 
vertices. We include in our definition the restriction that a subgraph is only 
contracted to a point if it contains at least one heavy line. A contracted 
subgraph is lPI in the light lines; for if it can be split into two parts by 
cutting a light line then that line is not carrying a large loop momentum. 
However, the contracted graph may be lPR in the heavy lines. For 
example, in a theory where the symmetry ¢h--+ - ¢h is not valid, a graph 
like Fig. 8.3.2 gives a leading power M 0 ; the self-energy gives a power M 2 

which cancels the 1/ M 2 in the propagator. 
A subgraph that is contracted to a single vertex gives the same power of 

M as its UV power-counting. So 

dim (subgraph) =power of M +dim (couplings). 

Hence in a renormalizable theory (where couplings have non-negative 
dimension) the only contracted graphs that have a non-vanishing value as 
M--+ ro correspond to vertices whose couplings have non-negative dimen­
sion. These vertices give the difference between g* z 312 and g, etc. Thus the 
couplings in the effective low-energy theory satisfy the dimensional 
criterion for renormalizability. In a scalar theory, this implies actual 
renormalizability, provided all the couplings are used that have non­
negative dimension and that obey the symmetries of the full theory. 

8.4 Proof of decoupling 

8.4.1 Renormalization prescription R* with manifest decoupling 

Let us work with the theory defined by (8.1.1). We choose to renormalize 
it according to a mass-independent prescription, which we will denote 
by a symbol R. For definiteness we choose this to be minimal subtraction. 
By deleting all heavy fields from (8.1.1) and by changing the values of the 
couplings we obtain the form of expected low-energy theory (8.1.3). We 
choose to renormalize the low-energy theory by a mass-independent 
prescription R*, which we also take to be minimal subtraction. 

Our proof will consist of extending R* to a renormalization of the full 
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theory. The extension will satisfy manifest decoupling. Since different 
renormalization prescriptions differ only by a reparametrization, the 
statement (8.1.4) of the decoupling theorem will hold. The structure of R* in 
the full theory will give a 'mass-independent' form for g*, m*2 and z: 

g*=g*(gl,gz,M/JJ.), } 
z = z(g1,g2,M/JJ.), (8.4.1) 

m*2 = m2zm(gl,g2, M/JJ.) + MzzmM(gl,gz, M/JJ.). 

Mass independence means independence of the light mass. As before, to 
save notational complication we choose to renormalize the linear coupling 
f ¢1 by the prescription that (Oj¢11 0) = 0. We then ignore both the linear 
coupling and the tadpole graphs. 

The reason we use mass-independent renormalization prescriptions for 
all the couplings other than the term linear in ¢ is that we can thereby make 
very clear the decoupling of phenomena at small mass scales from large 
mass scales. In addition, the renormalization-group equations for (8.4.1) are 
much simpler to work with than they would otherwise be. 

It is convenient to define two concepts: 

(1) A heavy graph is one containing at least one heavy line (i.e. a line for the 
heavy field ¢h). 

(2) A light graph is one that contains no heavy lines. 

For each basic graph r in the full theory we have a series of counterterm 
graphs that are used to cancel its divergences. If r is a heavy graph, then we 
also consider its counterterm graphs to be heavy graphs, even though they 
may contain no explicit heavy lines. 

We have chosen a renormalization prescription R* for the low-energy 
theory. This defines the renormalized value of any graph in the low-energy 
theory, and therefore of any light graph in the full theory. We now wish to 
extend this prescription to heavy graphs, in such a way that it satisfies 
manifest decoupling. That is, the renormalized value R*(r) of a heavy graph 
goes to zero as M-+ oo. The basic idea is to subtract such graphs at zero 
momentum. That this is a sensible procedure is easily seen by examining a 
few of the graphs from Section 8.2. 

For example, we saw that Fig. 8.2.3 diverges logarithmically when 
M-+ oo, if we use minimal subtraction. But with zero-momentum sub­
traction we have 
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Clearly, the difference between the two renormalizations is just the 
difference given by (8.2.4) for g* z312 -g. At high energy we would use 
minimal subtraction - so M can be neglected compared with momenta -
but at low energy we would use the R* prescription- so that we can 
simplify calculations by dropping heavy graphs. 

Fig. 8.4.1. 

Consider next Fig. 8.4.1 for the self-energy of the heavy field. This graph 
contains both light and heavy lines. It would behave like M 2 ln (M)for large 
M, if we used minimal subtraction. Instead, let us define the subtraction by 

R* r _ ig~ r(2-d/2) x 
( 4.1)- 64n3(4nJl2)di2-3 

xI~ dx { [M2x + m2(1- x)- p2x(l- x)]d/2-2- (M2x)d!2-2 

- (d/2- 2)(M2x)412 - 3[m2(1- x)- p2x(l- x)]} 

ig3 Il { 
----+ 64 \ dx [M2x+m2(1-x)-p2x(l-x)]x 
<d-6) n 0 

[ m2(1 - x) p2(1- x)J } 
x In 1 + M 2x - M 2 - m2(1 - x) + p2x(l- x) 

= O(l/M2) as M--+ oo. (8.4.3) 

Here, we observed that when M--+ oo the dependence ofthe unrenormalized 
graph is linear in m2 and p2 • So we expanded about p = m = 0 and 
subtracted the terms up to quadratic in m and p. This means that the 
counterterms are polynomial in m, i.e., 'mass-independence' holds good. 
Normally subtractions at zero mass and momentum have infra-red 
divergences, but the presence of a heavy line prevents this here. 

As a final example let us examine the two-loop graph of Fig. 8.2.6. The 
unrenormalized graph cannot be expanded about m = p = 0 to give a 
counterterm, because there are two light lines. At m, p"" 0 they give m- and 
p-dependence of the form 

I d 6k (value ~f he~vy loop ~t p ~ k = 0)"" (p 2 + m2) In (p2 + m2). 
k-m-o (k -m )[(p+k) -m] 

(8.4.4) 

The right-hand side of this equation is schematic and symbolizes the 
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-o- -o-
(a) (b) 

Fig. 8.4.2. Counterterms for Fig. 8.2.6. 

maximum powers and logarithms of m and of p that occur. However, to 
obtain the renormalized value of the graph we must first subtract 
subdivergences by the counterterms Fig. 8.4.2, constructed by the R*­
scheme. Now, the counterterm graph (b) has infra-red behavior exactly 
equal and opposite to that of(8.4.4), because the counterterm is minus the 
value ofthe heavy loop at p = k = 0. Thus the sum of the two graphs has the 
extra convergence we need. The overall counterterm is then linear in p2 and 
m2• There are no logarithms of m as M -+ oo. 

8.4.2 Definition of R* 

To define the renormalization prescription R* in general, we simply 
summarize and generalize what we have just done for particular graphs. 

We define the renormalization prescription R* in the full theory to be the 
same as our chosen prescription for the low-energy theory whenever it acts 
on a purely light graph. For a heavy graph r, we assume inductively that we 
have defined the quantity R*(r) in the usual way to be the unrenormalized 
value of r plus counterterms in the R*-scheme to cancel its subdivergences. 
If r has degree of divergence t:5(r) > 0, then its overall counterterm is 
defined by subtraction at m :::! p = 0. The renormalized value of r is 
R*(r) = R*(r) + C*(r), as usual. 

To define C*(r) precisely, we first expand R*(r) in a Taylor series about 
the point where its external momenta and the light mass mare zero. Pick 
out the terms where momenta and m2 occur with dimension up to t:5(r), and 
let the counterterm C*(r) be the negative of these terms. Our examples tell 
us to expect that with such a counterterm: 

(1) the leading M-+ oo behavior is canceled, 
(2) there are no IR singularities in the counterterm. 

We must prove these statements in general. The proof will generalize from 
the simplest non-trivial case, Fig. 8.2.6. There, the UV divergent 
unrenormalized graph is not polynomial in m and p, but after subtraction of 
subdivergences by the R*-scheme, it becomes polynomial. Then the R*­
prescription can legitimately generate the overall counterterm. Moreover, 
after subtraction ofthe subdivergences, the leading large-M behavior is also 
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polynomial in m and p with degree equal to the degree of divergence, so that 
it is cancelled by the overall counterterm. 

Even with the subtractions for subgraphs, there are in general IR 
singularities in the Taylor expansion of a graph. For example, consider 
Fig. 8.4.1 and expand its integrand- see (8.4.3)- in powers ofm2 and p2• All 
the terms beyond the second give divergences at x = 0; it is only the terms 
needed to cancel the UV divergence that are non-singular. 

8.4.3 IRfiniteness of C*(r) 

Suppose r is a heavy graph, lPI in its light lines. Potential infra-red 
divergences in C*(r) arise when m and the external momenta are made 
small. They come from regions where some or all of the loop momenta are 
of order m. The simplest case is where all the internal momenta are of order 
m. 

If r were a light graph, we would obtain a contribution of order m6<r>, 
where b(r) is the UV degree of divergence. So let us call - b(r) the 
canonical IR degree of divergence of r. If b(r) = 0, this is a logarithmic 
divergence. If b(r) > 0, then the graph is finite as m ~ 0. But to get the 
coefficients of the polynomial counterterms we differentiate up to b(r) 
times with respect to m and the external momenta. The highest terms in the 
polynomial are therefore always logarithmically IR divergent, for a light 
graph. 

However, r is actually a heavy graph. So at least one of its propagators 
counts as 1/M2 instead of 1/m2 . Thus all the counterterms have an IR finite 
contribution from this region, where all its loop momenta are small. 

This discussion is sufficient for all one-loop graphs. But multi-loop 
graphs have IR divergences coming from regions where only some loops 
have small momenta. For example, Fig. 8.2.6 has a divergence from the 
region where p and k are small, i.e., order m, and l is finite or large. This 
corresponds to IR degree - 2, and is given by (8.4.4). As we saw, theIR 
divergence is canceled by the graph with a counterterm for the heavy loop. 

The general case is that some light lines carry momenta of order m and 

(a) Fig. 8.4.1, with k and p of order m 0 
(b) Fig. 8.2.6, all loop momenta large ~ 

(c) Fig. 8.2.6, k and p of order m ~ -o--
Fig. 8.4.3. Examples of reduced graphs. 
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the remainder of the lines either are heavy or carry large momentum. Each 
such region is symbolized by a reduced graph in which the subgraphs 
consisting of the lines with large momenta and of the heavy lines are 
contracted to points. Examples of reduced graphs are shown in Fig. 8.4.3. 
Note: 

(1) Counterterm graphs can also have infra-red divergences. The counter­
terms are inside the vertices of the reduced graphs. 

(2) All lines of reduced graphs are light, so at least one vertex of a reduced 
graph corresponds to a heavy subgraph. 

We can write the infra-red degree of divergence for the region cor­
responding to a particular reduced graph y as 

t5,R(r;y) =- t:5(r) + I [t:5(V) + IRdegreeof R*(V)]. (8.4.5) 
reduced 

vertices V 

The meaning of this equation can be seen from an example. Consider 
Fig. 8.2.6 when k and p are of order m. If the graph were purely light, we 
would have IR degree equal to -2, which is the negative of the UV degree. 
This would imply that the m2 and p2 terms in the expansion about m = p = 0 
would be divergent. However, the single reduced vertex- as illustrated in 
Fig. 8.4.3(c)- has a counterterm. This counterterm ensures that the vertex's 
value is of order m2 I M 2 instead of m0 • TheIR degree for the whole graph is 
thereby decreased by 2. The second term in (8.4.5), where the sum is over this 
single vertex, indicates this reduction. The degree for the region is then - 4; 
we can therefore expand up to order m 2 and p2 without an infra-red 
divergence. The terms of order m4 , p4 , etc., are infra-red divergent, but they 
are not needed for ultra-violet renormalization. 

In the general case of (8.4.5), each reduced vertex V would contribute 
- £5( V) if it were light and all its internal lines had momenta of order m. But 
it actually contributes what we will now prove is a smaller amount. 
Remember that counterterm graphs also contribute, and we assume that 
counterterm vertices are included inside reduced vertices. The IR degree of 
R*(V) is its power as its external momenta are scaled like m. The possible 
cases for V are: 

(1) If Vis overall convergent and contains a heavy line, then its infra-red 
degree is greater than its ultra-violet degree. Fig. 8.4.3(a) has a vertex 
with UV degree - 2 and IR degree zero. 

(2) If Vis overall divergent and contains a heavy line then ordinarily we 
would expect it to behave as m0 when m-+ 0 with fixed M. But we make 
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subtractions by the R* scheme so that its behavior is actually mJ<V)+ 2 . 

By induction we may assume its subtractions have no IR divergence. 

Hence, in every region of momenta a heavy graph r always has at least 
one mechanism to reduce its IR degree below - b(r) and none to increase it. 
Thus the overall counterterm C*(r) is IR finite. It is crucial to our inductive 
proof that we first subtract subdivergences by the R* scheme. 

8.4.4 Manifest decoupling for R* 

A purely light graph is a graph in both the full theory and in the low-energy 
theory. It survives unaltered when we let M--+ oo. We will now prove that all 
the heavy graphs vanish when M--+ oo, given that we renormalize them by 
the R* scheme. 

To do this, decompose each heavy graph into its skeleton, i.e., a series of 
lPI graphs connected by lines that are not part of any loop. Since a heavy 
line that is outside a loop vanishes as M--+ oo, all heavy graphs vanish as 
M--+ oo, if the 1PI graphs vanish. 

The M--+ oo limit of a 1 PI graph can be related to an IR limit by scaling 
all masses and momenta: 

M--+1, p--+p/M, m--+m/M. 
Then 

r(p,m, M) = Md<0 r(p/M,m/M, 1), (8.4.6) 

where d(r) is the dimension of r. So r vanishes as M--+ oo provided the 
infra-red behavior is less singular than m-d<r>. But this is what we showed in 
the proof of IR finiteness of the counterterms. (Note that the dimension of a 
graph is greater than or equal to its UV degree of divergence.) 

8.4.5 Decoupling theorem 

We have constructed two renormalization prescriptions, labelled Rand R*, 
for the theory under consideration. The Green's functions in the schemes R 
and R* are equal provided we make appropriate changes in the parameters: 

gl--+g*, 

gh--+ g:' 

coefficient of o¢ i/2--+ z, 

coefficient of o¢~/2--+ zh, (8.4. 7) 
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This is just a particular case of a renormalization-group transformation, 
and is proved by Section 7.2. When M-+ oo we may drop all heavy graphs 
in the R* scheme (so also g:, zh, M* drop out of consideration). This then 
gives (8.1.4), which is the decoupling theorem. 

Mass-independence is true because we have arranged all counterterms to 
be polynomials in the light mass of the appropriate degree. 

8.5 Renormalization-group analysis 

When one computes a graph containing lines for fields with widely different 
masses, one finds, in general, that its value gets large as a power of the 
logarithm of the mass ratio. Such large coefficients are undesirable in a 
perturbation expansion, for they mean that the reliability of using a few 
low-order terms is worsened. This situation arises in both strong- and 
weak-interaction physics. We will now show how to combine the decoup­
ling theorem and the renormalization group to do calculations without 
their being made unreliable by the large logarithms. 

A convenient method is to use a mass-independent scheme (specifically 
minimal subtraction) for high-momentum calculations, where one often 
wishes to neglect all masses, and to use the R* scheme, as defined in 
Section 8.4, at low momenta, where one wishes to neglect heavy graphs. An 
advantage of this method is a simplification of many of the calculations 
needed to match high-energy and low-energy calculations. One needs only 
the pole parts of graphs and the values at zero external momentum. 

We will explain how to use this scheme in the toy theory (8.1.1). First let 
us write the RG equations for the Green's functions. For a Green's function 
of N1 light and Nh heavy fields, we have 

(8.5.1) 

where 

(8.5.2) 

The R G coefficients are obtained from the renormalization counterterms as 
usual. Their lowest-order values are 
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1 
'l't = 192n 3 g~ + ... ' 

1 2 2 
'l'h = 384n3(gl + g2) .... (8.5.3) 

In the effective low-energy theory, the RG equation is 

[lid~:+ !Ny* ]Gt = 0, (8.5.4) 

with 

d* _ a P* a * *2 a 
lid*li-liali+ ag*-ym am* 2' 

3 g*3 
P* = -464n3 + ···, (8.5.5) 

g*2 
y*=--+···. 

384n3 

To compare the low-energy theory and the full theory, we extended the 
renormalization scheme of the low-energy theory to a renormalization 
scheme R * for the full theory. In this scheme the R G operator has the form 

d* _ a P* a P* a 
lid* -li;;-+ ~+ 2~ li VIi ug ug2 

a a 
- (M* 2y* + m*2y* )--- (m* 2y* + M* 2y* )-- (8.5.6) M mM aM*2 m Mm am*2' 

and the anomalous dimensions of the fields are y* and y:. In fact P*, y!, and 
y* are identical to those in the low-energy theory (see (8.5.4) and (8.5.5)), 
while Pi = Y!M = Y~m = y~ = y: = 0. This is easily seen by examining the 
Green's functions which provide the normalization conditions for the 
renormalizations. 

For example, consider the inverse of the heavy propagator when both p2 

and m2 are much less than M 2 : 

(8.5.7) 
which satisfies 

d* 
lid* G<> ~ = y:Go- ~. li ' ' 

(8.5.8) 

This is only consistent if y: = y~ = Y!M = 0. 
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8.5.1 Sample calculation 

We wish to start with the full theory renormalized by minimal subtraction. 
In that version of the theory, we know the evolution of the couplings. Our 
aim is to compute Green's functions in the low-energy theory and the values 
of the mass and coupling. The low-energy effective couplings are 

*2 _ 128n3 ... 

g (,u)-3ln(,u/A*)+' 

gi =fixed, (8.5.9) 

m* 2 =constant [ln(,u/ A*)]- 119 , 

M* 2 =fixed. 

The effective couplings for the full theory with minimal subtraction are 
more complicated because they solve a coupled equation for two variables. 

To make the transition between the schemes we compute the lowest­
order divergent graphs. We equate the self-energy for ¢1 in the two schemes, 
with use of the Lagrangian (8.1.3) for the low-energy theory. This gives 

Fig. 8.2.4 + pole counterterm 

=Fig. 8.2.4 +zero-momentum counterterm + i(z- 1)p2 - i(m* 2z- m2 ). 

We thus obtain z and m* 2 as given by (8.2.6) and (8.2.7). To keep m* 2 finite, 
and not of order M 2 , we must replace m2 by 

m2 + 12~n3M2g~[y -1 + ln(M 2 j4n,u2 )]. (8.5.10) 

Notice the presence of logarithms of M j ,u. If they are large enough, they 
invalidate the use of perturbation theory to compute g*, m* 2 , and z. 
However, the equations we write are valid at any value of ,u, so we may 
perform the calculations with ,u of order M. After computing g*, m*, and z in 
terms of g 1 , g2 , m, and M, we can evolve them to the value of ,u that we wish 
to use for calculations in the low-energy theory. 

A convenient point to do the matching is where g1 = g*, i.e., at ,u2 = ,u~, 
where ,u~ = M 2e1 j4n. Then for a general value of ,u we have 

1 
g* 2(,u) = 1/gi(,u0 ) + (3/128n3 )ln (,u/ ,u0 ) + · · · · 

(8.5.11a) 

A similiar equation holds for m*: 

m* 2 (,u) = m2 [ (128n3 j3gi) +In (,u/ ,u0 ) + · · ·]- 119 • (8.5.1lb) 

The solution for z is more complicated since the renormalization-group 
equation for both renormalization prescriptions is needed. 
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8.5.2 Accuracy 

We compute g*(fl) in the low-energy theory by matching to the full theory 
at some flo of order M and then evolving to an arbitrary renormalization 
mass fl from flo· Given the accuracy in g*(fl) that we need for a particular 
calculation, we will find the order to which we must perform the matching 
and to which we must know {3. 

The RG equation for g*(fl) gives 

I9(/l) 

In (/1/ flo) = dg' / f3(g'). 
9(/lo) 

(8.5.12) 

So if there are small errors Llg(fl0 ) and Ll(l/{3) in g(fl0 ) and 1/{3 then the error 
in g(fl) is 

Llg(fl) _ f3[g(fl)] { 13~:~:; J - I dg' Ll[/3(~') ]} 

= o[g(fln { o~(~0°;3J-I dg' Ll[ 13(~') ]}· 

Suppose we perform matching up to nm-loop order; then the error in g(fl0 ) is 
of order g(fl0 )2nm + 3 . Suppose {3 is computed to np-loop order; then the error 
in l/f3(g) is of order g2np- 3 . These translate to errors in g(fl) of order 

g(fl)3 g(flo)2nm 

and 

or 
0 [g(fl) I+ 2np] + 0 [g(fl)3 g(flo)2(np- I)] if np ;;:: 2. 

For example, if we wish to perform reliable two-loop calculations, then 
we need Llg to be much smaller than g3 . This means that we need to do the 
matching correct to one loop and that the {3-function is needed to two loops. 
This is the minimum accuracy needed to correspond to a fractional error on 
A (defined in Chapter 7) which is much less than unity. 
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9 

Glo hal symmetries 

In this chapter we consider the impact of global symmetries of a field theory 
on its renormalization. As an example consider the theory of a charged 
scalar field : 

(9.0.1) 

This classical Lagrangian is invariant under the transformation ljJ-+ e- iwtJ>_ 

The quantum theory is also invariant. For this particular theory, the 
quantum in variance is not a very deep statement. However, symmetries do 
not always survive quantization, as we will see in Chapter 13. Thus it is 
useful to examine the consequences of the symmetry in this theory. One 
consequence is that only invariant counterterms are needed; for example, 
we do not need to use non-invarilJnt counterterms proportional to 

l/12 + l/Jt2 or i(l/12 -l/Jt2). 

/ 
Other consequences are the Wjlrd identities, which characterize the action 
of the symmetry at the level 6f Green's functions. 

The main step in proving the statements is to impose an ultra-violet cut­
off. H this is done by putting the theory on a lattice or by using dimensional 
regularization, the symmetry is preserved. The arguments given in Section 
2.7 are sufficient to prove Ward identities in the bare theory. From the 
in variance of Green's functions follows in variance of the counterterms. As 
we will see in Section 9.1 we can then write renormalized Ward identities in 
the renormalized theory, which therefore exhibits the symmetry. 

In more general cases this simple procedure fails. 
One case is that the UV cut-off breaks the symmetry. For example, 

putting the theory on a lattice breaks Poincare invariance. Luckily, other 
regulators, like dimensional continuation, preserve this in variance, and the 
renormalized theory with no cut-off is Poincare invariant. Some sym­
metries cannot be preserved after quantization. It must be true that no 
regulator can preserve them. An example, to be treated in Chapter 13, is the 
chiral invariance of QCD. 

244 
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Another case, which we will treat later in this chapter, is of spontaneous 
symmetry breaking, typified by the theory given by (9.0.1) with m2 replaced 

by - m2 . This is called the Goldstone model. In this case the ground-state -
the vacuum- is not invariant under the symmetry, and the field acquires a 

vacuum expectation value: 

(0/ ¢/0) = [2/m2 /fg] 112 +higher order. 

If we use an invariant regulator, like dimensional continuation, we will still 
be able to prove Ward identities. Hence, we will be able to prove that only 
symmetric counterterms are needed, so that the symmetry is preserved. 

From the Ward identities follows Goldstone's theorem, that there is a 
massless boson for each generator of a broken symmetry. 

9.1 Unbroken symmetry 

We first consider a totally unbroken internal symmetry. The fields carry a 
matrix representation of the generators. Thus: 

barPi = - i(ta)/¢j, 

in the notation of Section 2.6. 

(9.1.1) 

The proof that the symmetry can be preserved under quantization is 
elementary. We spell out the steps so that we can see what needs to be done 

in less trivial cases : 

(1) Regulate in a way that preserves the symmetry. Lattice and dimensional 
regularization both do this since the symmetry commutes with all 
space-time transformations. 

(2) Include in .!£all possible invariant counterterms up to the appropriate 
dimension. Thus baY= 0. For the model (9.0.1) we replace.!£ by 

.!£ = Zorj>t orj>- m~rj>t rj> - gB( q,t ¢)2 /4. (9.1.2) 

(3) To do perturbation theory, let the free Lagrangian be invariant: 
[)a Yo = 0. Then the interaction Lagrangian is also invariant. 

(4) At each order,choose the counterterms to cancel the divergences in 1PI 
Green's functions. Since the free propagators and the interactions are 
all invariant under the symmetry, the divergences are symmetric and 
non-invariant counterterms are not needed. 

(5) Remove the UV cut-otT. The Green's functions are symmetric: 

(9.1.3) 

In the case of the model (9.0.1) the propagator for the charged field 
carries an arrow indicating the direction of flow of charge. All vertices have 
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equal numbers of ingoing and outgoing lines. In (9.1.3) we have 15</> = - i<j> 
and 15</> t = i<j> t, so this equation is literally a statement of charge 
conservation. 

The current for a symmetry is defined by Noether's theorem 
(Section 2.6): 

.ll = "'15 ,~.._ oft' 
la '-;- a'f'l aa ,!.._. 

l flo/l 

In the case of the simple model (9.0.1) there is a single current 

r = iz<t>tift<t>. 

(9.1.4) 

(9.1.5) 

We derived the Ward identities of the bare theory (2. 7.6). For the theory 
(9.0.1) these are 

a . 
oxll < 0 I Tf(x)<j>(y I)· .. </>(YN)</>t(z I) ... </>t(z N) I 0 > 

N 

=i L [15(x- yj)-15(x-z)J<OIT</>(y1)···<j>(yN)</>t(z1)···</>t(zN)IO). 
j= I 

(9.1.6) 

We showed in Section 6.6 that the current is in fact finite; no extra 
renormalization counterterms are needed beyond those implied by the 
factor Z in (9.1.5). 

It is of interest to see how the divergences that are present get cancelled by 
the factor Z. For the two-point function of jll we have the 1PI graphs of 
Fig. 9.1.1, up to order g 2• Since Z = 1 + O(g2 ) in this theory, we may replace 
Z by 1 everywhere except in the tree graph (a). Graph (b) could be 
logarithmically divergent by power-counting, but is in fact zero, so no 
counterterm is needed at order g. Graph (e) is also zero. Graphs (c) and (d) 
are finite after their subdivergences are cancelled by a counterterm; they 
also cancel each other. These cancellations arise since these graphs have a 

z< -(X -<)< <;x 
(a) (b) (c) (d) 

(e) (f) (g) 

Fig. 9.1.1. Graphs up to order g2 for the two-point function of j#. 
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subgraph which is a graph for 

(OJ Tjl'(x) ¢tq>(y)JO). 

In momentum space this is of the form q" f(q2). The Ward identity implies 
that its divergence is zero: 

so that q2 f(q2) = 0. 
Graphs {f) and (g) each have a subdivergence which is cancelled by a 

graph of the form (b), which is zero. Their overall divergence must be 
cancelled by using the order g2 term in Z in graph (a). 

9.2 Spontaneously broken symmetry 

To explain the renormalization of theories with spontaneously broken 
symmetry it will be sufficient to consider the case of the Goldstone model: 

.!£l = Zo"</Jto"¢ + m2¢t¢- g(</Jt</Jf/4 + Jm2¢t¢- Jg(</Jt¢)2/4 

= (o¢1)2 /2 + (o¢2)2 /2 + m2(¢i + ¢~)/2- g(</Ji + ¢~)2 /16 

+ counterterms. (9.2.1) 

Here we have written the complex scalar field in terms of real fields: 
¢ = (¢1 + i¢2)r 112. The mass term is of the 'wrong sign'. This will result in 
spontaneous breaking of the symmetry under ¢ ..... ¢e- iro. The Noether 
current for this symmetry is 

j" = iz¢ttfi1¢ = Z(¢ 1 o~'¢2 - ¢2o~'¢ 1 ). (9.2.2) 

For small couplings the Euclidean functional integral is dominated by 
fields close to the minimum of the potential in (9.2.1). This is at 

J¢J = 2mjg112. (9.2.3) 

The perturbation expansion amounts to a saddle point expansion about the 
minimum. It is set up by making the substitution 

¢1 = ¢~ + 2mjg112, (9.2.4) 
to give 

.!f = (o¢~)2 /2 + (o¢2)2 /2 -m2¢~2- g(¢~2 + <PD2 /16 

- mg 1 1 2 ¢~(¢~2 + ¢~)/2 + .!fc., (9.2.5a) 
where 

ffct =- Jg(¢~2 + ¢~)2/16- Jgmg-112</J~(¢~2 + </J~)/2 
- ¢?(3m2Jg/g- Jm2)/2- ¢~(m2Jgjg- Jm2)/2 
- 2¢~ mg- 112(m2Jgjg- Jm2) + (Z- 1)(o¢~2 + o¢~)/2. (9.2.5b) 
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The idea of making this perturbation expansion is that in the functional 
integral we impose a boundary condition that fixes the phase of the field at 
oo. By the symmetry we may make this phase real, without loss of 
generality. In three or more space-time dimensions, fields that have a 
different phase over a large region have an action so much larger that 
quantum fluctuations cannot destroy the boundary condition. Then c/J 1 is 
forced to have a real vacuum expectation value close to 2m/g 112 • 

In setting up the perturbation expansion we have tadpole graphs like 
Fig. 9.2.1. These generate a vacuum expectation value for c/J~ 

<Oic/J~ IO> = bv 

that starts at order g 112 • It means that c/J 1 has vacuum expectation value 
2mg- 112 + bv. There are then graphs like Fig. 9.2.2, where the tadpoles 
appear as subgraphs. It is possible to recast the Feynman rules by writing 
c/J 1 = cjJ'; + 2mg- 112 + bvand requiring c/J~ to have zero vacuum expectation 
value. A better practical approach is to impose bv = 0 as a renormalization 
condition on <5m 2 . 

Fig. 9.2.1. Graphs for (Of</>; 10). 

Fig. 9.2.2. Graphs containing tadpoles as subgraphs. 

If we start with the theory (9.0.1) without spontaneous symmetry 
breaking and vary m2 until it is negative, then we should pass through a 
phase transition and thereby reach the Goldstone model (9.2.1). There must 
be an actual phase transition because < 0 I cjJ I 0) is exactly zero in the phase 
with unbroken symmetry. Since this expectation value is non-zero in the 
Goldstone phase there must be non-analyticity of the theory as a function 
ofm 2 • 

Now, we must renormalize the theory: the continuation in the re­
normalized mass m2 is sensible only if the counterterms are the same 
functions of m2 and g in the two phases. It is sensible to use a mass­
independent renormalization prescription, for then the dependence on m2 

of the counterterms is the simplest possible. We will prove the following: 
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(1) Renormalization of the Goldstone phase is accomplished by using only 
symmetric counterterms in the Lagrangian (9.2.1). 

(2) The dimensionless counterterms Z- 1, bg, and bm2 jm2 can be chosen 
to be the same as in the phase of unbroken symmetry (the so-called 
Wigner phase). 

(3) The current given by (9.2.2) is finite just as it is in the Wigner phase. 
Since the bare Lagrangian is invariant under 4> -> cf>e- iro, Ward 
identities are valid and from them Goldstone's theorem follows, that the 
physical mass of ¢ 2 is exactly zero. 

We must also discuss the choice of a practical renormalization prescription. 

9.2.1 Proof of in variance of counterterms 

We will do perturbation theory by choosing the free Lagrangian 

.2 0 = ocf>? /2 + ocf>~/2- m2cf>~ 2, (9.2.6) 

and the basic interaction 

(9.2.7) 

The counterterms are given the form (9.2.5b) and bg, bm2/m2 , and Z are 
given the same values as in the unbroken theory with a mass-independent 
renormalization scheme. We will prove that these counterterms are 
sufficient to make the broken-symmetry theory finite. 

Some of the interaction vertices are the same as in the Wigner phase. The 
others are obtained by substituting 2mjg 112 for ¢ 1. Therefore graphs 
involving the extra vertices are obtained by erasing external ¢ 1 lines on 
symmetric graphs. Examples are shown in Fig. 9.2.3. The only complication 
is that mass terms generated from the basic interaction go into the free 
rather than the interaction Lagrangian. This is the sole source of 
complications in our proof. 

:x 2 ..... A+ other terms (a) 

2 

(b) ~ +x" ~o + /+ other terms 

I I 

Fig. 9.2.3. Generation of graphs in theory with spontaneously broken symmetry 
from graphs in the symmetric theory. 
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To relate the counterterms to those in the unbroken theory let us write 
the free propagators as follows: 

i i i(2m2 - M 2) i(2m2 - M2 )2 
cP~ :p2 _2m2 = p2 _ M2 + (p2 _ M2)2 + (p2 _ M2)2(p2 _ 2m2)' 

i i - iM2 iM4 

c/J2:p2 = p2 _ M2 + (p2 _ M2)2 + (p2 _ M2)2p2· (9.2.8) 

Here M 2 is a arbitrary parameter. We substitute (9.2.8) for every line in a 
graph. 

Suppose we substitute the first term on the right of(9.2.8) for every line of 
a basic graph which has only four-point basic vertices. Then we obtain a 
graph in the symmetric theory with mass M. 

The difference between these symmetric graphs and the true theory is 
given by: 

(1) graphs with one or more three-point vertices, 
(2) graphs with the second or third term on the right of (9.2.8) substituted 

for one or more propagators. 

In either case the degree of divergence is reduced. Now the maximum 
degree of divergence is two. So substitution of the third term in (9.2.8) 
always makes a graph overall convergent. We are allowed at most one 
substitution of the second term. 

Let us now suppose that all graphs with fewer than N loops are 
successfully renormalized by our symmetric counterterms. We will prove 
inductively that all N-loop graphs are renormalized. The induction starts 
because tree graphs need no renormalization. We decompose the mass 
counterterm in !l' ct as 

- !c/J~2 [3m2 !5g/g + (Zm- 1)(- m2 - M 2) + (Zm- l)M2] 

- !c/J~[m2 Dg/g + (Zm- 1)(- m2- M2) + (Zm- l)M2]. (9.2.9) 

Here Zm = (m2 + !5m2)/m2 is the mass renormalization factor. 
After substitution of(9.2.8)for each propagator in a basic 1PI graph with 

N-loop all subdivergences are cancelled by counterterms of lower order, 
according to the inductive hypothesis. We are left with the following overall 
divergences: 

(1) Logarithmically divergent graphs for the four-point function with all 
propagators set to i/(p2 - M2) and with only four-point vertices. Such 
graphs have an overall divergence independent of M which is removed 
by counterterms in !5g for the symmetric theory. No other 1Pl graph for 
the four-point function has an overall divergence. 
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(2) Self-energy graphs with four-point vertices only and with propagators 
i/(p2 - M 2). Field renormalization and the (Zm- 1)M2 terms in (9.2.9) 
renormalize these, again exactly as in the symmetric theory. 

(3) Self-energy graphs as in (2) but with one propagator replaced by a 
second term in (9.2.8). In the numerators of (9.2.8) we write 

2m2 - M 2 =3m2 - (m 2 + M 2) = (2m/g 112 ) 2 (3g/4)- (m 2 + M 2), 

- Mz = m2- (m2 + M2) = (2m/gli2)2(g/4)- (m2 + M2). (9.2.10) 

The terms with - (m 2 + M 2) are renormalized by the (Zm- 1) 
(- m2 - M 2) parts of the mass counterterms. They correspond to the 
effect of differentiating the self-energy graphs with respect to M 2 . The 
other terms in (9.2.10) we will regard as an insertion of a four-point 
vertex on a line when two ¢ 1 fields are replaced by 2m/g 112 . These terms 
are considered under (4). 

(4) Graphs of classes (1) and (2) in which one or more external ¢ 1 fields are 
deleted and replaced by 2m/g 112 . Examples are Fig. 9.2.3(b) and 
Fig. 9.2.4. The same replacement generates the counterterm 
Lagrangian (9.2.5b) from the symmetric theory, so we have counter­
terms for them. 

This completes the proof. 

Fig. 9.2.4. Generation of graphs with loops in theory with spontaneously broken 
symmetry from graphs in the symmetric theory. 

9.2.2 Renormalization of the current 

The same procedure shows that the current 

jl' = Z(cp~iY'¢ 2 - ¢21311.¢~) + 2Zmg- 112 iJP.cp 2 (9.2.11) 

2m;g'l2 1 

+ 0.?-1)< 
2 2 2 ~ ~ 

2 2 loop 

Fig. 9.2.5. Renormalization of current in spontaneously broken theory. 
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has finite Green's functions. Note that the term 2Zmg- 1 1 2 8~'¢ 2 contains the 
counterterms that renormalize graphs like Fig. 9.2.5. 

The Ward identities are then true and involve finite quantities. A typical 
case is 

all< Ol Tj~'(x)¢2(Y)IO> = i(OI<5¢2(Y)IO > 

=- i(OI¢ 1(y)!O> 

= - i(2m/g 1i 2 + Jv). (9.2.12) 

By multiplying by the inverse propagator for ¢ 2 and going to momentum 
space, we find 

(9.2.13) 

where rJ.2 is the set of graphs for (OJ Tjll¢2j0) that are 1PI in ¢ 2. This 
is illustrated in Fig. 9.2.6. Since P oc p~' as p 2 -+ 0, (9.2.13) implies that G 221 

has a zero at p2 = 0, in other words that ¢ 2 is massless to all orders of 
perturbation theory. This is the Goldstone theorem (Goldstone, Salam & 
Weinberg (1962)). 

( I ) (2 . . 2)-1 
p" z ~2+ ~ =<¢,) ~ 

Fig. 9.2.6. The Ward identity that implies Goldstone's theorem. 

9.2.3 Infra-red divergences 

Individual graphs with a self-energy insertion on a ¢ 2 line have infra-red 
divergences. Such a graph is illustrated in Fig. 9.2.7, and the divergence 
comes from the region where the momentum k on the ¢ 2 line is close to 
zero: 

I 4 1 
k-0 d k(k2)2' 

If uncancelled, this divergence indicates that the self-energy shifts the mass 
to a value other than zero. But the Goldstone theorem tells us that the self­
energy is zero at k = 0. So the infra-red divergence cancels against 
divergences in other graphs of the same order. 

J. 2A2 /2 

~I 
Fig. 9.2.7. Graph with infra-red divergence. 
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9.3 Renormalization methods 

One of the practical problems that arises in making calculations in a theory 
with spontaneous symmetry breaking is to find the most convenient 
renormalization prescription. Fundamentally, there is no problem, for all 
renormalization prescriptions are related by renormalization-group trans­
formations, and are therefore equally good. But, in practice, choice of one 
prescription over another can save some labor. The problems become 
particularly acute in gauge theories of weak interactions (Beg & Sirlin 
(1982)). 

Among the issues to be considered in choosing a renormalization 
prescription are: 

(1) If we ignore higher-order corrections, then some parameters are equal 
to quantities, like particle masses, that are easily measurable. It is often 
convenient to impose exact equality as a renormalization condition. 

(2) One must treat tadpole graphs. Their effect is to provide an additional 
shift t5v in the vacuum expectation value of the field. Leaving these 
graphs as they are considerably increases the number of graphs 
contributing to a given Green's function. Shifting the field by t5v gives 
many extra terms in the formulae for the coefficients in (9.2.5a) and 
(9.2.5b). One can impose t5v = 0 as a renormalization condition, at the 
expense of removing the simple connection between the phases of 
broken and unbroken symmetry (as was exploited in Section 9.2). 

(3) It is necessary to relate calculations done by different people. Direct 
comparisons can be made only ifthe same renormalizations are used. It 
is evidently useful to agree on a standard. 

(4) If the coupling is not very small or if there occur very large ratios of 
masses and momenta, then one must choose a renormalization 
prescription with the ability to remove the large logarithms. 

One approach is to use dimensional regularization with minimal 
subtraction. Graphs can be renormalized by the forest formula. At one-loop 
order this amounts to subtraction of the pole part from each 1PI graph. We 
can do this without regard to the symmetry relations between counterterms 
for different Green's functions. Since the counterterms have the pure-pole 
form, these relations are automatically satisfied. 

Another approach is to compute Z, t5g, and <5m2 by three renormalization 
conditions imposed on some of the 1PI Green's functions in the broken­
symmetry phase. Then the values of counterterms for other Green's 
functions are computed from (9.2.5b). It is convenient to determine 
m2t5g/g- <5m2 by requiring t5v = 0, i.e., (01 ¢ 1 10) = 2mg- 112 exactly. Then 
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1 or 2 ~or2 

_Q_+ (\ 
+ 

2 2 2 2 2 2 2 

+ +~ 
2 2 2 2 

Fig. 9.3.1. Renormalization of self-energy at one-loop order. 

the mass counterterm for ¢ 2 forces the 1PI self-energy of ¢ 2 to be exactly 
zero when P = 0. The one-loop graphs are shown in Fig. 9.3.1. 

Both of these approaches require explicit computation of the values of Z, 
f>g, and f>m 2 to find the values of counterterms for the various Green's 
functions. It is also possible (Symanzik (1970a)) to use the Ward identities 
to generate renormalization conditions for all divergent 1PI Green's 
functions from the three basic conditions. These conditions are simple if the 
three basic conditions are imposed at zero external momentum. 

9.3.1 Generation of renormalization conditions by Ward identities 

The general Ward identity is 

a N 

ox~'<OjTj"'(x)}J ¢niY)jO) 

N 

= -i TI f>(x-y)<OiTf>¢nix>TI¢n,(y;)jO). (9.3.1) 
j= I i'fj 

In the Goldstone model, the labels n; take the values I' or 2, and we have 
f>¢~ = ¢ 2 and f>¢ 2 = - ¢ 1 = - (¢~ + 2m/g 112). For simplicity we impose 
the condition <Oi¢~j0) =0. Suppose we have obtained renormalization 
conditions valid up to l- 1 loops. We will now find the appropriate 
conditions for /-loop graphs. 

The case N = 1 was given in (9.2.12) and (9.2.13), and in Fig. 9.2.6. We saw 
that one renormalization condition on the self-energy of ¢ 2 is that it is zero 
at p2 = 0. Another condition on the derivative can be chosen arbitrarily, 
corresponding to the freedom to multiply Z by a finite factor. Suppose we 
choose to make the residue of the Goldstone pole equal to unity, and we 
choose to make f>v = 0. Then we also obtain the renormalization condition 
on the Green's function <OI Tj~'(x)¢z{y)j0) of the current with ¢ 2• The 
condition is that it is equal to its lowest-order value at p = 0. This condition 
is equivalent to making the counterterm equal to 

2mg-ltz(z- 1)o~'¢z, 
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as required if P' is to be the Noether current. 
Similarly we may treat the case N = 2: 

o'" < 01 Tj'"(x)<J>~ (y)<f>iz) 10) 

= - iJ(x- y)(OI T</> 2 (y)</> 2(z)IO> 

+ iJ(x- z)(OI T<J>~(y)<J>~(z)iO), 

255 

(9.3.2) 

where we used (014>~ IO> = 0. In terms of lPI graphs in momentum space 
this gives Fig. 9.3.2. After use of Fig. 9.2.6 we find Fig. 9.3.3. 

o·j~ 
~ 

=-i +i 

Fig. 9.3.2. Ward identity for two-point function of j'". 

+i(-~ )-1 
2 2 q 

Fig. 9.3.3. Result of multiplying Fig. 9.3.2 by two inverse propagators. 

We now set p + q = 0 to eliminate the left-hand side. This gives 

0 _ 2m . [ 2 2 2 J [ 2 2 J - 1721r212(0,p, -p)- p -2m -1:1(p) + p -1:2(p) 
g 

2m. 2 2 2 = 172Ir212(0,p,-p)+2m -1: 1(p )-1:2(p ). 
g 

(9.3.3) 

Here 1:1 and 1:2 are self-energies and r 212 is the lPI Green's function for 
two </> 2 fields and one 4>~. We choose a mass renormalization condition for 
1:1, say 1:1 (0) = 0. Since we already know that 1:2(0) = 0, this tells us that the 
renormalization condition on r 212 is 

r 212(0, 0, 0) = - img- 112 =lowest-order value. (9.3.4) 

Since graphs for r 212 are at worst logarithmically divergent we know 
r 212(p, q, r) completely at this order. From (9.3.3) we can now determine 
1:1 (p2 ). But the calculation of 1: 1 (p2 ) from its graphs is already fixed except 
for a renormalization condition that determines the value of the field-
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strength counterterm. So (9.3.3) gives us the renormalization in such a way 
that the counterterm is - (Z- l)p2 • 

Similar arguments may be applied to give renormalization conditions for 
all the remaining lPI Green's functions that have overall divergences. They 
are easiest to express in terms of Ward identities for lPI Green's functions. 
(See Lee (1976), and references therein.) 

The structure of these arguments generalizes what would be done in the 
unbroken phase. For example, (9.3.2) integrated over x would give 1: 1 = 1:2 

in this phase. This condition would say that the counterterms for 1: 1 and 1:2 

are equal. But in the Goldstone phase this is not so. Integrating over x is 
equivalent to setting the momentum at the vertex for the current to zero. 
The derivative with respect to x gives a factor of this momentum, but since 
there is a pole 1/p2 the right-hand side of (9.3.2) is not zero. The argument 
that we had to use is more complicated. 
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10 

Operator-product expansion 

In this chapter we will investigate two closely related problems. We work 
with ¢ 4 theory in d = 4 dimensions and consider a time-ordered product of 
two fields, T</J(x)¢(0), together with its Fourier transform 

T{fi(q)¢(0) = Jd4 xeiq-xT¢(x)¢(0). 

(It is easiest to work with time-ordered products. The methods work with 
any pair of operators T A(x) B(O) in any theory.) 

The first problem is to ask how T¢(x)¢(0) behaves as x~' --.0. If the theory 
were totally finite then the result would just be ¢ 2 (0). However, there are 
ultra-violet divergences that prevent the product from existing, so the limit 
does not exist. It was the idea of Wilson (1969) that </J(x)¢(0) should behave 
like a singular function of x times the renormalized [ ¢ 2 J operator, as x--. 0. 
The full result is that we have an expansion of the form 

T</J(x)¢(0)"' I C(l)(x~')[lD(O)] ( 1 0.0.1) 
(I) 

as x--. 0. Here the sum is over a set of local renormalized composite fields 
[lD] and the C(l)(x)'s are c-number functions. This formula, or one of its 
generalizations, is called an operator product expansion (OPE), and the 
coefficients C(l) are often called Wilson coefficients. Corrections to (10.0.1) 
are smaller by a power of x 2 than the terms given. 

The second problem we wish to treat is the behavior of T{fi(q)¢(0) as 
lq 2 1-+ oo. More precisely we will consider the momentum-space Green's 
function 

(10.0.2) 

when q~'--. oo along a fixed direction with p 1 , ... , PN fixed. In other words we 
scale the invariants q2--. K2q2, P;·q--. Kp;·q. There is an operator product 
expansion 

GN+2"' I C(l)(q)(OI TlD(O){fi(pl) ... {fi(pN)IO>. (10.0.3) 
(I) 

The relation between the coordinate-space and momentum-space expan-

257 
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258 Operator-product expansion 

sions is elementary. Let us take the Fourier transform from x to q of a 
momentum-space Green's function of T</J(x)¢(0). Then the large-q be­
havior is dominated by the singularities in x-space. The only relevant 
singularity is at x = 0. So Cl!!(q) is the large-q part of the Fourier transform of 
Cl!!(x). Conversely if one Fourier transforms GN+ 2 to get 

- - I Jd4q . -<OIT¢(x)¢(0)¢{p 1 ) ... ¢(pN) 0) = (2nfe-,q·xcN+ 2 , (10.0.4) 

then the limit x-+ 0 fails to exist if GN + 2 falls only as 1lq4 or slower as q-+ co. 
Thus knowing the large-q behavior is equivalent to knowing the singular 

small-x behavior, but the coordinate-space expansion also includes 
information on the leading non-singular part of the small-x region. 

These expansions have a number of uses, particularly in an asymptoti­
cally free theory. There the perturbation theory when improved by the 
renormalization group gives an effective method of computing the Wilson 
coefficients. Among the uses are the following: 

(1) The expansion (10.0.1) in coordinate space provides a definition of 
renormalized composite operators that does not involve any reg­
ularization (Brandt (1967)). 

(2) Although there is no physically important process which directly uses 
the limit taken in the momentum-space expansion (10.0.3), it is used 
indirectly for deep-inelastic scattering of a lepton on a hadron. This 
involves a matrix element of the form 

<Pij(q)j(O)IP>· 

Here q2 -+ - co, but with the ratio q2 1 q · p fixed instead of q2 I q · p2 fixed. 
A dispersion relation relates this case to the limit used in ( 1 0.0.3), so the 
OPE is used indirectly, as we will see in Chapter 14. 

(3) The form and the method of proof of short-distance operator-product 
expansion can be generalized to handle many interesting high-energy 
scattering processes. (See Buras (1981) and Mueller (1981) for a review.) 
The results in the present chapter form a prototype for these other 
results. 

10.1 Examples 

10.1.1 Cases with no divergences 

We will mainly restrict our attention to Green's functions of ¢(x)¢(0) in 
which both ¢(x) and ¢(0) are connected to other external lines. This is the 
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(a) (b) 

Fig. 10.1.1. Lowest-order graphs for operator-product expansion of cj>(x)cj>(O). 

case that is relevant to most applications. Our theory will be ¢ 4 theory 

f!' = o¢ 2 /2- m2 ¢ 2 j2- g¢ 4 /24 + counterterms. (10.1.1) 

First consider the tree graphs Fig. 10.1.l(a) for 

(10.1.2) 

These give 
. . 
I I 

2 2 2 2 [exp(-ip1 ·x)+exp(-ip2 ·x)]. 
Pt-m P2 -m 

(10.1.3) 

Expansion in a power series about x = 0 gives 

This is equivalent to the replacement 

T¢(x)¢(0) = ¢ 2 (0) + !x"o"¢2 + !x"x"¢8"8,¢ + · · ·, (10.1.5) 

as illustrated in Fig. 10.1.1(b). This equation has theform of the operator­
product expansion (10.0.1). 

Thus the operator-product expansion in this case (free-field theory) is 
really a Taylor expansion of ¢(x) about x = 0. The power of x in each term is 
just such that no dimensional coefficients are needed: 

C@(x) =constant x lxl", with a= dim(@)- dim [ ¢(x)¢(0)]. (10.1.6) 

This result also correctly gives the power-law behavior in the presence of 
renormalizable interactions, as we will see. But there will also be 
logarithmic corrections. 

A feature which does not appear to survive inclusion of interactions is 
that the series on the right of (10.1.4) is convergent and sums to give 
T¢(x)¢(0). 

Consider next the graphs of Fig. 10.1.2 for the four-point function of 
T ¢(x)¢(0). The important factor comes from the lines carrying momentum 
q: 
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~+~ 
'-y--/ '-y--/ 

HPA PB 

Fig. 10.1.2. Higher-order graphs for operator-product expansion of cf>(x)cf>(O). 

We now expand the integrand in powers of x to obtain 

. 2fd4q 2-i(pA+Pn)·x 
(10.1.7)"' Ig (2 )4 ( 2 2)[( )2 2] (( )2 2] + · · ·. n q - m p A - q - m q - p A - Pn - m 

(10.1.8) 

These first two terms are just those we would expect from (10.1.5). But the 
higher terms have at least two extra powers of q in the numerator and are 
therefore ultra-violet divergent. The divergences are those of the Green's 
function of the composite operators. They indicate that modification of the 
higher terms of the expansion is needed. For example, the behavior of the 
coefficient of ¢a~<av¢ is modified by a logarithm of x. 

Similar modifications will be needed for the coefficient of ¢ 2, when we 
consider higher-order corrections. Therefore we will find it convenient just 
to restrict our attention to the leading-power behavior, corresponding to 
the ¢ 2 term in (10.1.5). 

10.1.2 Divergent example 

Aside from trivial propagator corrections the contribution of order g to the 
two-point function of Tcp(x)¢(0) is given by Fig. 10.1.3(a), which gives 

i2 . fd4q e-iq·x 

2 2 2 2 Ig -- 2 2 2 2 · (10.1.9) 
(p 1 -m )(p 2 -m) (2n) 4 (q -m )[(q-p 1 -p2 ) -m] 

When x-> 0 the integral diverges logarithmically. This is a symptom of the 
fact that there are two important regions of q that contribute. The first is 

(a) (h) (c) 
I 

Fig. 10.1.3. Graph for operator-product expansion of cf>(x)cf>(O) with divergences for 
the operator. 
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where q is finite as x --+0; the contribution is correctly given by replacing 
T</J(x)</J(O) by </J 2 (0) in the graph. The second region is where q becomes 
large, up to 0(1/x) as x--+0; in this region the interaction vertex in 
coordinate space is close to x and 0. 

In the second region the loop is confined to a small region in coordinate 
space. From the point of view of p 1 and p2 the loop is a point. So we should 
be able to represent the contribution of this region by an extra term in the 
Wilson coefficient of </J 2 : 

T </J(x)<jJ(O)"' Cq,2(x)[ <!J 2 ], } 

Cq,2 = 1 + (g/16n2)c 1(x2). 
(10.1.10) 

Let us now calculate c1(x2 ). 

Now the contribution of the first region is given by replacing T <jJ(x)<jJ(O) 
by </J2(0). However, this operator has an ultra-violet divergence. So let us 
add and subtract the renormalized Green's function of [ </J 2], i.e., 

< Ol T[ </J2(0)]cb{p1)cb{p2 )IO ), (10.1.11) 

to give the equation depicted by Fig. 10.1.3. The contribution of order 1 
from the first region is entirely contained in the term (b) representing 
(10.1.11): 

iz g {fld I [m2-(Pt+P2)2x(l-x)]+} 
(pf- mz)(p~ - m2) 16n2 o x n 4nJl2 }' . 

(10.1.12) 

Here we have used minimal subtraction. The remainder, term (c), is 

1 -ig 
X 

(pf- m2)(p~- m2)(2n)4 

x {fd4q eiq·x- 1 
(q2 - m2)[(q- Pt- P2f- m2] 

- UV divergence}· (10.1.13) 

When x--+ 0 the contribution from finite q is of order I xI· But there is a 
contribution of order 1 from large q: this is the contribution to the original 
graph minus whatever is taken care of by graph (b). 

We can identify c1(x2 ) in (10.1.10) as the x--+0 behavior of the curly 
bracket factor of (10.1.13) (aside from a normalization factor), since to 
lowest order 

<OIT</J2cb{pt)cb(p2)IO>=( 2 ~(2 2 2)' 
Pt-m P2-m 

Now the leading-power behavior of the curly-bracket factor is independent 
of p 1,p2 and m. This is easily seen by differentiating with respect to any of 
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these variables. The result is a convergent integral which goes to zero like a 
power of x when x~o. So we may define c1(x) by setting m = p 1 = p2 = 0: 

1 { i f (eiq·x- 1) 2 } 
c 1 (x) = 2n2 (2n,u)d- 4 ddq (q2)2 + d- 4 . 

The integral is easily done by using 

1j(q2)2 = f~ dzze-z<-q2J 

to turn it into a Gaussian form, with the result 

c1(x) = ![y +In(- n2,u2x2)]. 

10.1.3 Momentum space 

(10.1.14) 

(1 0.1.15) 

We now Fourier transform Fig. 10.1.3 to obtain the O(g) contribution to 

<OI T¢(q)¢(0)¢(pl)¢(p2)j0). 

As q2 ~ oo we find 

Fig.10.1.3(a)"' 2 ;; 12 2 i; 2 + 0[1/(q2)3 ). (10.1.16) 
(pl-m )(p2-m )(q) 

This gives a contribution to the term in the operator-product expansion 
(10.0.3) with (!) = ¢ 2• The coefficient is 

- 2 ig 2 
C.p2(q ) = 2(q2f + O(g ), (10.1.17) 

which is just the Fourier transform of the order g term in the coordinate­
space expansion, gc 1(x)/(16n 2 ). The g0 term in the coordinate-space 
coefficient is independent of x, so that it gives a J<4 l(q) in momentum space, 
and hence nothing at large q2 • 

10.1.4 Fig. 10.1.3 inside bigger graph 

The expansion (10.0.1) or (10.0.3) indicates that the same asymptotic 
behavior as x ~ 0 (or as q ~ oo) is obtained independently of the Green's 
function considered. This happens because graphs like Fig. 10.1.3 can occur 

Fig. 10.1.4. Even higher-order graph for operator-product expansion of <f>(x)¢(0). 
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as subgraphs of graphs with more external lines. An example is given in 
Fig. 10.1.4. 

10.2 Strategy of proof 

First we will make precise the limits in which the operator-product 
expansion applies. If we are in Euclidean space (i.e., with imaginary time 
and energy) then there is really only one way in which we can take x" to zero 
or q" to infinity. However, in Minkowski space we can let x2 --> 0 without 
each component going to zero, and we can let components of q" go to 
infinity without q2 --> oo. These cases are interesting physically. For 
example, the q"--> oo limit with finite q2 is the case of high-energy scattering. 
Much is known about these limits, but they are beyond the scope of this 
book. 

We will prove the coordinate-space expansion (10.0.1) in the case that all 
components of x" go to zero with their ratios fixed. The corresponding 
momentum-space expansion (1 0.0.3) we will prove in the limit that all 
components of q" go to infinity with a fixed ratio, and with q" not light-like, 
so that q2 --> oo. These limits are essentially Euclidean. 

Our proof will be in perturbation theory. The first step is to identify the 
regions of loop-momentum space that give the leading-power behavior in 
the x--> 0 or q--> oo limits. Then we generalize the arguments of the previous 
section, which applied to specific graphs. 

The region of large q which we investigate in the momentum-space 
expansion (10.0.3) is precisely the one to which Weinberg's (1960) theorem 
applies. The theorem tells us to consider all subgraphs connected to the {[J(q) 
and ¢(0) in (10.0.2). For each such subgraph we let all its loop momentum be 
of order q, and count powers just as we did for UV divergences. The 
subgraph(s) with the largest power of q2 correspond to the dominant 
regions of momentum space. Then as q2 --> oo, the complete graph is 
proportional to this power of q2 times possible logarithms of q2 . 

Corrections are smaller by a power of q2 . Although Weinberg's result also 
tells us the highest power of ln(q2 ) that appears, it is easier to determine this 
by first constructing the operator-product expansion and then applying 
renormalization-group methods (as in Section 10.5 below) to the 
coefficients. 

Essentially the same method can be applied to obtain the short-distance 
behavior, (10.0.1). For example, in Fig. 10.1.4 we have leading contri­
butions with q finite or with q large (of order 1/x), but always with the lower 
loop momentum, k, finite. The leading power is (x2) 0 . The logarithm of x in 
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(10.1.15) for the corresponding Wilson coefficient comes from integrating 
over momenta intermediate between these two regions. 

Suppose we have large momentum confined to a subgraph r. Then the 
power of q (for the momentum-space expansion) is exactly the dimension of 
r, since our theory is renormalizable, with dimensionless couplings. The 
leading power of q2 comes from subgraphs with the largest dimension, i.e., 
subgraphs with the smallest possible number of external lines. This number 
is two (beyond (i>(q) and ¢(0)), so that the leading power is 1/(q2) 2 • The 
subgraphs have the form ofthe subgraph U in Fig. 10.2.1. In the ultra-violet 
subgraph U, all lines carry momentum of order q. This subgraph is 1PI in its 
lower two lines. All momenta in the infra-red subgraph I are finite. 

N 

Fig. 10.2.1. General structure of lead­
ing regions of momentum space for N­

point function of ¢(x)¢(0). 

Fig. 10.2.2. Factorization of Fig. 10.2.1. 

Now, to the leading power of q2 , the ultra-violet graph U is independent 
of the external momenta k and I flowing into it. Thus we may replace U by 
its value when k =I= 0 (and we may set the mass m = 0). We may also 
replace the infra-red subgraph I by an insertion of a vertex for ¢ 2/2 in anN­
point Green's function. This is illustrated in Fig. 10.2.2. This has the same 
structure as the operator-product expansion. But it should be emphasized 
that we are supposing that loop momenta are restricted to certain regions. 
These regions are not defined very precisely, and it is one of the tasks of the 
proof to remedy the impreciseness. 

Schematically we have 

L GN+2(q,pl, ... ,pN) 
graphs 

--IU(q,k=O,I=O)L: I d4 kd 4 1<5(k+1-IpJl(k,l,pp···•PN). 
U I 

small k 
small! (1 0.2.1} 

To construct the expansion we generalize the technique that we applied to 
Fig. 10.1.3. We consider each graph U that could appear in Fig. 10.2.1, but 
we do not restrict its momenta. It can occur as a subgraph of some graph for 
the complete Green's function. If all momenta in U are of order q and if all 
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I' t arge momen a 

small momenta 

Fig. 10.2.3. A possible leading region for a subgraph of the form of U in Fig. 10.2.1. 

momenta outside are small, then we get a leading contribution to the cross­
section. We can also have a leading contribution where the large momenta 
occur inside a proper subgraph of U- as in Fig. 10.2.3. Suppose we 
subtract off all of these contributions. Then we integrate over all loop 
momenta of U and find that the result only gives a leading contribution 
when all its momenta are large. We therefore define the contribution of U to 
the Wilson coefficient as 

C(U) = U- subtractions for regions of form Fig. 10.2.3 (10.2.2) 

all evaluated at k = l = m = 0. 
The resulting formula for C(U) is very similar to that of the formula for 

renormalizing the ultra-violet divergences of a graph. In fact, as 
Zimmermann (1970, 1973b) explains, a good way to prove the operator­
product expansion is to treat it exactly as a problem in renormalization. His 
method, used in the next section, is not to compute directly the Wilson 
coefficients but to define first a quantity which is a Green's function minus 
the leading terms in its operator-product expansion: 

GN+2- L C()G().N• 
('! 

This is constructed as a sum over graphs r for G N + 2 • Each graph has 
subtracted from it not only counterterms to remove ultra-violet divergences 
but also counterterms to cancel the large-Q (or small-x) behavior. The result 
we call Rw(O. 

Now, the subtractions that remove the large-Q behavior are a sort of 
oversubtraction. So Rw(r) is simply related to R(r) in the style of a 
renormalization-group transformation. This transformation can then be 
written as the Wilson expansion, as we will see. 

A disadvantage of Zimmermann's proof is that it uses BPHZ re­
normalization. He takes advantage of certain short-cuts available through 
the use of zero-momentum subtractions. We will choose not to take these 
shortcuts so that minimal subtraction can be applied to ultra-violet 
divergences. Our method of proof will be essentially the same as the one 
used for problems with large masses (Chapter 8). 

The same techniques apply to the coordinate-space expansion. Here, the 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


266 Operator-product expansion 

momentum q is integrated over. When we do power-counting, large 
momenta are regarded as of order 1/x and small momenta as finite when 
x---> 0. The leading behavior again comes from graphs of the form of U in 
Fig. 10.2.1, and the power is (x2) 0 . There is a difference in the form of the 
possible graphs U that carry large momentum. All the graphs that we use in 
the momentum-space case are also used in coordinate space. But we can 
also have the graph consisting of the vertices for ¢(x) and ¢(0) and of 

nothing else. 

10.3 Proof 

We must now prove the operator product expansion. In ¢ 4 theory we 
consider the part of the Green's function, 

GN+ 2(x,p1, ... ,pN) = <OI T¢(x)¢(O)(fi(p1)· · ·(i>(pN)IO), (10.3.1) 

in which each of ¢(x) and ¢(0) is connected to some of the other external 
lines. We will now scale x by a factor K and construct a decomposition ofthe 
form: 

GN+ 2(KX,p1, ... ,pN) 
22 ll 2 - - I = C(K x )(0 Tz[¢ ](O)¢(p1)· · ·¢(pN) 0) + rrv+2(Kx,p 1 , ••• ,pN). 

(10.3.2) 

In every order of perturbation theory, the coefficient C(K2 x2) behaves like 
(K 2)0 times logarithms, when the scaling parameter K goes to zero, while the 
remainder goes to zero like a power of K. 

Fourier transformation on x gives the result 

GN+ 2(q/K, P1, · · · ,pN) 

= C(q2 /K2)( 0 IT![ ¢ 2](fi(p1)· .. (i>(pN) I 0 > + rN + 2(q/K, p l' ... 'PN). 
(10.3.3) 

When q/K---> oo, C(q2/K2) behaves like K 4/q4 times logarithms, while 
rN+2(qjK,p1, ... ) is Smaller by a power. 

Our proof is given for a specific Green's function in a specific theory. 
However, it can easily be generalized. Features specific to a gauge theory 
will be pointed out in Chapter 12. The particular case of QCD with the 
application to deep-inelastic scattering will be treated in Chapter 14. 

1 0.3.1 Construction of remainder 

We consider the set of graphs for GN+ 2 • For each graph r, we will construct 
its contribution r(r) to the remainder rN+ 2 . Each graph r we consider to be 
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an unrenormalized (but regulated) graph containing only basic interaction 
vertices. These are derived from 

!!:' hasic = ?¢2 /2 - m2 ¢ 2/2 - p 4 - dg¢4 /24, 

where g and m are the renormalized coupling and mass. 
As usual the renormalized value of the graph is R(r), which is r, plus a 

series of counterterm graphs to cancel its ultra-violet divergences. For our 
proof we will use a renormalization prescription in which the theory is finite 
when the renormalized mass m is set to zero. The renormalized value R(r) is 
then the contribution of r to the Green's function GN+2" 

The remainder term r(r) is equal to r plus a somewhat different series of 
counterterm graphs. These counterterms will be constructed so that they 
cancel not only the ultra-violet divergences but also the leading x--+ 0 or 
q--> 00 behavior of r. 

Now r(r)is in effect a oversubtracted form ofr. The oversubtractions are 
of the form of an insertion of the operator [ ¢ 2] times a coefficient. Thus 
R(r)- r(r) is the Wilson expansion, i.e., thefirst term on the right of(10.3.2) 
or (10.3.3). \. 

The coefficient C(x2 ) (or C(q 2)) depends on the coupling g and on the 
renormalization mass fl. It must be independent of all the momenta. In 
order to be able to neglect min the ultra-violet limit x--+ Oor q--+ oo, we must 
use a renormalization prescription in which the counterterms do not 
become infinite when m--+ 0 (with fixed regulator). For concreteness we will 
use minimal subtraction in what follows. 

In order to define r(r), let us recall the definition of the ordinary renor­
malization R(r). This starts from the fact that the divergences of r come 
from regions of loop momenta where all lines in some set of 1PI subgraphs 
carry a momentum that approaches infinity. We label each region by the 
subgraph consisting of all the lines carrying large momentum. Then 

(10.3.4) 

The sum is over all subgraphs y of r, and Cy(r) is essentially r with the 

subgraph y replaced by its large-momentum divergence. We define 
Cr(r) to be non-zero only if y is a disjoint union of one or more 1PI graphs 
y1 , ••. ,y". In that case each Y; is replaced by a counterterm vertex C(y;), 
which is the divergent part of r;. To avoid double-counting, the sub­
divergences are subtracted off first: 

(10.3.5) 
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Here 'f!Ji' denotes 'pole part at d = 4' and the sum is over all proper 
subgraphs (> of Y;· As usual, if we use some other renormalization 
prescription than minimal subtraction the operator f!JI is replaced by the 
operator appropriate to the renormalization prescription. 

The definition of the remainder r(r) is almost identical to the definition of 
R(r). Now, the leading short-distance (i.e., x---+ 0) behavior of r comes from 
the following regions: 

(1) where the momentum q is finite, 
(2) where q gets large and the momenta in a graph of the form of U in 

Fig. 1 0.2.1 also get large. 

Further leading contributions come from regions where in addition 
momenta get infinite in some set of divergent 1PI graphs. These extra 
contributions correspond to the ultra-violet divergences. In the 
momentum-space expansion (1 0.3.3) the same regions are leading except for 
the region of finite q. 

We define r(r) to be r with all ultra-violet divergences subtracted and 
then with all the leading small-x behavior subtracted: 

r(r) = R(r)- I I Lyva(r). (10.3.6) 
a Y 

Here the sum over(> is over all graphs of the form of U in Fig. 10.2.1 and the 
sum over y is over all subgraphs y ofrthatdo not intersect f>. We use Lyva to 
symbolize a subtraction operation defined below. It is used to extract the 
contribution that comes from the region where the momenta in graph(> are 
of order 1/x and the momenta in y go to infinity. The case of finite q in 
Fig. 1 0.2.1 is covered by the case that (>consists of the vertices for </J(x) and 
</J(O) only. 

We define the subtraction Lyva{r) to be zero unless y is a disjoint union of 
1PI y1, ••• , Yn· In that case each Y; is replaced by its overall counterterm C(y;) 
defined in (10.3.5) while the graph(> is replaced by a quantity L(f>). L(f>) is to 
contain the leading behavior of (> when all internal lines have large 
momenta. This is the same idea as that C(y;) is the overall divergence of Y;· 
Now there are regions where a subgraph (>'of(> carries momenta of order q 

and other lines in (> carry small momenta. To avoid double-counting we 
subtract them first. So we write: 

(10.3.7) 

Here Tis to be an operator that picks out the leading x---+ 0 behavior of its 
argument. Now this behavior is independent of m, and of the finite external 
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momenta. (We prove this by differentiating with respect to the variables m 
and pi.) So we define T to set the values of m and the finite external 
momenta to zero. 

We now have a complete definition of r(r). 

1 0.3.2 Absence of infra-red and ultra-violet divergences in r(r). 

In Fig. 10.1.1(a) the only possible graph of the form of U is the one 
that consists of ¢(x)¢(0) alone. We call it <5 1. Its value IS e-ip 1 ·x + 
e-ip2 ·x. It has no subgraphs so that 

L(J )=(e-iPI·x+e-iP2·x) __ = 2. 
1 PI- P2 -0 (10.3.8) 

The remainder is therefore 

r(Fig. 10.1.1) =Fig. 10.1.1 -Fig. 10.1.1(b). (10.3.9) 

Here we regarded L(J 1) as a [ ¢ 2] vertex. It is manifest that this remainder is 
exactly the graph minus its Wilson expansion. 

Now we turn to Fig. 10.1.3(a).lt has <5 1 as a subgraph of form U and also 
the loop, which we call <5 2 . Then by (10.3.7) 

L(J2) ={<52- L61(J2)}m=p1=P2=o 

{
jJ.4-dj_g f d e-iq·x -1 } 

= (2n)d dq(q2-m2)[(pl+p2-q)2 -m2] m=pl=p2=0 

(10.3.10) 

Hence 

where we use r to denote Fig. 10.1.3(a). 
The following properties hold: 

(1) L62(r} is infra-red convergent even though it has zero mass and zero 
external momentum. Although <5 2 has an infra-red divergence when m, 
p1, and p2 approach zero, the subtraction term L61 (<5 2) exactly cancels 
the divergence. 
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(2) La 1(r) is ultra-violet divergent, since in replacing the vertex 
.:5 1 = e-iq·x by 1 we remove the ultra-violet cut off. However, La 2(r) 
contains all the large-q behavior of rand of subtractions for subgraphs 
of .:52. Thus La 2(r) cancels the ultra-violet divergence of La 1 (r). 

(3) When m, p1, p2 approach zero, we find that 

r(.:5 2) = R(.:5 2)- La 1 (.:52)- L(.:5 2) 

=.:52- La 1(.:5z)- L(bz) 

..... o. 
This is just the statement that L(.:5 2) is the value of .:5 2 at m = p1 = 
p2 = 0, after subtractions on subgraphs are made. 

The explanations of these properties are convoluted, but with the aim of 
demonstrating that they are true in general. Refer now to the general 
definition of r(r), viz., (10.3.6), and refer to Fig. 10.2.1 instead of Fig. 10.1.3. 
Then the above properties get replaced by: 

(1) L(.:5) is infra-red convergent for any graph of form U in Fig. 10.2.1: the 
only regions that could give infra-red problems are cancelled by 
subtractions. 

(2) r(r) is ultra-violet and infra-red convergent if m, pf and p~ are non-zero. 
The individual terms Lyva(r) are IR finite. The subtractions remove all 
ultra-violet behavior. 

(3) r(.:5) = 0 when m = p 1 = p2 = 0. 

10.3.3 R(r)- r(r) is the Wilson expansion 

Although 

W(r) = R(r)- r(r) = ~La( ~ Cy(r)) (10.3.12) 

yna=0 

contains the leading x ..... 0 behavior of R(r), it is not yet in the form of the 
operator-product expansion, which is 

W(r) = L C(b)R(r/.:5). (10.3.13) 
a 

Here C(.:5) is the contribution of a subgraph .:5 (of form U) to the Wilson 
coefficient, while r;.:5 is r with .:5 contracted to a point, i.e., replaced by a ¢ 2 

vertex. R(r/.:5) will now include pole-part subtractions for the divergent 
Green's functions of ¢ 2. 

Summing (10.3.13) over r can be done by independently summing over .:5 
and r;.:5. This gives the operator-product expansion (first term of the right-
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hand side of (10.0.1)) with 

c</>,(x2) = L C(c5). (10.3.14) 
6 

(We have used the same symbol for the complete Wilson coefficient C"',(x) 
as for the contribution from a particular graph.) Hence to prove the 
expansion (10.0.1) or (10.0.3), we have to prove that W(r) as defined by 
(10.3.12) equals the right-hand side of (10.3.13). 

Any graph r for the Green's function GN + 2 can be written in the form of 
Fig. 10.2.1. In general there will be several possibilities for the upper 
subgraph U. For the following argument we will choose U to be the biggest 
possible graph. Then, in (10.3.12) for W(r), all the subgraphs c5 are 
contained in U. So we have 

W(r) = fd4kd;l W(U)R(l) 
(2n:) 

= W(U)®R(l), (10.3.15) 

since no divergent 1PI subgraphs include parts of both U and I. Suppose we 
prove (10.3.13) when r is replaced by U. Then from (10.3.15) it follows that 

W(r)= IC(c5)R(U/c5)®R(J) 
b 

= L C(c5)R(r/c5). (10.3.16) 

The last line follows because (a) the graphs for r;c5 are of the form Ujc5 times 
I, and (b) ultra-violet divergent 1PI subgraphs are entirely within Ujc5 or 
within/. Notice that the extra divergences for r;c5 as compared with rare 
due to the presence of the ¢ 2 vertex. These divergences are confined to 
graphs of the form of Ujc5. 

Rather than prove (10.3.13) for the case r = U, we use it as a definition of 
C(U), recursive in terms of C(c5) for smaller c5: 

2C(U) = W(U)- L C(c5)R(U/c5). (10.3.17) 

The factor 2 multiplying C(U) is the lowest-order 1PI Green's function of 
the operator ¢ 2 • It is evidently much too good to be true that we have 
reduced what ought to be a deep proof to a mere definition. The important 
physics was at the previous step, (10.3.16). By implicit use of power­
counting arguments, to restrict ultra-violet divergences to within Ujc5, we 
proved (10.3.13) given its truth for the case r = U. The Wilson coefficient 
C"',(x) as it occurs in the expansion (10.0.1) is then the same no matter what 
Green's function we take of T¢(x)¢(0). This universality is an important 
feature of the Wilson expansion. 
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The other important feature of the expansion is that the Wilson 
coefficient is a purely ultra-violet object. This will enable renormalization­
group techniques to be useful in its calculation. For this purpose we must 
now prove that C(U) is independent of m, k and l. 

The proof is done by differentiating the right-hand side of (10.3.17) with 
respect to the mass m or with respect to one of the external momenta k or l. 
Let A represent this operation. It is applied in turn to each propagator in 
W(U) and in R(U j{J). Inductively, we assume C({J) satisfies AC({J) = 0. This is 
true for the lowest-order graph,{J 1,forwhich C({J1) = 1 follows from (10.3.8). 
In the general case AC(U) is therefore given by 

2AC(U) = AW(U)- L C({J)AR(Uj{J), (10.3.18) 

as illustrated in Fig. 10.3.1. We have a series of terms in each of which one 
particular propagator of U is differentiated. The differentiation improves 
the ultra-violet behavior, so the differentiated propagator cannot be a part 
of a leading large-momentum region connected to the vertices cp(x)cf>(O). We 
therefore factor out a maximal two-particle graph {)',just as we factored out 
U in (10.3.15). 

C(Ci) 

2.:\C(U)= 

Fig. 1 0.3.1. Differentiation of Wilson coefficient with respect to a mass or an external 
momentum. 

Now we can use the result 

W({J') = L C({J'')R({J'j{J") 
/!" 

to give zero for AC(U). (This argument is analogous to (10.3.16).) The 
operator-product expansion is now proved. 

10.3.4 Formulafor C(U) 

From the above results we may deduce 

C(U) = L[R(U)- L C({J)R(Uj{J)]. 
I!*U 

(10.3.19) 

Heuristically this says that C(U) is that part of U arising when all its internal 
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lines have momenta of order 1/x, less contributions taken care of by terms 
C(b) in the operator-product expansion with smaller graphs b contained in 
U. The term in square brackets is the unrenormalized U minus (a) all 
contributions involving momenta not all of order q, and (b) contributions 
with all momenta of order q taken care of by the subtractions under (a). This 
equation reproduces exactly the calculation performed in Section 10.1 of 
the O(g) Wilson coefficient, viz., 

C(b2)= [<52- C(bl)R(b2/J1)]m=p1 =p2=0· 

10.4 General case 

The most fundamental form of the operator-product expansion is (10.0.1), 
which is proved by obtaining its matrix elements from the Green's functions 
(10.0.2). We proved the Green's function expansion restricted to connected 
graphs in t/J4 theory, and restricted to the leading power of x2• The only 
operator that then contributes is {!) = cp 2• Our proof generalizes. We may 
take the full Green's functions in any theory and include non-leading 
powers of x. 

In the general case the operator L extracts the appropriate number of 
terms in a Taylor expansion in the mass m2 and in the external momenta. 
The result is that each Wilson coefficient C(l)(x) behaves in each order of 
perturbation theory like a power of x2 times logarithms of (x2 p_2) times a 
polynomial in x~' and m2 with dimensionless coefficients. If {!) is a tensor 
operator then the coefficient is also a tensor, as illustrated by the lowest­
order example (10.1.5). 

The leading operator for cjJ 4 theory is in fact the unit operator since it has 

lowest dimension. We have 

(10.4.1) 

Operators linear in cjJ are prohibited by the cjJ--+ - cjJ symmetry. 
To compute the coefficient, C 1 (x2), of the unit operator to lowest order, 

we use the graph of Fig. I 0.4.1. We will extract terms up to O(x0 ), so that we 

(j 
Fig. 10.4.1. Lowest-order term for <OIT<t>(x)¢(0)10). 
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find: 

C 1 (x2 ) = C 1 (x2)< Oj1j0) 

={Fig. 10.4.1- c"'2(x2)<0I[</> 2(0)]jo>} 
e~f~fe1~ ~~d~w~~s 

at d = 4. (10.4.2) 

The Wilson coefficient is obtained by expanding in powers of mass and 
external momentum up to an appropriate degree, which is two here. We 
have no external momenta, so the expansion is in powers of m2 . 

In the next section, when we apply the renormalization group to compute 
the Wilson coefficients we will find that each coefficient is given as a series in 
the effective coupling with the renormalization mass 11 set to (- x 2 ) 112 . The 
main application of these methods will be to asymptotically free theories. If 
we truncate the perturbation expansion, then the error will be of the order 
of the first omitted term, and hence the fractional error is of order 

1/[ln(- x2)]P+ 1, 

where p is the number of loops in the highest-order graph. This error 
dominates any positive power of x. 

Consequently, it is difficult to use the power-law corrections to the 
leading power in a Wilson coefficient. This would suggest we cannot 
properly use anything but the coefficient of the unit operator. However, in 
applications we will normally work with connected Green's functions. For 
these the leading coefficient is of the two-particle operator ¢ 2 . 

10.5 Renormalization group 

To make calculations for a Wilson coefficient, we must use the 
renormalization group to obtain maximum information from a low-order 
calculation in the way we will now explain. 

The coefficient has the functional dependence 

C(xz,g,/1). 
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To use this we must set p.2 to be of order j1/x2 j to avoid large logarithms, 
just as in calculating Green's functions when all their external momenta get 
large (Chapter 7). The RG equations are simple, since, to the leading power, 
there is no mass dependence. (If we use non-leading powers of x then we 
have polynomial dependence on masses.) The renormalization-group 
equation for the Wilson coefficient can be derived most easily from the 
renormalization-group equations for Green's functions in the following 
fashion. 

In the </>4 theory we have the renormalization-group operator: 

d 0 0 2 0 
p.- = p.- + /3-- Ymm - 2 • (10.5.1) 

dp. op. og om 

The renormalization-group equations we need are 

p. d: G~':n~> = - (N /2 + 1)yG~':n~>, (10.5.2) 

J1. d: GN([</>2], . .. )(conn)= (Ym- iNy)GN([</>2], .. . )(conn). (10.5.3) 

Here, G~':n~> denotes the Green's function of N + 2 external ¢-fields, 
restricted to connected graphs. GN([ </> 2], •.• )<conn> denotes the connected 
Green's function of the renormalized [</> 2 ] operator with N ¢-fields. To 
derive (10.5.3) we used the fact that 

m2 [ ¢ 2 ] = m~</>~ +coefficient times 1, 

and m~ = Zmm2 • 

We apply the operator p.djdp. + (N /2 + 1)y to both sides of 

(Oj T¢(x)¢(0){fo(p1) •.. {fo(pN)jO) 

= C<1>2(x)( Oj T[ </> 2 ]{fo(p1) ••• {fo(pN)jO) + O(x2 ), (10.5.4) 

to obtain 

0 = [Jl. d~:2 + (y + Ym)C</>2 ]<oj T[ </> 2 ]{fo(p1 ) .•• {fo(pN)jO) + O(x2 ). 

(10.5.5) 

Since the O(x2 ) terms are order x 2 independently of g, m, and p., they 
remain of order x2 after p.djdp. is applied. (As usual, 'order x 2' means order 
x 2 modulo possible logarithms.) Immediately we obtain 

(10.5.6) 
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This equation can be solved- it is effectively in the m = 0 theory. The 
anomalous dimension of C q,> is the anomalous dimension of ¢(x)¢(0) minus 
the anomalous dimension of [ ¢ 2]. This is the same relation as for the 
engineering dimensions. The signs in (10.5.6) arise from peculiarities of our 
definitions of Ym and y. 
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Coordinate space 

In the previous chapters we set up renormalization theory in momentum 
space. In this chapter, we will give a treatment in coordinate space. Now, the 
utility of a momentum-space description, such as we gave in the earlier 
chapters, comes from the translation in variance of a problem. However, the 
momentum-space formulation rather obscures the fact that UV diver­
gences arise from purely short-distance phenomena. Thus a coordinate­
space treatment is useful from a fundamental point of view. There are also a 
number of situations, essentially external field problems, where a 
coordinate-space treatment is the most appropriate from a more practical 
point of view. A particular advantage is that the coordinate-space method 
makes it easy to see that the counterterms are the same as with no external 
field. 

An important case, which we will treat in detail in this chapter, is that of 
thermal field theory at temperature T (Fetter & Walecka (1971), Bernard 
(1974), and references therein). There one works with imaginary time using 
periodic boundary conditions (period 1/T). 

It is first necessary to work out the short-distance singularities of the free 
propagator. This we will do in Section 11.1. A number of forms of the 
propagator will be given, whose usefulness will become apparent when we 
treat some examples in Section 11.2. The reader should probably skip to 
this section first and refer back to Section 11.1 as the need for various 
properties of the propagator arises. We will explicitly show that the 
particular counterterms that we compute are independent of temperature. 
Our arguments will be of a form that will readily generalize not only to 
higher orders but also to other situations. 

In Section 11.3 we will show to all orders of perturbation theory that 
counterterms at finite temperature are independent ofT. We will do this by 
constructing counterterms in a theory in flat space-time in such a way as to 
make manifest the fact that only the short-distance singularities of the 
propagator affect the counterterms. 

Another case, which we will treat in Section 11.4, is flat space-time with, 
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say, an external electromagnetic field. If the field is weak it can be treated as 
a perturbation, i.e., as part of the interaction. But if the field is strong, one 
must put it in the free Lagrangian. Thus the free electron propagator 
satisfies 

(io + eA - M)SF(x, y; eA) = i£5(x - y ), (11.0.1) 

which cannot in general be solved by expanding in a series in the field 
(Schwinger (1951)). 

Another common external field problem is that of quantizing a quantum 
field theory in a curved space-time, where there is no remnant of a global 
Poincare symmetry. Momentum space is then an inappropriate tool. One 
wishes to show that the UV counterterms can be kept the same as in flat 
space-time. We will not discuss this particular case here. But an extension of 
the techniques described should enable a fairly simple treatment to be 
given. 

11.1 Short-distance singularities of free propagator 

11.1.1 Zero temperature 

The UV counterterm of a 1PI graph is ultimately determined by the short­
distance singularities of the free propagators that make up the graph. So we 
need to obtain these singularities; and we will do this in this section. 

It is sufficient to consider the scalar propagator 

fddq ieiq·x 
SF(xz ;d,m) = (2 )d ( 2 2 . )" 

1t q - m + le 
(11.1.1) 

Propagators for fields with spin can be obtained by differentiating with 
respect to x. The propagator satisfies the equation 

(11.1.2) 

together with appropriate boundary conditions. When x is non-zero this 
equation reduces to 

(11.1.3) 

where z = - x 2 • Thus SF= z112 -d14w(mz 112), where w satisfies the modified 
Bessel equation of order v = d/2- 1. The particular solution we need is 
determined by requiring that the 15-function in (11.1.2) be obtained at x 2 = 0 

and that SF-+ 0 as x 2 -+ - oo . 
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A standard method of solving (11.1.3) is to expand in powers of z: 

n=O 

(11.1.4) 

There are two independent solutions. One is analytic at z = 0, i.e., it has 
a= 0; the other solution is singular, with a= 1 - d/2. SF is a linear 
combination of these solutions. The quickest way to compute the 
singularity is to observe that, if m = 0, then (11.1.1) gives 

(11.1.5) 

This normalizes the coefficient of the singular solution. The normalization 
of the regular solution is obtained from the properties of Bessel functions, 
by requiring that SF---+ 0 as x 2 ---+ - oo. Then we find that 

1 00 (m2x2 )n r(d/2- 1- n) 
SF= 4ttl12(- x2)df2 1 n~O -4- n! 

00 

+md- 2(4n)-dfZ L (m2 x 2/4tr(l-n-d/2)/n! 
n=O 

= SFsing + SFana• (11.1.6) 

Here, we have used the series expansion of the Bessel functions. The 
coefficient of the regular solution can be obtained quickly by explicitly 
computing, from (11.1.1), that SF= r(1 - d/2)md- 2 /(4n)dfZ at x = 0, if d is 
less than 2. 

For the purposes of renormalization we will need the singularities of SF. 
These are of two types: the singularities of S Fsing as x---+ 0, and the 
singularities of SFana as d approaches an even integer. The fact that most of 
the r-functions have poles when dis an even integer d = 2w, reflects the fact 
that the ansatz (11.1.4) is then incorrect for the singular solution. However, 
the correct result is obtained by expanding in powers of d - 2w and then 
letting d---+ 2w. The limits x---+ 0 and d---+ 2w are non-uniform. Application to 
graphs like the 4> 3 self-energy need x =F 0, but tadpole graphs (e.g., 
Fig. 11.1.1 in 4>4 theory) have a propagator with x = 0 for all values of d. So 

0 
Fig. 11.1.1. Graph with a tadpole. 
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it is convenient to extract all the singular behavior of SF close to d = 2w and 
x = 0 by writing 

(11.1.7) 

Neither term is a solution of the equation for SF. The analytic part now has 
a finite limit as d--+ 2w, with no singular behavior at x = 0. The singular 
term also has a finite limit as d--+ 2w if x =!= 0. It contains the x--+ 0 
singularities. But if we need SF(x = 0) then we first take d < 2, then x-+ 0, 
and finally d--+ 2w. Then the only singular contribution is from the n = 
w- 1 term in SFsing: 

_ ( -1)"'m2w-2.Ud-2w 

SFsing(x = 0) = (d/2- w)(4n)w(w- 1)! (11.1.8) 

This result will be needed in evaluating tadpole graphs. 

11.1.2 Non-zero temperature 

Thermal Green's functions at inverse temperature p = 1/T are obtained by 
Wick-rotating time t-+- h and then by imposing periodic boundary 
conditions (Fetter & Walecka (1971)). Thus the free propagator 
SF(x - y; P) satisfies 

(- o2 jcr2 - V2 + m2 )SF(r,x) = <5(r)<513)(x), 

SF(r,x)-+0, asx--+oo, 

SF(r + p, .X)= SF(r, x). 

(11.1.9a) 

(11.1.9b) 

(11.1.9c) 

All integrals over space-time are restricted to the time range between 0 and 
p. The propagator is obtained from the zero-temperature propagator 
SF(x; oo) by writing 

00 

SF(x;P)= L SF(r+nP,x;oo). (11.1.10) 
n=- oo 
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(Note that in SF(x - y; {J) both r x and r Y are between 0 and {3, so when we 
apply - (} 2 jor 2 - V2 + m2 to it the only £5-function in (11.1.9a) arises from 
the n = 0 term.) 

The only singularities in SF(x; {J) are from the n = 0 term when x'" = 0, so 
we have 

(11.1.11) 

where SFsing is the same as in (11.1.7), with - x2 = r 2 + x2 . The analytic 
term is different. It differs from SFana(x; oo) at zero temperature by 

ASF = L SF(r + n{J, x; oo ), 
n"'O 

which, in the range 0 < t < {3, is a solution of the homogeneous equation 
( D + m2)SF = 0. Notice that it is not a function of x 2 alone, i.e., it is not 
Poincare invariant. 

Another, direct, way of deriving theform (11.1.11)is to expand SF(x; {J) in 
a power series about x'" = 0, and then to require the differential equation 
(11.1.9a) to be satisfied. The £5-function on the right-hand side ensures that 
SF= SFsing(x) + SFana(x; {3), where SFsing is the same singular solution as in 
(11.1.6). Then SFana is a solution of the homogeneous equation analytic at 
x = 0, and for which SFsing + SFana satisfies periodic boundary conditions. We 
then add and subtract the poles at d = 2w to obtain (11.1.11). The coefficient 
of the pole in SFana is the same as at zero temperature, because it must cancel 
the pole in SFsing• which is independent of temperature. 

11.2 Construction of counterterms in low-order graphs 

To explain how renormalization works in coordinate space we consider the 
graphs shown in Figs. 11.2J to 11.2.4 for cj>4 theory in four space-time 
dimensions. These are sufficient to show the various complications that 
occur. 

Our treatment works as well at any temperature. 
The simplest example is the one-loop correction to the propagator, 

0 
X z y 

(a) (b) 

Fig. 11.2.1. Self-energy graph and counterterm. 
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Fig. 11.2.1. Its contribution to the full propagator is: 

ig I M 1 =- 2114 -d ddzSF(x- z,d; 1/T)SF(z- y,d; 1/T)SF(O,d; 1/T). 

(11.2.1) 

The functions SF(x- z) and SF(Y- z) are singular at z = x and at z = y, but 
the singularities are integrable, so that they do not contribute any 
divergence. The factor SF(O, d; 1/T) is divergent, so we use (11.1.8) and 
(11.1.11) to write M 1 as 

ig I 4 - - . M 1 = -2 d zSF(x- z)SF(z- y)SFana(O,d- 4, 1/T) 

igi m2 
-- ddzSF(x- z)SF(z- y) 2 + O(d- 4). 

2 8n (d- 4) 
(11.2.2) 

The divergent term is evidently exactly cancelled by the mass­
renormalization counterterm, Fig. 11.2.1(b). The result for the renorma­
lized propagator at order g is 

(11.2.3) 

Notice that the renormalization only involved the singular term in SF. Thus 
we have shown that the counterterm is the same at any temperature. 

The unrenormalized graph of Fig. 11.2.2 for the four-point function is 

M 2 = -!(- igp,4 -d) 2 I ddyddzSF(x 1 - y)SF(x2 - y)SF(Y- z)2 x 

x SF(z- x3 )SF(z- x4 ). (11.2.4) 

The only divergence as d approaches 4 comes from the singularity of 
SF(Y- z)2 at y = z; it is logarithmic. Let us write 

M 2 = g2 I dd yddzg SF(Y- z?f(y, z, { x;} ). (11.2.5) 

Since the divergence is logarithmic, it is governed by the leading behavior of 

(a) (b) 

Fig. 11.2.2. Vertex graph and counterterm. 
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the integrand of (11.2.5) as y-+ z. Thus we can generate a counterterm, 
illustrated in Fig. 11.2.2(b), 

M 2b = - Iddyddzg 2j(y, y, {x;} )[pole part of I ddzSF 1 (y- z)2]. 

z"' y (11.2.6) 

The singularity is entirely given by the first term SFI in the expansion 
(11.1. 7) Of S Fsing 

SFI =T(d/2- I)/[ 4ndi2(- x2)di2 -I]. 

The pole-part factor in (11.2.6) is then 

-pole {I ddzSF 1 (y- z)2} = -pole {r(d/2 ~VI ddz(- z2)2-d} 
z"'<y . 16n z"'O 

=-i-pole{ 2nd/2 I dzz3-d} 
16n4 r(d/2) 0 

i Jl.d- 4 

- 8n2 4- d. (11.2.7) 

In the first line we shifted z to z + y. In the second line we Wick rotated z0, 

and the notation J z"' 0 dz indicates that only the region near z = 0 matters. 
The factor J1.4 - 4 in the last line is needed, as usual, to preserve explicit 
dimensional correctness. 

We thus find that the renormalized M 2 is 

f [ ig2Jl.4-d J 
Mz = !~ ddzddy gzSF(Y- z)z + 8n2(4- d)«5<d>(y- z) x 

xf(y,z; {x;} ). (11.2.8) 

The factor in square brackets is a well-defined distribution at d = 4. Again 
observe that we only used the singular part SFsing of SF in obtaining the 
counterterm, so that the counterterm is temperature-independent. 

The graph Fig. 11.2.3 has a logarithmic subdivergence as well as an 

X 
(a) (b) (c) 

Fig. 11.2.3. Two-loop vertex graph and counterterms. 
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overall divergence. Its unrenormalized value is 

M 3 = f(- ig~-t4 -d)3 JddwddyddzSF(x 1 - w)SF(x2 - w)SF(x3 - y) x 

x SF(x4 - z)SF(w- y)SF(w- z)SF(Y- z)2 

=: g3 J ddwdd yddzjC3>(w, y, z, {X;} )SF(w- y)SF(w- z)SF(Y- zf · 

(11.2.9) 

If w is not close to y or z there is a logarithmic divergence when y 
approaches z. This is identical to the divergence in Fig. 11.2.2. There is also 
an overall divergence when all of the interaction points w, y, and z approach 
each other. 

We first subtract the subdivergence by the counterterm (11.2.7): 

R(M3 ) = g3 JJC3>(w,y,z, {xJ )SF(w- y)SF(w- z) x 

X [ SF(y- z)2 + 8: 2 (:::) JCd>(y- z)]. (11.2.10) 

The distribution in square brackets is singular at y = z. However, it is 
integrable; that is, it produces a finite result when d goes to 4, if it is 
integrated with a test function continuous at y = z. The function 
JC3>(w, y, z)SF(w- y)SF(w- z) is continuous at y = z, unless also w = y = z. 

The remaining divergence in R(M 3 )comesfrom the region w"' y,...., z, where 
jC3> is not continuous. (There is also a singularity if y and z are both equal to 
x3 or x4 ; however, this region is again integrable.) The divergence at w = 
y = z is logarithmic, so again it is determined entirely by the leading 
singular terms of the propagators. The counterterm is therefore 

C =- Jddwg 3jC 3>(w, w, w, {x;} )pole{JddyddzSF1 (y)SF1 (z) x 

X [ SF(y- Z)2 + 8: 2 (:::) JCd>(y- z) ]}, (11.2.11) 

as shown in Fig. 11.2.3(c). Recall that the factor in square brackets is 
singular but integrable at y = z. So the only divergent behavior comes when 
SF(y)SF(z) is singular, i.e., at y = z = 0. It is easily checked that the 
counterterm C then reduces to 

( 11.2.12) 

just as in momentum space (VIadimirov, Kazakov & Tarasov (1979)). 
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(b) (c) 

Fig. 11.2.4. Two-loop self-energy graph and counterterms. 

Our final graph, Fig. 11.2.4, is a little more difficult. Its unrenormalized 
contribution to the propagator is 

M4 = i(- ig}l4-d)2 fddyddzSF(x 1 - y)SF(Y- z)3SF(z- x2 ) 

= g2 I ddyddzj<4l(y, z; {x;})SF(Y- z)3. (11.2.13) 

The difficulty is that in momentum space there is not only the quadratic 
overall divergence, but also three logarithmic subdivergences. However 
(11.2.13) appears to have only an overall divergence, when y goes to z; this 
involves all three propagators. Furthermore, the counterterm, calculated in 
momentum space, for a subdivergence from two of the lines gives a graph of 
the form of Fig. 11.2.1(a). There the third propagator is at y = z, whereas the 
propagators in (11.2.13) are also used at y =F z. 

The correct way to handle this case is to write 

(11.2.14) 

where SF1 is the same leading term as before, and SF2 is the second term in 

SFsing: 

(11.2.15) 

The remainder Srem(Y- z) is finite as d-+ 4 and/or y-+ z. We now substitute 
(11.2.14) for each factor of SF(Y- z) in (11.2.13) and obtain 

M4 = g2{fddyddzj<4l(y, z)SFl (y- z)3 + 3 IJ<4l(y,z)s;1 SF2 

+ 3 J/(4l(y, z)s;l srem} +finite. (11.2.16) 

The term with all SFl's has the quadratic divergence, while the terms with 
two SF1's are logarithmically divergent. The other terms are finite. The term 
with s;l srem has a divergence coming from the two SFl's, and its factor 3 
reflects the fact that there are three divergent subgraphs. The graph with the 
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counterterm for the subdivergences is Fig. 11.2.4(b): 

Ig IL d (4) 3. 2 4-d f 
M 4b = 8n2(4 _d) d Yf (y, Y; { x;} )SF(O) 

_ ~ IL d ~> . 3. 2 4-d f 
- 8n2(4 _d) d Yf (y, Y, {X;} )[SF2 (0) + Srem(O)]. (11.2.17) 

Here we used the value we calculated at (11.2.7) for the counterterm vertex. 
The Srem(O) term here cancels the corresponding divergence in the third 
term in (11.2.16), while the SF2 term combines with the second term in 

(11.2.16) to produce a logarithmic divergence from 

3g2 fddyj<4>(y, y){ r "'Y ddzSFl (y- z)2 SF2(Y- z)p.s- 2d 

4-d } 
- 8nr(4- d/Fz(O) . (11.2.18) 

Let us return to (11.2.16). The divergence in the first term is sensitive to 
j<4> and its second derivative at y = z: 

g2 f ddz r,. ddySFl (y- z)3 [!<4l(z, z) + (y- z)"(oj<4> joy")ly=z 

+ !(Y- z)"(y- z)"(o 2j<4 > joy"oy•)iy=•] 

=finite+ [2ig2 n412 /r(d/2) J x 

f f r(d/2 _ 1)3 [ Yz 0zp4> / J 
x ddz o dyl-t (4nd12)3y3d 6 J<4>(z,z)- 2doy~oy" y=z 

=finite- ic:1t2 r f d4 yd4zj<4>(y,z) oo<d>(y- z)/(8- 2d). (11.2.19) 

Note that the term with j<4>(z, z) gives a pole at d = 2 but not at d = 4. 

11.3 Flat-space renormalization 

In the last section we computed counterterms for some low-order graphs. 
Our method was not a good method for computing the finite parts. But it 
made very explicit the fact that the counterterms depend only on the short­

distance structure of the free propagator. In particular it made it obvious 
that the counterterms are independent of temperature. We must now spell 
out how to generalize the results to an arbitrary graph in an arbitrary 

theory. 
We define the renormalization of a graph G by the same structure that we 

had in momentum space (i.e., by the recursion method or by the forest 
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formula). A counterterm is needed for the overall divergence of every 1PI 
subgraph. The overall degree of divergence of a 1PI sub graph is obtained by 
first counting powers of position as all of its vertices approach each other, 
and by then taking the negative of the result (since it is an x-+0 divergence). 
The integrations over relative positions of the vertices are included in the 
power-counting. The result coincides with the usual momentum-space 
definition for a 1 PI subgraph. The value of G is obtained by integrating over 
positions of its interaction vertices, and the divergence and subdivergences 

come from regions where some of these positions approach each other. To 
each region corresponds a subgraph consisting of the vertices that go to the 
same point, together with all the lines joining them. 

It might appear that these graphs should be in one-to-one cor­
respondence with the 1PI subgraphs that in momentum space are divergent 
when all their internal loop momenta are large. However this is not so, for 
the following reasons: 

(1) There are graphs overall divergent in coordinate space that are not 1PI. 
(2) There are divergent subgraphs in momentum space that are not 

obtained directly in coordinate space; these are when some but not all 
lines connecting vertices of a 1PI graph are in the subgraph. 

An example of the first case is Fig. 11.3.1, where there is a logarithmically 
divergent graph consisting of the vertices at w, y, z, and of the lines joining 
them. In momentum space the counterterms for the self-energy subgraph 
cancel all the divergences. But in coordinate space SF(w- y) is singular, so 
we have to justify the momentum-space result. Other graphs are divergent 
in momentum space but do not occur directly as divergences in coordinate 
space. A typical example is given by the one-loop subgraphs of Fig. 11.2.4. 
The divergence comes from the region y-. z, and it appears to involve all 
three propagators, never just two propagators. As we saw in Section 11.2, 
the trick to handling this problem is to make a decomposition of the 
propagator, as in (11.2.14). 

z 

Fig. 11.3.1. The w-y-z subgraph is one-particle-reducible and apparently has an 
overall divergence in coordinate space. 
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First, however, let t.s consider the problem of divergent 1PR graphs like 
the (w, y, z) subgraph of Fig. 11.3.1. Mter subtraction of the self-energy 
counterterms, Fig. 11.3.1 has the form 

fddwddyddzf(w)SF(w- y) x 

x [SF(Y- z)3 + Ab(y- z) + B D b(y- z)] SF(z- x2 ). (11.3.1) 

Here f(w) is a function non-singular at w = y. The factor in square brackets 
is the self-energy plus counterterms. At d = 4, we have SF(w- y)"' 1/ 
(w- y)2 and SF(Y- z)3 "' 1/(y- z)6 , so it might appear that there is a 
logarithmic divergence when wand y both approach z. A counterterm for 
this divergence would be a four-point vertex and therefore allowed. 
However, the momentum-space result gives no such counterterm, so it is 
important to derive the same result directly in coordinate space. 

We first integrate over w, and see that 

Jddwf(w)SF(w- y) 

is finite and non-singular as a function of y. Then we can perform the y­

integral. Although SF(Y- z) is singular at y = z, it is integrated with a 
function with no singularity there, so the counterterms are sufficient to 
cancel the divergence. Then, finally, we integrate over z. The crucial point is 
that we find an order of integration with the following property: - each 
integral kills the singularity on precisely one propagator without introduc­
ing new singularities. If we replaced Fig. 11.3.1 by Fig. 11.2.3, say, we would 
have a not-quite similar integral: 

JddwddyddzSF(w- y)SF(w- z)[SF(Y- z)2 - counterterm]. 

The integral over w, for example, involves two propagators SF(w- y), 
SF(w- z). The result becomes singular at y = z. 

So far we have chosen to define renormalization by the forest formula or 
by the recursive method. We have seen that, after subtraction, only 1PI 
graphs have divergences. Some subgraphs that need counterterms in 
momentum space (like Fig. 11.2.4) do not appear explicitly as divergences 
in coordinate space, since we defined the subgraph corresponding to a 
coordinate-space divergence to include all the lines connecting its vertices. 
Even so, we saw in Section 11.2 that we have counterterms for such 
subgraphs- as in Fig. 11.2.4(b). To show how these counterterms arise in 
general and to show that the counterterms are independent of temperature, 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


11.3 Flat-space renormalization 289 

we decompose SF as 

(11.3.2) 

Here SF1 to SFN are the first N terms in the singular part SFsing of SF" We 
choose N so that 2N is larger than the degree of divergence of any subgraph 
of the graph G that is being renormalized. Thus when SF is replaced by srem• 
any (sub)graph y containing it becomes overall convergent. 

When we substitute (11.3.2) for every propagator in a graph, we obtain a 
sum of graphs, in each of which every propagator is replaced by one of 
SFl• ... ' SFN• or srem· Werenormalize each of these new graphs separately. A 
subgraph needs a counterterm if its overall degree of divergence is a positive 
integer or zero, and we make counterterms for all1PI subgraphs that are 
divergent. 

The rules for computing the degree of divergence are essentially obvious. 
Any propagator with SF replaced by SF 1 contributes as in the original 
graph, and a replacement by SFN reduces the degree of divergence by 
2N- 2. The only subtlety is that replacement of SFl by srem(x- y) is 
considered as contributing - 2N to the degree of divergence, even though it 
does not behaveas(x- y) 2 -d+ 2N when x- y--+0: Its analytic part behaves 
as (x- y)0 . However, the analytic part never actually contributes to any 
OVerall divergence, and the singular part Of Srem dOeS go like (X- y)2 -d+ 2 N 

relative to SFI. 
A typical case is the third term on the right of(11.2.16). Before subtraction 

of the subdivergence, this term is proportional to 

JJ<4 >(y, z)Srem(Y- z)SFI (y- z?dd yddz 

Now SFl (y- z)2 ""'(y- z)4 - 2d as y--+ z, while srem--+ SFana(O) =/= 0. So there is 
a logarithmic divergence at y = z. But after subtraction, we have: 

JJ<4>(y,z)Srem(Y- z{ SFI (y- z)2 + Sni~:-~ d) b(y- z) Jddyddz. 

When integrated with an analytic function like j<4 >(y, z)SFana(Y- z), the 
factor in square brackets gives a finite result. So any divergence comes from 
the singularity in Srem· But the singularity is of order (y- z)6 - d, so no 
divergence occurs. 

We now generalize our treatment of Fig. 11.2.4. We examine structures of 
the form of Fig. 11.3.2(a). The subgraph A is 1 PI and overall divergent. The 
lines /1 , •.• , /a join vertices of A. A graph that consists of A and some or all of 
the l;'s is 1PI and is overall divergent. In coordinate space, these divergences 
come from the region where all vertices of A approach the same point; it 
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(a) (b) 

Fig. 11.3.2. General structure where subgraphs are divergent in momentum space, 
but appear to have no corresponding divergence in coordinate space. 

appears that the lines /1, ... , Ia all participate in every one of the divergences. 
In order to preserve the correct counterterm structure we must include 

counterterms for graphs of form A in our definition of renormalization. 
This ensures that counterterms are given by terms in the action. For 
simplicity consider the case in ¢ 4 theory of one line l with two external lines 
p1, p2 • Schematically we have 

f ddwddxddyddzSF(x- w)A(w, x, y, z)f(y, z). (11.3.3) 

Here SF(x- w) is the propagator of line l, while f(y, z) is analytic at y = z 
and represents the rest of the graph. A(w, x, y,z) is the value of graph A. We 
subtract off all subdivergences of the graph Au {I}. Among these is the 
overall counterterm for A, which is of the form 

C A(w, x, y, z; d, g, J-l) = C(d, g, ll)J<dl(w - z)J<dl(x- z)J<dl(y- z), (11.3.4) 

since A gives a logarithmic divergence. The result of replacing A by its 
counterterm is then 

C(d,g,J-l) fddzf(z,z)SF(O). (11.3.5) 

This counterterm is necessarily generated by the Feynman rules, since when 
A occurs in a four-point Green's function without additional loops it needs 
an overall counterterm. We wish to show how this counterterm is needed to 
cancel certain parts of the divergences of (11.3.3) as y---+ z. 

Let us now substitute each propagator by (11.3.2) with N = 2. The 
propagator for line l may be replaced by SF!, SF2' or srem' The terms with SF 1 

and SF2 both contribute to a divergence at y = z, whether in the original 
graph (11.3.3) or in (11.3.5). The divergence from (11.3.5) with SF= SF 1 or 
SF2 is local and temperature-independent, so that it can be cancelled by 
overall wave-function and mass counterterms. The terms with S,em also give 
divergences, but cancel in the sum of (11.3.3) and (11.3.5), just as in the 
simplest case of Fig. 11.2.4. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


11.4 External fields 291 

The argument presented above is considerably more cumbersome than 
needed for the particular case considered. However it was presented so as to 
emphasize its form as a special case of a general argument. This case 
happens to be the only one present in Green's functions. However in the 
vacuum bubbles (used to compute ground-state energies) and in the 
presence of composite operators the degree of divergence can be higher, 
with the consequence of needing a more general proof. 

In any event, the moral is that if we choose counterterms to cancel 
divergent subgraphs including those of form A in Fig. 11.3.2, then the 
counterterms need only depend on the SF 1 , SF2 , .... In particular, the value 
of SF ana is irrelevant. It is only SFana that knows the boundary conditions, so 
only it knows the temperature. Note that the SF/s are monomials in mass. 
Hence our counterterms are polynomials in mass parameters, as we saw by 
a totally different method in momentum space. 

11.4 External fields 

Consider as an example QED in the external electromagnetic field 
generated by a classical source Jll. We have (in covariant gauge) 

ff =- iF;v + Jj(if!+ ek- M)I/J- JllA~' 

- i(Z3 - 1)F;v + (Z2 - 1)l{J(i,d+ eA)I/J-l{JijJ(Z2M 0 - M) 
-(1/2~)a-A 2 • 

(11.4.1) 

To separate the classical and quantum parts of the electromagnetic field, we 
let d ll be a c-number potential that satisfies the classical Maxwell equations 
with source J~'. Then we replace All in (11.4.1) by A~'+ d ~''with the result 

ff =- iF;v- (1/2~)a· A2 + Ji(ie + ed-- M)I/J + efii%1/1 

- i(Z3 -1)F;v + (Z2 -1)Jj(id'+ eA-)1/f- (Z2 M0 - M)Jii/J 

+ !d~'Jil + ~(Z3 -1)d~'J~' + (Z3 -1)AJv 

+ (Z2 - 1)l{Jed"I/J +total derivative. (11.4.2) 

We assume the gauge condition a· d = 0. The total electromagnetic field is 
All+ d ~'' with the classical e-n umber part satisfying 

a·s~=o 

Od~' = Jll. (11.4.3) 

If the field d~' is large then we are not allowed to expand in powers of 
d~'. Indeed, as Schwinger (1951) pointed out, the electron propagator 
SF(x, y; e d) in the external field is not necessarily analytic at d = 0. 
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Moreover, he showed that it is the non-analytic part that is relevant for pair 
production in an electric field. We will therefore do perturbation theory in e 
without assuming that ed ll is small. The lowest-order propagator (in 
powers of e) therefore satisfies the equation: 

(11.4.4) 

Since SF is no longer simple in momentum space, it is not clear that the 
renormalizations are the same as with d ll = 0. Let us work in coordinate 
space. We construct a power series in x- y to solve (11.4.4). The solution is 
a series singular at x = y, plus a series analytic there. We only need explicitly 
the first few singular terms, and to prove renormalizability we decompose 
SF as in (11.3.2). It is important not to use an infinite series for SF at that 
stage, because the series will not converge for general values of x, y and d. 
The singular series is obtained by treating both e and M in (11.4.4) as 
perturbations and expanding in powers. This is similar to the way in which 
the singular part of the scalar propagator is an expansion in powers of m2• 

We obtain the leading power of x- y by solving 

iylliJjiJxllSFl = i!5(x- y)I. (11.4.5) 

Each non-leading term SFn is obtained in terms of earlier terms by solving at 
x =I= y the equation 

n-1 

iyllojiJxllSFn = (M- ed llyll) L SF1• 

j= 1 

(11.4.6) 

To obtain SFn uniquely, we require it to be a singular power of x- y times a 
function of y. The operation iylliJjiJxll makes SFn more singular while 
multiplication by M or by eyll d ll leaves the degree of singularity 
unchanged. 

Mter this work we see that the renormalizations are correctly given by 
treating as a perturbation the term Jl' All in the Lagrangian (11.4.1) before 
the shift of the field to All + d ll" Since All is the renormalized field, this term 
cannot affect the divergences- it simply tells us to integrate Jll(x) separately 
with each of one or more external photon fields of an ordinary Green's 
function. 

We see that, after the shift to All+ dll, the divergences are correctly 
treated by expanding in powers of d and then taking the first few terms. 
The non-analyticity is entirely confined to the remainder term in SF; this 
contributes to important physics, but not to the divergences. 
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12 

Renormalization of gauge theories 

It is important to show that renormalization of a gauge theory can be 
accomplished without violating its gauge invariance. Gauge invariance is 
physically important; among other things it is used (via the Ward 
identities) to show that the unphysical states decouple ('t Hooft (1971a)). 

In Chapter 9 we considered the case that the basic Lagrangian of a theory 
is invariant under a global symmetry, as opposed to a gauge symmetry, 
such as we will be investigating in this chapter. We showed that the 
counterterm Lagrangian is also invariant under the symmetry. Suppose 
now that the basic Lagrangian is invariant under a gauge symmetry. One 
might suppose that the counterterms are also invariant under the 
symmetry,just as for a global symmetry. This is not true, however, since the 
introduction of gauge fixing (as explained in Sections 2.12 and 2.13) destroys 
manifest gauge invariance of the Lagrangian. One might instead point out 
that the theory with gauge fixing is BRS invariant and deduce that the 
counterterms are BRS invariant. This deduction is false. To see this, we 
recall that an ordinary internal symmetry relates Green's functions with 
certain external fields to other Green's functions differing only by change of 
symmetry labels. However, BRS symmetry relates a field to a composite 
field (2.13.1). This wrecks the proof of BRS invariance of counterterms 
except in an abelian theory, where the Faddeev-Popov ghost is a free field. 

Before treating the non-abelian case, let us examine an abelian theory, 
QED. The Lagrangian is 

fi' = - iF~. + lji(i~ + eR J - M)I/J 
- i(Z3 - 1)F~. + (Z2 - 1)lji(i~ + eRt'f- M)I/J 
- Z 2 lji(M0 - M)t/1- (1/2e)o·A 2 • (12.0.1) 

Here eR and Mare the renormalized coupling and mass, while A,, 1/J and lji 
are the renormalized fields. We have chosen to include only counterterms 
invariant under the gauge transformation 

(12.0.2) 

293 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


294 Renormalization of gauge theories 

A special case of our later results will show that coefficients of the possible 
gauge non-invariant counterterms actually vanish. (We will write eR = 
J1. 2 -di2 e if dimensional regularization is used, withe being the dimension­
less renormalized charge.) In terms of unrenormalized quantities A~= 
z~i 2 AI" t/1 0 = Z~12 tjJ, e0 = Z) 112eR, and eo= ez3 , we have 

2 =- i(o 11A0.- o.A0 ) 2 + lfro(i~ + e0J 0 - M 0 )t/10 - (1/2e0)o·A~. 
(12.0.3) 

The counterterm for the photon-electron vertex is, from (12.0.1), 

(12.0.4) 

which has a coefficient proportional to the wave-function renormalization. 
It is easy to verify that to one-loop order this result is correct. Our later 
results prove it to all orders. 

If the non-abelian theory of (2.11.7) and (2.11.8) were renormalized by 
gauge-invariant counterterms, then the same relation of the Iii At/! counter­
term to the quark field strength renormalization Z 2 would hold. It is easily 
verified by explicit calculation that this is false. As we pointed out above, the 
reason that the counterterms need not be BRS invariant is that the BRS 
invariance is not a symmetry that relates elementary fields to elementary 
fields. Even so, the counterterms are such that the Lagrangian is BRS 
invariant after renormalization, but under a renormalized BRS symmetry, 
as we will show in this chapter. 

One result will be that whereas the gauge transformation of a fermion 
field in QED is given by otjJ = ieRwt/J, witheR being the renormalized charge, 
the BRS transformation of a fermion field in QCD is otjJ = igRc"t"XtjJoA., 
where X is a divergent renormalization factor. The composite operator otjJ 
is finite. 

There are a number of strategies for proving renormalizability. Before 
explaining them, let us remark that the aim is to show that a finite theory 
exists which has gauge-invariance properties. The gauge invariance is 
exhibited by Ward identities. It is possible to choose counterterms in such a 
way that gauge in variance does not hold. For example, we could add a term 
(A" A)2 to the QED Lagrangian. Since the coefficient of this term is 
dimensionless, we obtain a fmite theory by adding appropriate extra infinite 
counterterms. But this theory is not gauge invariant. This implies, for 
example, that negative metric states do not decouple from physical 
processes, and the theory is unphysical. The proofs state that it is possible to 
choose counterterms so that gauge invariance holds. 

Several approaches can be distinguished: 
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1. Invariant regulator. Use an ultra-violet regulator that does not break 
gauge symmetry, for example dimensional regularization. Then Ward 
identities are true when the Lagrangian is given by (2.11.7), (2.12.5), and 
(2.12.9). Allow all parameters and fields to get renormalized. The theorems 
to be proved are that this is sufficient to make the theory finite when the 
regulator is removed. This is the traditional approach. The advantages 
center around the manifest preservation of gauge in variance. The disadvan­
tages are that chiral symmetries cannot be regulated gauge invariantly; this 
symptomizes the fact that not all chiral symmetries can be preserved after 
quantization- see Chapter 13. 

2. Gauge invariant regulator +MS. Let us again use dimensional reg­
ularization (or another gauge-invariant cut-off). But now let us choose to 
renormalize each separate graph by the forest formula or by the recursive 
method (as given in Chapter 5). We do not explicitly constrain the 
counterterms to satisfy gauge invariance; so in general we have violated 
gauge in variance. But if we use minimal subtraction then the counterterms 
are gauge invariant. The reason is simple: since we will prove that we can 
renormalize the theory gauge invariantly, the lowest-order counterterm 
that is not gauge invariant must be finite, after summing over all graphs of 
this order. But in minimal subtraction the only finite counterterm is zero. 
This method is of great use when renormalizing the complicated non-local 
operators that appear in generalized operator product expansions (Collins 
& Soper (1981)). We can renormalize the graphs without explicitly 
investigating the Ward identities. The disadvantage is that the method is 
closely tied to a specific renormalization prescription. 

3. Non-invariant regulator plus non-invariant counterterms. One can use 
any regulator and adjust overall counterterms, if possible, to satisfy all the 
Ward identities (Piguet & Rouet (1981), Symanzik (1970a), 't Hooft (1971a), 
and Piguet & Sibold (1982a, b, c)). 

There are two different forms of the Ward identities, either of which may 
be used. There are the Ward identities derived in Section 2.13 for Green's 
functions, and there are the ones for the 1PI graphs, as derived by Lee 
(1976). Our approach will use the BRS identities for Green's functions 
together with a combination of approaches 1 and 2. It is based on the 
treatment of Brandt (1976). Most other treatments have used the identities 
for the 1PI graphs. 

We will restrict our attention to the simplest theories, like QCD. More 
general cases- with chiral or supersymmetries- are not treated here. See 
Chapter 13 for references. 
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12.1 Statement of results 

For simplicity we will mainly treat one case: a theory of a gauge field 
coupled to a Dirac field, with the gauge-fixing term being the usual 

one, - L (o· Aa)2 /(2e). We assume that the gauge group is simple (in the 
a 

mathematical sense); physically, this implies that there is only one 
independent gauge coupling. With a U(1) gauge group and one or more 
Dirac fields, this theory is quantum electrodynamics. If the gauge group is 
SU(3) and the matter fields are in the triplet representation, then we have 
quantum chromodynamics. 

The result to be proved is that the Green's functions are made finite by 
renormalizing the values of all the parameters in the basic Lagrangian 
(2.11.7). These parameters are the gauge coupling, the fermion masses M, 
the field strength renormalizations, and the gauge-fixing parameter. 

The resulting Lagrangian expressed in terms of renormalized fields is 

ff'= -iZ3 G:;+ Lz~>t,ii;(iJ?}-Mg>)t/1; 
i 

(12.1.1) 

We have allowed the fermion fields to be in several irreducible repre­
sentations of the gauge group labelled by i. There are separate field-strength 
renormalizations z~> and bare masses Mg> for each representation. The 
covariant derivative is 

Dill/!= (oil+ igoA~ia)t/1 

=(oil+ igRxz-~~ A:)t/1, (12.1.2) 

where g0 and gR are the bare and renormalized couplings. (With dimen­
sional regularization we write gR = J12 -df2g, with g dimensionless.) 
Following Lee (1976) we write the bare coupling as 

X 

so that the coupling of the gauge field to the ghost is XgR: 

ZollC"Dilca = Zoiaollca + gRXcabc(oia)d' A~. 

The field strength tensor is 
Ga _ z-lf2Ga 

llV- 3 (0)1lV 

= Z3 112(ollA~.- o.A~Il- g0cabcA~IlA~.) 

( 12.1.3) 

(12.1.4) 

= ollA~- o.A:- gRxz- 1cabcA!A~. (12.1.5) 

Observe that in accordance with theTesults to be proved, the coefficient of 
the gauge-fixing term (o· A)2 is finite, when the renormalized field is used. 
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This gives a gauge-fixing term - (o· A 0 ) 2 /(2~0 ), when expressed in terms of 
the bare field, with 

~o = z3~· 

The main theorem to be proved is: 

Theorem 1. The renormalizations 
0 - 0 M~, X, Z, Z~ ,and Z 3 

(12.1.6) 

(12.1.7) 

can be chosen so that Green's functions of A, 1/J, 1[1, c, and care finite. 
To prove this result we will use the Ward identities for BRS invariance. 

These involve a number of composite fields, which we also need to prove 
finite. The counterterms for these composite operators are related to the 
basic counterterms (12.1.7). We will prove: 

Theorem 2. 
<58 Rs(renormalized field)/ <5A.R 

is finite. That is, its Green's functions with any number of renormalized 
fields are finite. We define the renormalized BRS transformation <5 8 Rs/<5A.R as 
follows: 

(1) Let the BRS transformation <58 Rs be defined by (2.13.1), (2.13.2) with g 
and ~ replaced by g0 and ~0 and with the fields replaced by 
unrenormalized fields (i.e., A---+ A 0 , etc). Then the Lagrangian (12.1.1) is 
BRS invariant. 

(2) Define <5A.R = <5A.Z_; 112 .z- 112 . Then 

<5RI/J = JBRsi/J / <5A.R = - igRX tai/Jca, 

<5RA: = <5BRsA:/<5A.R = a,,ca.Z + gRcabccb A~X, 
<5Rca = <5BRs~/<5A.R = - !gRXcabccbcc = - !-gRXc 1\ c, 

1 
<5Rca = <5aRsca/<5A.R =~o· Aa. 

(12.1.8) 

Renormalized Ward identities follow from the unrenormalized ones by 
multiplication by <5A./<5A.R. The operators appearing in them are finite, 
because of Theorem 2. 

Certain auxiliary operators are useful for reasons which only become 
apparent in proving Theorems 1 and 2. 

(9 a= Z 0 ~ + o"(~ A~)gRX cabc• (12.1.9) 

(12.1.10) 

(12.1.11) 

The operator (!)a is zero by the ghost equations of motion. We will prove: 
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Theorem 3. Green's functions of ma, .?l,'", and c " c with any number of basic 
fields are finite. 

Theorem 4. Green's functions of fJla'" with JR¢ and any number (greater 
than zero) of basic fields are finite, where ¢ is any basic field. 

Theorem 5. Green's functions of c " c with one or two JR¢'s and any 
number (bigger than zero) of basic fields are finite. 

The last few results have no intuitive appeal. They will be needed as part 
of an inductive proof of the important Theorem 1. We will also find it 
convenient to use CPT invariance of the theory (after dimensional 
regularization). Now reversal of one time and one space component is 
equivalent to reversal of components 0, 1, 2, and 3 with a spatial rotation. So 
to obtain the TP part of CPT, we need only consider reversal of the 0 and 1 
components only. Therefore, we define 

{
- 1, if ,u = v = 0 or 1, 

e~ = + 1, if .u = v ;;::: 2, 

0, otherwise. 

Let the fields transform under CPT as 

1/J(x) ~ "/I[!T(Ox),} 
Aa(x) ~ Aa(Ox), 

ca(x) ~ c"(Ox), 

ca(x) ~ ca(Ox). 

(12.1.12) 

(12.1.13) 

Then the theory is CPT invariant. (We use y-matrices in which y0 = 
y0T = y0*, and y'"t = Yw) Notice that the ghost field, ca, transforms to itself, 
rather than to the antighost field, ca' even though these fields might be 
regarded as complex conjugate fields. 

12.2 Proof of renormalizability 

12.2.1 Preliminaries 

The Ward identities of a gauge theory provide relations between different 
Green's functions. However, the identities mostly relate Green's functions 
of elementary fields to Green's functions containing the composite fields 
listed in (12.1.8)-(12.1.11). However, to prove renormalizability, we actually 
need relations between Green's functions of elementary fields only. 
Consequently proofs tend to be rather indirect and long. 

The following references contain a representative selection of the proofs 
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in the literature: 't Hooft (1971a, b), Taylor (1971), Slavnov (1972), 't Hooft 
& Veltman (1972b), Lee & Zinn-Justin (1972), Becchi, Rouet & Stora (1975), 
Lee (1976), ltzykson & Zuber (1980), and Piguet & Rouet (1981). A great 
simplification was introduced by the discovery by Becchi et al. of their 
symmetry. However, the proofs still are mostly rather inexplicit. The proof 
to be given in this section gives all the steps needed to go from the basic 
Ward identities to the relations between the counterterms. The method 
follows that given by Brandt (1976) and Cvitanovic (1977). A point at which 
many proofs became rather inexplicit turns out in this method to be the 
point at which the operator !14ap. (defined in (12.1.10)) makes its appearance. 
It is an unobvious operator to use, but its use is essential to completing the 
proof that the gauge coupling to matter fields is the same as the self­
coupling of the gauge field. 

The proof is by induction on the number, N, of loops. We assume that all 
graphs with less than N loops have been successfully renormalized by 
counterterms of the form implied by the Lagrangian (12.1.1). We also 
require that Green's functions of the composite operators considered in 
Theorems 2 to 5 are also finite up to N- 1 loops if the indicated 
counterterms are used. The induction starts with tree graphs, which need no 
counterterms. 

Our strategy is as follows: 

(1) At each order below N loops we have values of the five independent 
renormalizations Z, Z2 , Z 3, M 0 , and X. For each 1PI Green's function 
with an overall divergence a value of the overall counterterm is hence 
computed at each order less than N. Partition this counterterm into a 
set of counterterms to cancel the overall divergences of the individual 
graphs for the Green's function. 

(2) Compute N-loop contributions to 2, Z 2, Z 3, M 0 , and X by imposing 
renormalization conditions on certain Green's functions. The Ward 
identities will be true, but it is not immediate that the many other lPI 
graphs are finite. This is done at step (3). 

(3) Using these Ward identities show that Theorems 1 to 5 hold for N-loop 
graphs. 

Step (1) is technical but important. Its use is that, in order to say that the 
only divergence of anN -loop graph is the overall divergence, we must have 
subtracted off its subdivergences. However, for individual graphs the 
constraints imposed by gauge invariance do not hold. Consider, for 
example, the two-loop graph, Fig. 12.2.1. Its self-energy subgraph needs a 
counterterm of the form A 1 gP.,k2 - B 1kP.k,. 
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Fig. 12.2.1. Fig. 12.2.2. 

Similarly the subgraph of Fig. 12.2.2 has a counterterm A 2g11.k2 -

B2k11k •. As we will see, the Ward identities imply that the total self­
energy counterterm is obtained from the term - !{Z3 -1)(o11A.- o.AY 
in.!£. It follows that A1 + A 2 = B1 + B2 • However, the relation is false for 
the separate graphs, i.e., we have A1 =f B1, A 2 =f B2 • 

At steps (2) and (3), where we discuss theN-loop counterterms, we then 
know that the only divergences are overall ones. Moreover, we know this 
without having to check on intricate series of cancellations between 
different graphs. But for the purposes of finding the constraints imposed by 
the Ward identities on theN -loop counterterms, it is convenient to consider 
a single overall counterterm for the sum of all N -loop graphs for a given 1PI 
Green's function. Having obtained these constraints, we decompose theN­
loop counterterms into individual portions for each graph; this enables us 
to continue the induction at the next order. 

If we use minimal subtraction, the counterterms can be obtained graph­
by-graph without worrying about the constraints imposed by Ward 
identities. These constraints will be satisfied automatically. For example, in 
a general renormalization prescription the counterterms to the subgraphs 
in Figs. 12.2.1 and 12.2.2 have the form 

A;= g 2 [a;/(d- 4) +a;], 

B; = g 2 [b;/(d- 4) + b;], 

where a; and b; are finite and depend on the renormalization prescription. 
The Ward identities tell us that we can renormalize the divergences by a 
transverse counterterm 

(a 1 + a2)/(d- 4) +a~ +a;= (b 1 + b2)/(d- 4) + b~ + b;. 

Evidently a 1 + a2 = b1 + b2 , and a~ +a;= b~ + b;. The first equation 
must always be satisfied, the second must be imposed by choice of re­
normalization prescnptton. Minimal subtraction with a~ = a; = 
b~ = b; = 0 always satisfies these equations. 

12.2.2 Choice of counterterms 

We now assume that step (1) has been carried out. The next step is to pick a 
set of 1PI Green's functions to fix Z, Z2 , Z 3, M 0 , and X. This is somewhat 
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arbitrary, but our choice will determine the form of the rest of the proof. We 
choose the following set: 

(1) The fermion self-energy has divergences proportional top and to 1. 
These are cancelled by counterterms in Z 2 and M 0 . 

(2) Z is chosen to cancel the p2 divergence in the ghost self-energy. 
(3) X is chosen to make the ghost-gluon coupling finite as far as the cabc 

part is concerned. 
(4) Z3 is chosen to cancel the part of the divergence of the gluon's self­

energy that is proportional to - g,.vk2 + k,.k •. 

Next we will examine the Green's functions used in Theorems 1 to 5 to 
check for possible divergences at N-loop order. Since all divergences at 
lower order are cancelled, the possible remaining divergences are overall 
divergences of N-loop 1PI Green's functions. These are Green's functions 
with either elementary external lines or with insertions of the various 
composite operators we use. The dimension of a 1PI Green's function must 
be zero or greater in order that it have a non-negative degree of divergence 
and thus be potentially divergent. The contributions to such a Green's 
function are (a) N-loop basic graphs, (b) graphs with counterterms to cancel 
subdivergences, (c) an overall N-loop counterterm derived from our 
knowledge of Z, Z 2, Z3 , M 0 , and X. We must prove that the sum of these 
contributions is finite. 

12.2.3 Graphs with external derivatives 

There is a derivative on a ghost line where it exits from an interaction. Thus 
the 1PI graphs of Fig. 12.2.3 have negative degree of divergence even 

-·-~-+--

-·-~-+-

-~-

:~-~-·­
'"0--~-+-

contributing to (OJTccccJO) 

contributing to (OJTccAAIO) 

contributing to (01 Tc" cccJO) 

contributing to (OJ T&t •• AcJO) 

Fig. 12.2.3. Graphs with negative degree of divergence and non-negative dimension. 
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though their dimension is zero. Subdivergences are cancelled and no overall 
counterterms are present, so the corresponding 1PI Green's functions are 
finite. 

The same argument shows that the ghost self-energy needs no mass 
counterterm, but only a field-strength renormalization Z. 

12.2.4 Graphs finite by equations of motion 

Consider Green's functions of (!)a with basic fields. These are finite. For 
example, 

= - iJahJ(dl(x- y). (12.2.1) 

The only graphs for the left-hand side with anN-loop 1PI subgraph are of 
the form Fig. 12.2.4(a) and (b). The graph (a) has a ghost self-energy made 
finite by its wave-function counterterm. Graph (b) needs a counterterm in 
(!)a proportional to D ca. Such a counterterm is graph (c), which has the N­
loop contribution to the Z D ca term in(!) a· Finiteness of (12.2.1) shows that 
this is the correct counterterm. Similarly, the other potentially divergent 
Green's function of (!)a, viz., 

is finite. 

e-,-~--~­
(a) 

(r~~­
(b) (c) 

Fig. 12.2.4. Overall-divergent graphs for Green's functions of ri. 

12.2.5 Gluon self-energy 

We have the Ward identity 

0 = c5(0J To·Aa(x)cb(y)JO)jc5).R 

= (1g)(OJ To·Aa(x)o·Ab(y)JO)- (OJ T(!)a(x)cb(y)JO) 

= ~ Jl__~(OJ T Aa~'(x)Ab•(y)JO) + iJ<dl(x- y). (12.2.2) e ox~' oy• 

The second term involves (!)a because of our definition of c5RA:. In the last 
line we used (12.2.1) on (!)a, and remembered that Green's functions of o· A 
have the derivatives outside the time-ordering, by definition. 
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Fig. 12.2.5. Gluon self-energy. 

The only possible divergences in (OJTA:(x)A~(y)JO) are in theN-loop 
self-energy graphs (Fig. 12.2.5), and they consist of terms proportional to 
g11.M2 or to k11k •. Remember that we used Z 3 to cancel any divergence 
proportional tog 11.k2 - k11k •. Both the remaining divergences are absent, by 
(12.2.2). Thus no renormalization of the gauge parameter is needed, and no 
gluon mass is needed. The form of (12.2.2) is just as in QED. It implies that 
the gluon self-energy is purely transverse, so that the longitudinal part of 
the propagator is unchanged by higher-order correction. Hence, we can 
write: 

12.2.6 BRS traniformation of A:. 

Consider the Ward identity 

0 = <5( OJ T A:(x)cb(y)JO)/bA.R 

= (1/~) (OJ TA:(x)i3·Ab(y)JO)- (OJ ToRAa(x)cb(y)JO). (12.2.4) 

The first term we have just proved to be finite. The only potentially 
divergent graphs for the second term are shown in Fig. 12.2.6. Equation 
(12.2.4) shows their sum to be finite. 

The c(y)A(z) Green's function (Fig. 12.2.7) of bRA is also possibly 
divergent (logarithmically). But we have: 

a 
-0 <OJToRAa11(x)cb(y)A~(z)JO> 
x~' 

=(OJ T(l)a(x)cb(y)A~(z)JO) 

= - i£5<dl(x- yWb<OJA~(z)JO) 

=0. (12.2.5) 

~~- + lf---~--

~ 1 
N I ZiJ•c•l N-loop - oop 

x. 
~- + ,~--

Fig. 12.2.6. Divergent graphs for right­
hand side of ( 12.2.4 ). 

Fig. 12.2.7. Graphs for 
( 0/ TbRA"~'(x)C'(y)A~(z)/ 0 ). 
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Applying ojfJxll. is equivalent to multiplying by k~~. in momentum space. 
Since the divergence is at most logarithmic, (12.2.5) shows that there is no 
divergence at all. 

Now 

12.2. 7 Gluon self-interaction 

0 = 15(01 T A:(x)Ae(y~(z)iO)/t5.JcR 

= (OI Tt5RA:(x)Ae(y)CC(z)IO> 

- (OI T A:(x)bRAe{y~(z)IO> 
- (OI T A:(x)Ae(y)t5RCC(z)IO> 

=finite +{a~). (OI T A:AeAc).IO>. (12.2.6) 

where we used the previous result. The three-gluon vertex is linearly 
divergent, and we have a counterterm equal to (Z3Xz-t ~ 1) times the 
lowest-order vertex. There is no possible left-over divergence that satisfies 
(12.26). 

Similarly 

(12.2.7) 

Here the only potentially divergent N-loop 1PI subgraphs are as in 
Fig. 12.28. We have just seen that the divergences in Fig. 12.2.8(b) are 
cancelled by the counterterm for the triple gluon coupling. Since the 
divergence in graph (a) is logarithmic, (12.2.7) proves that it is exactly 
cancelled by the counterterm in the four-gluon interaction. 

(a) (b) 

Fig. 12.2.8. Potentially divergent graphs for four-point Green's function of gluon. 

12.2.8 t5Rc 

The only Green's function of t5Rc that could be divergent is 

(OI Tt5Rc c ciO). (12.2.8) 
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But 
12.2 Proof of renormalizability 

o =c)( Ol Tc"(x)c"(y)C"(z)IO > 

= (OITc)Rc"(x)c"(y)C"(z)IO> 

- (1/e)( Ol Tc"(x)o· A"(y)C"(z)IO> 

+ (1/e) < 01 Tc"(x)c"(y)o· A<(z)IO), 

305 

(12.2.9) 

so finiteness of (12.2.8) follows from finiteness of the ghost-gluon vertex, 
which is a renormalization condition. 

12.2.9 Quark-gluon interaction, c)I/J, c)l/i; introduction of ~all 

Consider the Ward identity 

0 =c)( Ol TI/J(x)l/i(y)C(z)IO )/c)A.R 

= (OI Tc)RI/JI/iciO>- (OI TI/Jc)RI/iciO> + (OI Tt/11/i(o·A/e)IO). 

Finiteness of the last term follows if we can prove c)Rt/1 = - igRX~I/Jca finite. 
(Note that c)RI/i is related to c)Rt/1 by the CPT transformation of (12.1.13).) 
Now X was defined by requiring the ghost-gluon vertex to be finite. An 
explicit proof, which we now give, brings in all the remaining operators 
listed in (12.1.9)-(12.1.11), and in particular ~aw 

ln Fig. 12.2.9 we list all Green's functions still to be proved finite. Observe 
that c)Rc = o· A/e. so that it is finite if the gauge field is. Also Green's 
functions of ~all or c 1\ c with c)RljJ and any number greater than zero of 
basic fields are finite, if the Green's functions of Figs. 12.2.7 to 12.2.9 are 
finite. (Here c)RljJ is the BRS variation of any elementary field l/J.) This proves 
Theorems 4 and 5, so it remains to prove finiteness of the Green's functions 
illustrated in Fig. 12.2.9. 

The idea behind the proof is to examine the right-most vertex on the 
ghost line in Fig 12.2.9(a). This comes from the following term in the 
interaction Lagrangian: 

(12.2.10) 

,&~a ... -
( a) ~,logarithmically divergent, contributing to (01Tc5at/ftlicl0) 

(b) ~~~>-·logarithmically divergent, contributing to (01 TaJ.~ciO) 
Fig. 12.2.9. Green's functions not yet proved finite. 
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The derivative is on the line entering the vertex graph. By integrating by 
parts, we see that the vertex equals 

- gRcabc f d 4x[C"(o "cb)Ac" + cacbo · Ac]. (12.2.11) 

In the first term the derivative is outside the loop-momentum integrals, so 
the degree of divergence is reduced by one. Factoring out the field a"cb on 
the external line gives the basic vertex cabccb A~ in the operator :11 a"· The 
second term in (12.2.11) contains a· A which we shall relate to something 
else by use of Ward identities. 

We first prove finiteness of :Jia"' by formalizing the argument leading to 
(12.2.11). This is done in an unobvious way: 

Dz<OI TbRca(x)cb(y)e(z)IO> 

= (1/X){Z Dz<OI TbR~cbeiO> 
+ gRXccde<Oi TbRcacb(A:a"cd)iO>} 

+ gR ( Ol TbRcacb(ccdecda. Ae)IO) 

a -
- gR-0 <OI TbR~cb:JI~(z)IO> 

z" 

= igRcacd<OI T~(x)cb(y)IO)J(dl(x- z) 

+-!gR (OI TbR~cbbR(ccde~ce)iO) 

- gR J!_< 01 TbR~cb:JI~(z)iO) 
azl' 

=finite- !gR (OI TbRcaa·Ab(c A cYjO) 

a 
- gR- (OI TbRcacb :JI~(zJIO ). 

azl' 
(12.2.12) 

The next-to-last line follows by the antighost equation of motion. The last 
line uses a Ward identity plus the nilpotence property 

(12.2.13) 

Now the second term on the last line is finite (by Theorem 5), and the left­
hand side of (12.2.12) is finite. So the last term on the right is finite. The only 
possible uncancelled divergence is of the form of Fig. 12.2.10, from which 
finiteness of :Jia" follows. 

/ 
/ 

]/ 

(.,"''~ 9Ra.24~ 

Fig. 12.2.10. Only possibly divergent graph for (12.2.12). 
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Finiteness of bRt/1 follow by the same manipulations applied to 
<OI TbRt/JtiicjO): 

Dz <OI T bR t/J(x)tii(yW(z)jO) 

= gR <O I Ttat/J(x)tii(y)jO) J<dl(x- z) 

--!gR<OjTbRt/JbRtii(c 1\ c)IO) 

- gR.;_<Oj TbRt/J(x)tii(y)~~(z)jO). 
uz~' 

12.3 More general theories 

(12.2.14) 

In the last section we proved renormalizable the simplest gauge theories: 
that is, those with a gauge group with a single component and with fermion 
matter fields. More general cases can easily be treated by the same methods. 
The general result is that renormalizations are needed for each independent 
coupling in the basic Lagrangian and for the field strength for each 
irreducible field multiplet. Let us examine some specific generalizations. 

12.3.1 Bigger gauge group 

The gauge group can in general be a product of several components: 
G = f17= 1 G; ® U(l)". Here each G; is a simple compact non-abelian group 
(like SU(N)), and there are v abelian V(1)'s. For each G; and for each U(1) 
factor there is an independent coupling g;. When we perform gauge fixing 
there will be a multiplet of ghost fields for each component of the gauge 
group. The proof of renormalizability will need no change. It will relate the 
renormalizations of the couplings within each multiplet. Thus for each of 
then+ v components of the gauge group there are renormalization factors 
X;, Z 3;, and Z;, for the coupling, the gauge field and the ghost field. In 
addition there are the usual renormalizations for the matter fields. 

There are some special features of the abelian case which we will treat in 
Section 12.9. 

12.3.2 Scalar matter 

The part of the Lagrangian for a scalar field coupled to gauge fields is 

(12.3.1) 

Here Vis a function of¢ and ¢t that is invariant under the gauge group, and 
D~' is the usual covariant derivative. 

For example, consider an SU(2) gauge theory in which ¢ is a doublet 
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under the gauge group. Then the most general renormalizable form of Vis 

(12.3.2) 
while 

DA>t D<f> = loJl</>12- igA"~'<f>tt"~<f> + g2 A:Ab~'<f>ttatb<f> 
= loJl</>12- igA:<f>tt""§~'<f> + }g2 A"2</>t <f>. (12.3.3) 

Wave-function and mass renormalization are used to make the propagator 
finite, and the <f>t o<f>A coupling is proved finite as for a fermion. The self­
coupling of the ¢-field is made finite by a renormalization of the ).<f>t ¢ 2 

term, which is the only four-point coupling invariant under global SU(2) 

transformations. One further Green's function, viz., (OI T AA<f>t 4> 10) has a 
potential logarithmic divergence. It is proved finite by the Ward identity: 

0 = 15(01 TcA<f>t <f>IO> 
= (1I~)<OI To· AA<f> + <f>IO> + <OI Tci5A<f>t 4> 10 > 

+ < Ol T cAi5<f>t <f>IO> + <OI TcA<f>t 154> 10 ). 

12.3.3 Spontaneous symmetry breaking 

(12.3.4) 

Consider the abelian Higgs model as an easy example. Its basic Lagrangian 
is 

2 basic= - -±F;, +(oil- ieAJl)<f>t(o~' + ieA~')<f>- i). 2 (</>t 4>-f 2 j2). 2) 2 . 

(12.3.5) 

Thesymmetryis spontaneously broken with< Ol<f>IO) = f j(). j2),in lowest 
order. So we write </> = [!I).+ (</> 1 + i</> 2 ) ]I )2: 

2 basic= -iF;,+ (e2j2 I2).2)A2 + (ef/).)AJlo~'</>2 + fo<f>i + fo<f>~-P<f>i/4 
- ).2(</>i + ¢~)2116- ),f <1>1(</>i + <t>DI4 
+ eAJl</> 1 o~'<f> 2 + e2 A2(<f>i + </>~ + 2f <f>d ).)12. (12.3.6) 

If we quantize with the simple gauge fixing term 

(12.3.7) 

then renormalization is covered by the discussion of Section 9.2, where we 
treated spontaneous symmetry breaking in a non-gauge theory. We first 
renormalize in the unbroken theory (i.e., with/ 2 -+ -/ 2 ). We need wave­
function renormalizations Z 2 and Z 3 , coupling renormalization ).2 -+ ).~ Y, 

and mass renormalization (which is effectively f 2 -+ f 2 Zm). Since the 
Faddeev-Popov ghost is a free field, the gauge-coupling renormalization is 
X = 1. After spontaneous symmetry breaking the same renormalizations 
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make the Green's functions finite. Unfortunately the A ,..o" cf> 2 term in the free 
Lagrangian makes the Feynman rules rather messy, so it is convenient to 
use another gauge condition. We will discuss this in Section 12.5. 

12.4 Gauge dependence of counterterms 

To quantize and renormalize a gauge theory, we choose to fix the gauge in a 
particular way. It is important to show that physical quantities are 
independent of this choice. On the other hand, Green's functions of the 
elementary fields can certainly be gauge dependent. Since it is the Green's 
functions with which we work when renormalizing the theory, we must 
understand their gauge dependence and its effect on the renormalizations. 

One important class of physical quantities which we will treat is the set of 
Green's functions of gauge-invariant operators. Also important is the S­
matrix for physical states. In a spontaneously broken theory there are 
particle states that couple to the elementary fields of the theory. Some such 
states are physical, and we must prove that their S-matrix is gauge 
independent. But other states, like the Faddeev-Popov ghost, are unphysi­
cal. We will not attempt a complete treatment here. 

When a gauge symmetry is unbroken there may even be no states 
coupled to the elementary fields. Indeed, it is commonly expected that in 
QCD colored states are confined. Certainly, within perturbation theory 
there are severe infra-red problems in obtaining the S-matrix for quarks and 
gluons. However, S-matrix elements of hadrons can be obtained from 
gauge-invariant Green's functions. Consider, for example: 

(12.4.1) 

where j~,.. is the axial isospin current. Application of the LSZ formalism will 
give the S-matrix for 1t1t-+ 1t1t scattering. Similarly the gauge-invariant field 
1/1;1/1 ii/Jkeiik is an interpolating field for baryons. Here 1/J; is a quark field and i 
its color label. 

There are two sorts of gauge-dependence that we will consider. The first is 
where we change the gauge-fixing function Fa to a different function of the 
fields. A specific application of our general results for this case will be given 
in Section 12.5 for the R{-gauge. The second type of gauge-dependence is a 

variation of the parameter e. Although variation of e by a factor A. is 
equivalent to variation of Fa by a factor A. -lf2, there are a number of special 
simplifications that will lead us to treat this second case first. 

The use of BRS invariance will make our computation of gauge 
dependence very simple. 
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12.4.1 Change of e 
The Green's functions and the renorma1ization factors in general depend on 
e. We can use the action principle to compute the dependence on e of a 
Green's function (Oj T XjO). Here X denotes any product of local fields 
with no explicit dependence on e. Then 

_E_(Oj T XjO) = ifd4 y(Oj T: oft' (y):XjO) ae ae 
_. aYJ 4 .a2 . -If ae d y(Oj T.af(y).XjO) 

+ 2~2 Jd4 y(Oj T:F~(y):XjO). (12.4.2) 

In the first term we use Y to denote any of the independent renormalization 
factors. As usual, we use the symbol: : to indicate subtraction of the 
vacuum expectation value. Next we use the form of the BRS transfor­
mations to write 

(1/e)F~ = t5(caFa)- cat5Fa, 

and substitute for F~ in (12.4.2). We can use the Ward identity 

t5(0jTcFXjO) =0 

and the equation of motion 

(Oj Tcat5Fiy)Xj0) = - i L (Oj Tcat5X/t5cb)j0) 
a 

to give 

:e(OjTXjO) = i ~ ~; Jd4 y(Oj Y: 00~:Xj0) 

(12.4.3) 

- 2ie Jd4 y(Oj T:caFa:t5XjO) + (Nc/2e)(Oj T XjO). 

(12.4.4) 

Here Nc is the number of factors of the ghost field in X. 
Suppose first that we choose to use the same counterterms for all values 

of e as at some particular value, say e = 0. Then Green's functions of 
elementary fields will not be fmite except at this special value. But if we take 
a Green's function of gauge-invariant operators then (12.4.4) indicates that 
the Green's function is gauge independent, for such operators contain no 
ghosts. 
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Next consider a Green's function of elementary fields: 
N 

(OI T XIO> = (OI TD ¢;(xi)IO). (12.4.5) 
i= 1 

The renormalizations in .2 are adjusted to keep Green's functions finite for 
any value of~. Then in ( 12.4.4) we find the ~-dependence of the counterterms 
by requiring the 

"aY. a.:e. 
7- ac ay· 

term to be the sum of the counterterms needed to cancel the divergences of 
- :caFa:/(2~). 

We consider the ultra-violet divergences of 

(12.4.6) 

Divergences in (12.4.6) occur either when y coincides with some set of 
interaction vertices or when it coincides with one of the x;'s, which are the 
positions of fields in X. We can renormalize Green'sfunctions of :caFa: with 
elementary fields by adding to it an operator :D(y):. Since we choose X to be 
a product of elementary fields, the only remaining divergences in (12.4.6) are 
when y coincides with the position x of a BRS varied field <5¢(x) in <5X. To 
renormalize this divergence we need counterterms to (12.4.6) of the form 

N 

(OIT:D(y):t5XIO) + L <5<4l(y-x;)(OITXIO)Iq,,(x;J~-iE¢,(x;) 
i= 1 

(12.4.7) 

The counterterm when y coincides with t5¢(x) has been written as 
- iEq,(x)t5(y- x), there are possibly derivatives of the <5-function, and the 
normalization factor - i will be convenient later. 

as 
By use of Ward identities and equations of motion, we can write (12.4.7) 

- <OI T:i5D(y) :XIO>- L (OI T :Eq,(y)t5Sjt5¢(y): XIO). (12.4.8) 

"' 
This is the most general form of counterterm needed to keep the Green's 

function finite as ~ varies. It is even the correct form for the change in 
counterterms caused by a change in the form of Fa, as we will see in Section 
12.4.4. To proceed any further we must do power-counting to determine 
which counterterms actually occur. 

We now restrict attention to the gauge condition Fa= 8· Aa. The only 
divergent elementary Green's functions of:caFa :are illustrated by their 
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~--

Fig. 12.4.1. Lowest-order graph for 
(OITc :c.F.:IO). 

Fig. 12.4.2. Lowest-order graph for 
(OITcA :c.£.:10) 

lowest-order cases in Figs. 12.4.1 and 12.4.2. The divergence of the first 
graph has a factor of the derivative at the ghost interaction. The 
counterterm for Fig. 12.4.2 is proportional to (a1,C.)A~ =derivative- c.F •. 
Since we integrate over all y, the only contribution to the counterterm 
operator Dis proportional to c.F •. 

' ' (;. .. ' £> /::> .. _-'>be -
c.F. c.F. c.F. 

Fig. 12.4.3. Lowest-order graphs for :c.F.: with DRS variation of a field. 

The divergence with a BRS-varied field bcjJ is logarithmic and pro­
portional to c/J, as in the graphs of Fig. 12.4.3. So we have Eq, oc c/J. This 
corresponds to a variation with e of the wave-function renormalizations 
with g0 and M 0 fixed. For example, 

az2 aft' 1a1nZ2 _ _ 

a[ az2 =-:rii[-(1/JbS/bi/J + ljJbS/bl/1) 

A complication arises since we know e is not renormalized: 

az3 a2 =.:_amZ3 A"-b-<s F 2 / 2e> 
ae aZ3 2 ae 11 bA: + • 

=~ai~t3 (A·gbS/bA + F;/2e). 

Putting all this work together, we find 

:e<OI TXIO> =- 2ie( 1 + a;~n~3 ) Jd 4 y(OI T:c.F.(y):bXIO> 

{ alnz N a1nz 
-(OjTXjO) N --2 +.....!i--3 

~ ae 2 ae 

[aln(ZZ~'2 ) 5_]} 
+ N, ae + 2 · 

(12.4.9) 

(12.4.10) 

(12.4.11) 

This is just the counterterm structure we need. The operator c.F. is 
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multiplicatively renormalized by a factor 1 + ~alnZ3ja~. (In an abelian 
theory no renormalization is needed since ca is a free field; so z3 is 
independent of 0 The other terms (where N"' is the number of external ¢ 
fields of X) come from renormalizations of 1 PI graphs including both caF a 
and a J¢. 

Note that aln Z3 ja~ occurs in two places. This comes from assuming that 
the gauge-fixing term is - F; /(2~) = - a· A 2 /(2~) with no extra re­
normalization factor. We proved this from the Ward identity: 

0 = J(Oj Tca(x)Fb(y)jO) 

= (1/~)(0j TFa(x)Fb(y)jO) + (Oj TcaJFbjO) 

= (1/~)(0j TFa(x)Fb(y)jO)- ib(x- y)bab• (12.4.12) 

where the last line follows from the ghost equation of motion. Since 
Fa= a· Aa, its Green's functions are finite, and so ~ is finite. 

We can use(12.4.11) to prove gauge in variance of the S-matrix by picking 
out the residue when we go to the particle pole for each external line. 

If we use the correct, ~-dependent counterterms in .!£, then a gauge­
invariant operator like 

(G:Y =(altA~- a.A: + g0 Zj12 cabcA!A~)2 (12.4.13) 

is actually ~-dependent; from (12.4.11) we see that is proportional to Z 3 1 • 

But the bare operator 

(Gfo>~ty = (a~<Afo>v- a.Afo>~< + 9oCabcAfo>~tA(o>Y 
is gauge independent. Both operators have UV divergences, so that they 
must be renormalized. 

12.4.2 Change of Fa 

Let us assume that Fa depends on a parameter K. This allows us to 
interpolate between two different gauge-fixing conditions. We follow the 
same method as for the ~-dependence. The change in the Lagrangian is 

(12.4.14) 

So 

(12.4.15) 
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The counterterms for the second term have exactly the same form as we met 
in the ~-dependence of a Green's function, i.e., the form (12.4.8). Until the 
form of Fa is specified we can make no further statement about the 
necessarycounterterms. We will examine an example of this in Section 12.5. 

In the most general case we can take a Green's function of gauge­
invariant operators and omit any K-dependence of the counterterms in !£'. 

Then the Green's functions are gauge-independent: a< 0 IT X I 0) I OK = 0. 

12.5 R~-gauge 

To eliminate the mixing between the gauge field and the scalar field in 
spontaneously broken gauge theories one can use the R~-gauge devised by 't 
Hooft (1971b), Fujikawa, Lee & Sanda (1972), and Yao (1973). Let us use 
the Higgs model of (12.3.5) as an example. The R~-gauge is defined by using 
the gauge-fixing Lagrangian 

(12.5.1) 

We use the parameter K to interpolate between the R~-gauge, where K = 1, 
and the gauges we used in Section 12.2, where K = 0. Also; m = ef I A.. 

An interacting Faddeev-Popov ghost is needed, even in an abelian 
theory (which is the only case we will explicitly treat): 

!f'gc = o1foilc- K~m2cc- e~mKcjJ 1 cc. (12.5.2) 

The BRS variations of the fields are: 

bAil= oilc, 

b¢ 2 = - (m + e¢ 1)c, 

b¢1 = e¢zc, (12.5.3) 

be= (o·A- ~Km¢2)1~ = F!¢, 

&=0. 

Observe first of all that the extra couplings relative to the gauge K = 0 are 
all super-renormalizable, so that the renormalizations of the dimensionless 
couplings can remain unchanged. These are X (which equals unity in an 
abelian theory), Y, Z 2, and Z 3. To determine what further renormalizations 
are needed, we use the method of Section 12.4.2, with iJFioK = - ~m¢2 . 

Thus we need the counterterms to 

- i~m Jd4 y(OI T:c¢ 2(y):bXIO>. (12.5.4) 

The only divergent graphs contain c¢ 2 , the BRS variation b¢ 1 , and no 
other external lines. They have the form of Fig. 12.5.1, which is logarithmi-
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c¢2~b¢, =ec¢2 

Fig. 12.5.1. Divergent graphs for (12.5.4). 

cally divergent. Notice that interactions on the ghost line would make the 
graph convergent. The counterterm to (12.5.4) therefore has the form 

C f d4y(OI T<5X/<5</> 1(y)IO) 

=iC Jd4y(OIT:JS/<5</> 1 (y):XIO). (12.5.5) 

This counterterm is generated by a shift of </> 1 in the Lagrangian: 

with 

'!!_ aB =c. 
e OK 

(12.5.6) 

(12.5. 7) 

As far as renormalization is concerned, the effect of using the new gauge 
condition is to generate an ultra-violet divergence in the vacuum expec­
tation value of the scalar field. Although this might appear strange, it is 
permitted to happen since the field is not gauge invariant. 

Gauge-invariant Green's functions are unchanged, of course, as is the S­
matrix. The ghost field, ¢ 2 , and the longitudinal part of A~' all couple to 
unphysical states. In this abelian theory, F ~t• is a gauge-invariant field which 
couples to the transverse part of the gluon, while 

ZmZ2 </>t</> = ZmZ2 [(</> 1 + Bmje)2 + <t>D 
= ZmZ2(Bm/e)2 + </> 1 [2(Bmje)ZmZ2] + · · · 

is gauge invariant and renormalized, and couples to the </> 1-particle. 
The Lagrangian can be written out in terms of the fields, to exhibit the 

interactions. It is rather fearsome-looking. We set K = 1 and find 

2' = --;J:Z3F;.- (1/2~)o·A 2 + tm2B2Z 2A; + ococ 

- m2B~cc + A~'o~'<f> 2m(Z2B- 1) 

+iZ2(o<f>i + o<f>~) -i<f>im2).2e- 2(3B2Y- Zm) 
- i<f>~m2[~ + ,p2e-2(B2Y- Zm)J 

- / 6 ). 2 Y(</>i + </>D2 - !).2me- 1BY</> 1(</>i + </>~) 
- !).2m3e- 3B(B2 Y- Zm)</> 1 

+ eZ2 A~'</> 1 a'i'</>2 + ie2 Z 2A;(</>f + </>~) 
+ emBZ2</> 1A;- ~m</> 1 cc. (12.5.8) 
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The same methods can be applied to a non-abelian theory with extra 
complications in the structure of the vertices- see Fujikawa, Lee & Sanda 
(1972). 

12.6 Renormalization of gauge-invariant operators 

In applications such as to deep-inelastic scattering we need the operator 
product expansion of gauge-invariant operators. It is natural to assume 
that only gauge-invariant operators appear in the expansion. Moreover, in 
using the operator product expansion, we need the anomalous dimensions 
of the operators. To compute these, we need the expression for the 
renormalized operators in terms of the bare operators. Again, it is natural to 
assume that only gauge-invariant operators are needed. 

Both assumptions, taken literally, are false (Dixon & Taylor (1974), and 
Kluberg-Stern & Zuber (1975)). We will first treat the renormalization 
problem, where certain gauge-variant operators mix with gauge-invariant 
operators. As we will see, the gauge-variant operators vanish in physical 
matrix elements (Joglekar & Lee (1976), Joglekar (1977a and b)). We will 
simplify many parts of the proof by working in coordinate space. Then we 
will apply the same methods to find the operators that appear in the 
operator product expansion. 

In the case of an ordinary global symmetry (like Lorentz invariance or 
isospin), an operator that is invariant under the symmetry mixes only with 
invariant operators. In the case of a gauge theory, we break the in variance 
of the action by gauge-fixing, leaving only a BRS invariance. But a gauge­
invariant operator even mixes with operators that are not BRS invariant. 
How can this be? 

To answer this question, we consider an operator (9 that is invariant 
under some given transformation. Let C be the sum of its counterterms, and 
assume the action is invariant. Then the Green's functions are invariant 
under the transformation, so 

0 = <5(01 T X((9 + C)IO) 

= (01 T<5X((9 + C)IO) + (01 TX <5((9 + C)IO) 

= (01 T<5X((9 + C)IO) + (01 T X <5CJO). (12.6.1) 

Now Cis defined so that Green's functions of (9 + C with elementary fields 
are finite. For an ordinary symmetry, the variation of an elementary field is 
again an elementary field, so the first term on the right of (12.6.1) is finite. 
Hence the other term, an arbitrary Green's function of <5C, is finite. If we use 
minimal subtraction, the counterterms are powers of 1/s, so <5C is finite only 
if it is zero. Thus counterterms to an invariant operator are invariant. 
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But when o represents a BRS transformation the variation of an 
elementary field is composite. So finiteness of <OI T oX((!)+ C)IO) does not 
follow from finiteness of the elementary Green's functions of 0 +C. Hence 
the counterterms to a gauge-invariant operator need not be BRS invariant, 
let alone gauge invariant. 

This argument also shows us how to handle the problem. Let X be a pro­
duct c/J 1(x 1) .• • cjJN(xN) of local fields. Then the only divergences of 
<OI ToX((!)(y) +C(y))jO) that lack a counterterm are when ycoincides with 
the position of a BRS-varied operator Oc/J;(x;) in oX. Hence, provided y is 
not equal to any X;, <OIToX((!)(y) + C(y))IO) is finite. From (12.6.1) we then 
see that < 01 T X oC 10) is then finite. But if we use minimal subtraction this 
means that it is zero. Hence an arbitrary Green's function <OI T X oqo) of 
oC with elementary fields is zero. Thus, as an operator, o8 RSC = 0: the 
counterterms to a gauge-invariant operator are BRS invariant. 

One can try verifying this theorem by explicit calculations (e.g. 
Kluberg-Stern & Zuber (1975)). These apparently contradict the theorem. 
However, the non-invariant counterterms must correspond to operators 
that vanish by the equations of motion. As usual, the treatment of 
derivatives of fields in covariant perturbation theory implicitly generates 
commutator terms. After Fourier transformation into momentum space 
the non-invariant operators are not manifestly zero. 

What we are actually interested in are gauge-invariant operators rather 
than merely DRS-invariant operators, for it is only the gauge-invariant 
operators that have physical significance independently of the method of 
gauge-fixing. So we must show how it is that the gauge-variant operators 
that mix with (!) do not enter into physical quantities. 

Let (!) 1 , ••. ,(!)" be the set of gauge-invariant operators that mix with(!). 
These are the operators which have the same transformations under global 
symmetries (e.g. Lorentz, isospin) as(!), and whose dimension is at most that 
of(!). Choose this set so that it is linearly independent (after use of the 
equations of motion). There are three other classes of operators that mix 
with {!): 

Class A These operators, A;, are the BRS variation of some operator: 
A;= oA; 
Class B These operators, B;, vanish by the equations of motion. 
Class C Any other operators that mix with {!), and that are not linear 
combinations of A;'s, B;'s, and (l);'s. 

The nilpotence of BRS transformations ensures that c5A; = 0 up to terms 
vanishing by the equations of motion. 
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The most obvious classes of BRS-invariant operators are the gauge­
invariant operators (!);and the BRS transformation of operators bA;. The 
first result to prove is that there are no others; i.e., there are no operators of 
class C. The second result is that the renormalization matrix expressing the 
renormalized operators [ (!)], [A], and [ B] in terms of unrenormalized 
operators is triangular: 

(
[ (!)]) (z@(} z@A z@B) ((!)) 
[A] = 0 ZAA ZAB A . 

[BJ 0 0 ZBB B 

(12.6.2) 

It is easy to prove this second result. The only operators that can be 
counterterms to a class B operator must themselves vanish by the equations 
of motion, i.e., they are of class B. A Green's function of a class A operator 
bA; can be written as 

(OI TbA;(y)XiO> =- (OI T A;bXIO>. (12.6.3) 

Thus if the counterterm to A; is C(A;) then 

<OI T[A; + C(A;)]bXIO> 

is finite if y equals none of the x;'s. Hence the counterterm to bA; is 
bC(A;), modulo terms vanishing by the equations of motion. That is, the 
counterterms to A;= bA; are class A and class B only. 

The proof that there are no class C operators is somewhat complicated. It 
is essentially a mathematical exercise in homology theory. We refer the 
reader to Joglekar (1977a, b) and Joglekar & Lee (1976) for proofs. 

The importance of these results is as follows: both class A and class B 
operators vanish in physical matrix elements. For class B this is because of 
the equations of motion. For class A we obtain the matrix element by the 
LSZreductionformulafrom a Green'sfunction (OI T A;XIO). But there is a 
Ward identity 

(12.6.4) 

Whenever X is gauge invariant we get zero. But we may also use elementary 
field operators in X. A term in bX with a varied field operator b¢(x) has no 
physical particle pole for this line. This can be seen by examining the 
possible Feynman graphs, and observing that b¢ contains a ghost field. 

If the renormalization matrix in (12.6.2) were not triangular then 
renormalized operators of classes A and B would be non-zero on-shell, even 
though the unrenormalized operators are zero. The triangularity ensures 
that for physical matrix elements we have 

[(!)] = z@(!l(!)· (12.6.5) 

Thus we can disregard the non-invariant operators. 
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12.6.1 Caveat 

In practical calculations with Feynman graphs one must beware of taking 
(12.6.5) too glibly. Consider the calculation of [c:;J in QCD. The only 
gauge-invariant operator to mix with it is lfri/J, so we can write (12.6.5) as 

(i~~~)=(z~~ ~::)(GJg;·} (12.6.6) 

The Z 21 -coefficient is zero because lfrl/l has lower dimension than G2 . 

*q 

~' 
Fig. 12.6.1. One-loop graph for (OITAA[G;.JIO). 

We compute the one-loop term in Z 11 from the graph of Fig. 12.6.1. 
There are various tensor structures for the counterterms. The G"2 p.v 
counterterm is proportional to 

9p.vp·(p + q)- (p + q)p.Pv· 

Tensors that vanish on-shell are, for example, 

9p.vP2 - Pp.P., 9p.v(P + q)2 - (p + q)p.(p + q) •. 

To simplify the calculations it is tempting to set q = 0. But then these 
three structures are equal and it is not possible to separate the three 
coefficients. If one sets p2 = 0 = (p + q)2 so that p and q are on-shell, 
and then multiplies the graph by polarization vectors e~'e'• satisfying e· p = 

0 = e' ·(p + q), then one has taken a physical matrix element and only the 
c:; counterterm survives. 

The calculations of Kluberg-Stern & Zuber (1975) are at zero momen­
tum, and they have to go to some effort to overcome the above problems. 

12.7 Renormalization-group equation 

Renormalization-group equations are derived in gauge theories just 
as in any other theory. One feature that is easy to overlook when making 
calculations is the variation of the gauge-fixing parameter under a 
renormalization group transformation. We consider the theory (12.1.1) and 
let GNc.Nr,N, be the renormalized Green's function with N 8 external gluons, 
Nr fermions, Nr antifermions, Nc ghosts, and Nc antighosts. The cor­
responding bare Green's function is 

G(O) - zNczNrzNg/2G 
Nc,Nr,Ng- 2 3 Nc,Nr,Ng' 
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and it is RG invariant: 

(12.7.1) 

Here p, YM and 8 are obtained by requiring g0 , M 0 , and ~0 = Z3 ~ to beRG 
invariant. 

In the minimal subtraction scheme we have 

9o = ~2-d/2g[ 1 + n~l aig)/(4- d)" J 
00 

ZM = 1 + L bn(g)/(4- d)", (12.7.2) 
n=l 

0() 

zi = 1 + I ci,n(g, W(4- d)". 
n=l 

Here Zi stands for Z 2 , Z 3 , or Z. The renormalization-group coefficients are 

p = (d/2- 2)g0 j(ag0 jag) 

= (d/2- 2)g + tgaaljag, 

y M= palnzM;ag =- tgabtfag, (12. 7.3) 

yi=PalnZJag= -tgaci, 1/ag, 

8 = y3 = - tgac3_tfag. 

Similar formulae hold in any other subtraction scheme. 
Observe that, by the results of Section 12.4, g0 and Z Mare independent of 

~so that p and YM are independent of~- But Z 2, Z 3 and Z depend on~. so 
that y2 , y3 , yand 8 also depend on~- As a special case, in an abelian theory, 
g0 = ~2 -d12gZ3 112 , so that Z 3 , y3 and 8 are independent of~-

The renormalization-group equations for renormalized Green's func­
tions are then 

0 = (~ :~ + Ncy + Nry2 + ~Ngy3 )c 
( a a a a_ 1) 

= ~a~ +Pag -yMMaM-8~a~+Ncy+NrY2+2Ngy3 G. (12. 7.4) 

Since the anomalous dimensions are ~-dependent, the solutions of the RG 
equation are a little complicated. The most convenient gauge to use is the 
Landau gauge~ = 0, for then~ does not vary when a renormalization group 
transformation is made. Tarasov Vladimirov & Zharkov (1980) have 
computed p to three-loop order in this theory. 
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12.8 Operator-product expansion 

Consider the Green's function 

321 

(12.8.1) 

where j is a renormalized gauge-invariant operator, and X is a product of 
local fields at points x 1 , ... , xN. We have the Wilson expansion 

(12.8.2) 

The sum is over all renormalized operators of the appropriate dimension. 
This expansion is proved in a gauge theory the same way as in any other 
theory. 

In the application to deep-inelastic scattering in Chapter 13, we will take 

X to be a product of two gauge-invariant operators and use the LSZ 
reduction formula to obtain a matrix element: 

W= (P/Tj(y)j(O)/P) 

=I C;(P/[lD;(O)]/P). 
i 

(12.8.3) 

We would like to show that only gauge-invariant operators need be 
included in (12.8.3). Now the proof of the operator-product expansion (in 
Chapter 10) treats the right-hand side of the expansion in the same way as 
renormalization counterterms. So the method we applied to the re­
normalization of gauge-invariant operators also applies to the Wilson 
expansion. The operators lD; are either gauge invariant, are the BRS 
variation of something, or vanish by the equations of motion. Then if we 

keep y =F 0 in (12.8.3) (as is the case in applications) we only need gauge­
invariant operators. 

The renormalized operator j has, according to Section 12.6, the form 

j = ja1 + <5RA + B, (12.8.4) 

where ja1 is gauge invariant and B vanishes by the equation of motion. 
Hence if we take a matrix element of j(y)j(O), like (12.8.3), (or if we take a 
gauge-invariant Green's function ofj(y)j(O)), then we can drop the A and B 
terms, so that 

(12.8.5) 

We now follow our proof in Section 12.6, starting with the Ward identity 

0 = <58 RS(O/ Tj(y)j(O)X/0) 

= (0/ Tj(y)j(0)<5X/O). (12.8.6) 

Here we assumed that the positions Yw X;w and 0 are all distinct, so that 

<5j= <5B= 0 
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by the equations of motion. But if y-+ 0, then none of the xill's are at the 
origin, so that: 

<O/ Tj(y)j(O)bX/0)"' I Ci(Y)<O/ T[@lO)]bX/0) 
i 

=-I Ci(Y)<O/ T[b@lO)]X/0). (12.8.7) 
i 

But the left-hand side is zero, by (12.8.6), while the right-hand side is its 
leading behavior as y-+ 0 and is therefore also zero. If an arbitrary Green's 
function of an operator is zero, then the operator itself is zero, i.e., 

I ci [<5(1)J = o. (12.8.8) 
i 

Hence the operators needed in the expansion are those that are BRS 
invariant. As in Section 12.6, this means they are either gauge invariant or 
of classes A and B. In physical matrix elements like (12.8.3) we can therefore 
restrict the operators to be gauge invariant. 

The practical use of this result is to compute the Wilson coefficients by 
taking the state /P) to be a state of one on-shell quark or gluon. The infra­
red divergences are regulated by going to d > 4. The Wilson coefficients and 
the gauge-invariant renormalization counterterms of the @/s can be 
unambiguously obtained provided care is taken to separate the IR from the 
UV divergences (both of which appear as poles at d = 4). 

12.9 Abelian theories: with and without photon mass 

Consider QED with a possible mass term for the photon. The Lagrangian 
can be expressed in terms of unrenormalized or renormalized fields: 

!l'inv = -{-(F~~)2 +1-m~(A~0 l) 2 + lfio(if>- Mo)I/Jo 

= - {-Z3 F;v + !m~Z3A; + Z 21/i(if)- M 0 )1/J. (12.9.1) 

Here we have a single vector field All' and we let 

FllV =allAY- avAw 

Dlli/J =(all- ie0A~0 l)l/l 

=(all- ie0Z~12 A)I/J. 

(12.9.2) 

(12.9.3) 

We will call A~< the photon. Without a mass term for the photon, the 
Lagrangian (12.9.1) is invariant under the gauge transformation 

A~<-+Ail + a~<w' } 
1/J-+ 1/J exp (ie0Z~12w), 

1/i-+ 1/i exp (- ie0Z~12w). 

(12.9.4) 
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With a mass term the Lagrangian is not invariant, but the theory can be 
consistently treated, as we will see. 

In contrast, a non-abelian theory with a gluon mass term is not 
consistent. For example, there are unphysical states- the Faddeev-Popov 
ghosts- which violate the spin-statistics theorem, and the negative metric 
gluon states. In the massless theory these cancel in sums over intermediate 
states, but in a massive non-abelian theory they do not cancel. These 
problems do not occur in the abelian theory with a massive photon. 

12.9.1 BRS treatment of massive photon 

Even with a mass term for the photon, the Lagrangian is BRS invariant, if 
we use the standard gauge fixing. We write 

f£ = ffinv- (1/2~)8· A 2 + t3io~'c- ~m~Z3 cc. 

and define BRS variations 

bA = o c <5·1• = ie Z 112c·'· b·T. = - ie zttz.T.c 
I' I' ' 'I' 0 3 'I'• 'I' 0 3 'I' ' 

&=O, be= -o·Ag 

(12.9.5) 

(12.9.6) 

Then !I' is BRS invariant, aside from an irrelevant total divergence. Since 
the Faddeev-Popov ghost is a free field, it can be omitted without affecting 
any physics (except gravity). 

We may use the general methods of Section 12.2, with the result that the 
theory is renormalizable. Since the ghost is a free field, the renormalization 
factors X and Z are both unity. Hence 

(12.9. 7) 

and the renormalization of e is gauge independent. (If we use minimal 
subtraction we write eR = p. 2 -d12e.) We now find that e0A~0> =eRA~', and 
that the covariant derivative and gauge transformations simplify: 

( 12.9.8) 

(12.9.9) 

Using this method we also find that m~ = Z 3 1m2 , so that the ghost field has 
finite mass. Then the Lagrangian is 

!I'= - -!Z3F;. + -}m 2 A;- (1/2~)8· A 2 

+ Z2 !{J(i~ + e~- M 0)1j;, (12.9.10) 

with the ghost ignored, since it is a free field. Note that there is no 
counterterm for the photon mass. 

Similar methods apply in theories where the gauge group is a product of a 
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non-abelian group and one or more U(l) factors. The Weinberg-Salam 
theory of weak and electromagnetic interactions is a simple case - with 
gauge group SU(2) ®(1). 

12.9.2 Elementary treatment of abelian theory with photon mass 

The BRS methods are much more sophisticated than necessary for the 
abelian theory, so we will now treat the theory by elementary methods. 
First we write the free photon propagator for the perturbation theory of the 
Lagrangian (12.9.10): 

i 2 i k kv 
D11 v = k2 2 + · (- 911 v + kivfm ) --2 k2 J' 2 · -m Is m -.,m +Is 

i [ (1 - ~)kiv J 
= k2 - m2 +is - 911 v + k2 - ~m2 +is · (12.9.11) 

If m = 0, then we cannot remove the gauge-fixing term, for then the 
propagator does not exist. (This is the same as taking the limit~-+ oo.) But if 
m is non-zero, then the propagator exists when the gauge-fixing term 

is removed. However it behaves like ik11kjk2m2 , rather than 1/k2 • So the 
theory with m = 0 and ~ = oo has worse divergences than usual and is not 
manifestly renormalizable. Even so, physical quantities are independent of 
~and the theory is renormalizable if~ is finite, as we will see. Hence enough 
cancellations are present as~-+ oo that the theory remains renormalizable if 
we only compute physical quantities. 

Our treatment makes extensive use of the equations of motion: 

(0 -
.-lS 

,z. A.,= LlA 
I' 

= Z3m~A 11 + Z 3(0A 11 - 8~'8·A) + 8~'8·A/~ + e0Z~ 12 1jjy~'ljJZ2 
=0, 

ilS (. 
2' J, = /1f!j = Z 2 If/J - M 0 )1/1 = 0, 

.-lS . . ~ 
!L'"' = ill/! = Z 2 ~ '( - 1 f/J- M 0 ) = 0. (12.9.12) 

We have not assumed the relation (12.9.7). Taking the divergence of the 
gauge-field equation of motion gives 

(12.9.13) 

Here, we have used the invariance of the theory under the global 
transformations, which are (12.9.4) with constant w. The Noether current 
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for this in variance is the electromagnetic current: 

/' =- e0Z~12 Zzl/iy~'l/J. (12.9.14) 

This is conserved, by the electron's equation of motion. 
The result (12.9.13) that o· A is a free field is important for three reasons: 

(1) It would otherwise be difficult to interpret the longitudinal part of A~', 
which has unphysical properties. 

(2) The e-dependent part of the propagator is confined to the ki. term, 
which only contributes too· A. Then thee-dependence decouples from 
physics if o· A is free. 

(3) Similarly the bad ultra-violet behavior when e-+ oo is decoupled from 
physics. 

To make these statements precise we will examine the Green's functions. 
We will prove directly: 

(1) Ward identities, 
(2) m6 = Z3 1m2 , so that no mass counterterm is needed for the photon, 
(3) no counterterms are needed for the iJ· A 2 term, 

(4) e0 = eRZ3 112 , witheR finite, 
(5) Z 2 but not Z 3 depends on e, 
(6) the S-matrix is independent of e. 

We will also compute the exact e-dependence of Z 2 when minimal 
subtraction is used, and we will compute the exact e-dependence of the 
residue of the electron's propagator pole. 

12.9.3 Ward identities 

Green's functions of!£ A• !£"' and !£Iii are non-zero, since the derivatives in 
these operators are implicitly taken outside the time-ordering. To obtain 
the Ward identity corresponding to (12.9.13), we use identities like 

~X 
(Oj T ~ (x)XjO) = i(Oj T-(-) 10). 

'" ~A~'x 
(12.9.15) 

Now 
(12.9.16) 

We choose e0 = eRZ 3 112 , m6 = Z 3 1 m2 • This gives a Lagrangian of the form 
(12.9.10). There are no counterterms for A 2 and iJ· A 2 , and the counterterm 
for lfiJ.l/1 is proportional to the counterterm Z 2 - 1 for 1/i~l/J. We will prove 
later that this is correct. But for the moment we will choose to have our 
Lagrangian in this form. Our gambit is that if extra counterterms should be 
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needed, then they will not be available and the Green's functions will 
diverge. 

From (12.9.16) it follows that 

(Dxl~ + m2)<0jTo·A(x)XjO) 

0 
= i ox" <Oj TL\XIL\A"(x)jO) 

+ eR < 01 Tt]i(x)L\X I L\t]i(x) 10) - eR < 01 Tt/J(x)L\X I L\tjl(x)IO) 

=i~<OjTXjO), 
Jw(x) 

where the gauge variation is computed according to (12.9.4). 
A convenient way to write these results is as follows: 

(1) Let ¢ be a free scalar boson field of mass ~ 1 12m. 

(2) Let $(field) = gauge variation of 'field' with parameter ¢, i.e., 

8A" =a"¢, 
8tjl = ieR </Jt/1, 

8t]i = - ieR¢t]i. 

(3) Then (12.9.17) is 

(1g)<Oi To·AXjO) = <Oi T</J(x)8Xj0). 

(12.9.17) 

(12.9.18) 

The field ¢is similar to the Faddeev-Popov ghost except for being a boson 
(this will be important later). In a non-abelian theory the nil potence of the 
BRS transformation is crucial to proving Ward identities and is proved using 
the anticommutation of c with itself. A field introduced in the same way as¢ 
has to be the ghost field and must be a fermion. In (12.9.18) we can choose¢ 
to be a boson. 

12.9.4 Counterterms proportional to A 2 and o·A 2 

Let us apply (12.9.17) to the case X= A.(y): 

(D g + m2)-l--<oj TA"(x)A.(y)jO) = i_i_J(d>(x- y). (12.9.19) 
X U~ 0XV 

This equation implies that no counterterms proportional to A 2 or to 
o· A 2 are needed. For suppose otherwise. Then consider the lowest order in 
which there is a divergence in the photon propagator. The divergence comes 
from the insertion of a divergent self-energy graph in the free photon 
propagator. The divergence has the form of Fig. 12.9.1, where the cross 
denotes the counterterm to this divergence. Power-counting indicates that 
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Fig. 12.9.1. Counterterm to photon's self-energy. 

the only divergences are proportional to ki. and g" •. A divergence g".k2 

- k"k. is cancelled by the wave-function renormalization Z 3 for the photon. 
Insertion of the extra counterterms in the propagator gives a divergent 
contribution to the left-hand side of (12.9.19). But the left-hand side is finite. 
So there are in fact no divergences. Hence m~ = Z_3 1m2.1t also follows that 

the photon self-energy is transverse. 
Applying(12.9.17)to X= A"(y)A.(z)and to AK(w)A,(y)A.(z)shows that no 

counterterms cubic or quartic in A are needed. 

12.9.5 Relation between e0 and Z 3 

Apply (12.9.17) to X= 1/J(y)tji(z): 

(0 /~ + m2)~<0ITA"(x)I/JljiiO) 
x 8x" 

= e<OI TljJ(y)tji(z)IO)[b(x- y)- b(x- z)]. (12.9.20) 

We assumed e0 = Z_3 112eR. If this is not the correct counterterm, then let the 
1/1-~-A 1PI vertexfirstdivergeat N-loops. Then the left-hand sideof(12.9.20) 
diverges at order ei_N+t, while there is a counterterm Z 2 -1 available to 
make the right-hand side finite. Hence the left-hand side does not diverge. 

12.9.6 Gauge dependence 

The gauge variation of a Green's function < 0 I T X I 0) is 

a . J a~<OI TXIO> = 2~ 2 d 4 x(OI T[8·A 2(x)- <OI8·A 2 IO> JXIO) 

+ial~~z2 Jd4x(OITtjiY.pXIO) 

= 2i~ Jd4x( Ol T8· A(x)¢(x)JXIO) 

- N "'<OI T XI0)8 In Z2/8~ 

=~Jd4x(OI T[¢2(x)- (OI¢ 2 10) ]82 XIO> 

- N"'<OITXI0)8lnZ2/8~. (12.9.21) 

Here N"' is the number of 1/J fields in X (which equals the number of tji fields). 
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iJ . 
- (OIT A A 10) = ---1--- =lowest order 
a~ • • i i 

. /,~, . , ... , 
a _ - 1e1 \Ie 1 } 
-<OITt/lt/IID>= ~-+r'~)2 
a~ ,1_ -Ie 

( l iJ lnZ2 

+~-T-®---

~<OITt/li#Aio> = ,..<x.--+~ 
a~ ~~ 

+~+(.)4_ 
', ,/' . 

.., A.l 

+ -4-1)- alnZ2 ---4--­
ln~ 

Fig. 12.9.2. Examples of (12.9.21). 

The disappearance of the factor! in the last equality is due to the identical 
nature of the two </J fields. Also, </J2 - (OI</J2IO> appears, rather than </J 2, 

because the pure vacuum graphs never occur on the left-hand side. (A better 
derivation usestwodifferentfields</J 1 and </J 2foreachapplicationofthe Ward 
identities.) Notice that we cannot derive this equation if </J is a fermion, for 
then </J2 = 0. So, in a non-abelian theory, the derivation must be replaced by 
the more complicated one which leads to the weaker (12.4.4). The graphical 
structure of (12.9.21) for a few simple cases is shown in Fig. 12.9.2. 

From(12.9.21)itisimmediatethatal1Green'sfunctionsofgauge-invariant 
fi_elds are e-independent. 

The only graphs with UV divergences are those with the simple loop 

(Fig. 12.9.3) attached to a 1/i or a 1/J vertex together with those with the 
iJ 1n Z 2 /iJe factor. We therefore find that 

iJlnZ2 • 2 fd4k 1 --ar- + leR (27t)d (k2 - em2)2 (12.9.22) 

is UV finite. Hence 

iJ 1n z e2 ( em2 )d/2- 2 
- 0 ): 2 = - --2 r(2 - d/2) --2 +finite. 

~ 16n 4n~ 

Fig. 12.9.3. All UV divergent graphs contributing to (12.9.21) contain this loop. 
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If we use minimal subtraction then 

[ e2~ J 
Z2=Z2(~=0)exp 8n2(d-4) . (12.9.23) 

To obtain the ~-dependence of the S-matrix, we recall the LSZ formula. It 
tells us to consider the corresponding Green's function, and pick out the 
poles in its external momenta. Since we use transverse polarization (e·k = 0) 
for photons this picks out graphs with the loop Fig. 12.9.3 and the o In Z 2/o~ 
terms. Then 

- n (p- Mph) n (p2 - m~h) I -, S- . 112 . 112 (0 TX 0). (12.9.24) 
ext IZ 2 ext I Z 3 

Fermions photons 

From Fig. 12.9.2 for (Oj TI/JI]ijO) and for (Oj T A~'AvjO), we see that the 
physical masses and the residue of the photon pole are ~-independent, while 
the gauge dependence of z 2 exactly cancels the gauge dependence of the 
particle pole coefficient of (OjTXjO). 

Wecancomputeexplicitlythe~-dependenceoftheresidue,z2,ofthepoleof 
the fermion propagator, if we use minimal subtraction: 

olnz . 
~ = hm(12.9.22) 

us d--+4 

i.e., 

(12.9.25) 

Since ~0 = ~Z3 , e~ = Z3 1e2, and m~ = Z3 1m2, the combinations e 2 ~ and 
~m2 in (12.9.25) are RG invariant. 

12.9.7 Renormalization-group equation 

Using our knowledge of the renormalization of e0 , ~0 , and m~ we find the RG 
equation for a Green's function of N r ljl's, N r !]i's, and N A A's to be 

a a a 2 o a 1 

0 = (JJ. OJ!+ {3 ae- YMM oM+ y3m om2- Y3~ a~+ Nfy2 +].N AY3)G, 

(12.9.26) 

with 
{3 = !ey 3 + (d/2 - 2)e. 

If we use minimal subtraction then the only ~-dependent coefficient is y2, and 
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from (12.9.23) we find that 

y2 = y2 (( = 0) + (e2/8n 2 . (12.9.27) 

The results (12.9.23), (12.9.25), and (12.9.27)werederived by Lautrup(1976) 
and by Collins (1975a). 

12.10 Unitary gauge for massive photon 

The unitary gauge is the limit ( -+ oo. Since the S-matrix and gauge-in variant 
operators are (-independent, this limit exists for them. But for gauge-variant 
operators there are severe ultra-violet divergences. Thus the limits (-+ oo, 
d-+ 4 do not commute. 

We may take (-+ oo first, in the regulated theory. The resulting UV 
divergences at d = 4 may be cancelled by extra counterterms beyond those 
thatwehavealreadyconsidered.SincetheS-matrixisgauge-independent,all 
these counterterms must vanish by the equations of motion. 
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13 

Anomalies 

A characteristic feature of relativistic quantum field theories is that 
symmetries of the classical theory are not always present after quantization. 
We do not mean here the spontaneous breaking that is characterized by a 
non-invariant vacuum and by the presence of the Goldstone bosons. Rather 
we mean a situation where there is no conserved current for the symmetry 
despite the absence of any terms in the action that appear to break the 
symmetry. Such breaking of a symmetry is called anomalous. 

If the classical action is invariant, then a naive application of Noether's 
theorem gives us a conserved current. That is, there is no anomalous 
symmetry breaking. What prevents the argument from being correct is the 
presence of UV divergences. The current is a composite operator, i.e., a 
product of elementary fields at the same point, and to define it, some kind of 
regularization and renormalization is needed. The renormalization may 
invalidate the equations used to prove Noether's theorem. 

For simplicity, we will consider only global symmetries, as opposed to 
local, or gauge, symmetries. The simplest cases of global symmetries were 
considered in Chapter 9. These could be treated by using an ultra-violet 
regulator that preserved the symmetry. The proof ofNoether's theorem can 
then be made in the cut-off theory. We showed that only symmetric 
counterterms are needed. Consequently the symmetry remains good after the 
cut-off is removed. 

However, not all symmetries can be preserved after regularization. The 
case which we will treat in this chapter is that of chiral symmetries. These are 
transformations that act independently on the left- and right-handed 
components of Dirac fields. These are particularly interesting because 
sometimes the anomalous breaking of chiral symmetries cancels. Indeed 
there is a theorem, first proved by Adler & Bardeen (1969), that if 
anomalous breaking of a chiral symmetry is zero to one-loop order then it is 
zero to all orders. 

Our treatment will use dimensional regularization. Chiral symmetry is 
valid in the physical space-time dimension d = 4, but not when d =f 4. The 
anomaly in, say, an equation of current conservation will be an operator with 
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in effect a coefficient proportional to d- 4, where d is the space-time 
dimension. This would vanish at d = 4, were it not for the existence of ultra­
violet divergences which allow the anomaly operator to havea pole at d = 4 
so that a non-zero anomaly results at d = 4. We will see explicitly how this 
works. 

There are two key issues. The first is to derive simple forms for the 
anomaly. Of these the most dramatic is the Adler-Bardeen theorem that 
tells us that in some cases there is complete cancellation of the anomaly. The 
second issue is to derive the results in a form that is applicable to the 
physical theory, i.e., after renormalization and removal of the cut-off. Even 
though a particular derivation depends on the choice of a particular 
regularization scheme, the final results must be independent of this choice. 

Nete that to prove existence of an anomaly, it is not sufficient to say that 
the symmetry in question is broken in the regulated theory. The breaking 
may go away after removal of the cut-off. For example, if one uses a lattice 
cut-off, then Poincare invariance is lost. However, one must prove that 
Poincare in variance is restored in the renormalized continuum limit, if the 
theory is to agree with real world phenomena. 

Aside from the case of chiral transformations, there are a number of other 
important situations where there are anomalies. One of the simplest is that of 
dilatations. These are scale transformations on space-time: X'"-d.x~'. A 
classical Lagrangian is scale-invariant if it contains no dimensional 
parameters, like a mass scale. But to cut-off ultra-violet divergences we 
necessarily introduce a mass scale. The symmetry is necessarily broken in the 
regulated theory and the question arises of whether the symmetry remains 
broken after the theory is renormalized and the cut-off is removed. This 
answer is, in general, yes, if the theory has interactions. The reason is that 
there is, in fact, a mass scale hidden in the renormalized theory, as we saw 
when we discussed dimensional transmutation and the renormalization 
group, in Chapter 7. Detailed treatments can be found in the literature (see 
Collins (1976), Brown (1980) and references therein). The simple form for the 
Ward identity is known as the Callan-Symanzik equation (Callan (1970) and 
Symanzik (1970b)). The information contained in the Callan-Symanzik 
equation is in fact also contained in the renormalization-group equation 
that we· studied in Chapter 7. 

Other situations which we will not treat include the following: chiral gauge 
theories (see Costa et al. (1977), Bandelloni et al. (1980), Piguet & Rouet 
(1981)), conformal transformations (Sarkar (1974)) and supersymmetries 
(Piguet & Rouet (1981), Clark, Piguet & Sibold (1979, 1980), and Piguet & 
Sibold (1982a, b, c)). 
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13.1 Chiral transformations 

We will consider QCD with two flavors of quark: up and down. (We could 
have more flavors, but no essentially new ideas would be needed.) The 
Lagrangian is (2.11. 7). H the quarks were all massless then the classical theory 
is invariant under the following transformations of the quark fields: 

1/1-+ exp {i[i(l- y5)(w~ + w~t") + !(1 + y5)(w~ + w:t")] }t/1. (13.1.1) 

Here the matrices t" are the generators of the isospin group acting on the 
flavor indices. The transformations (13.1.1) form a group that we will call 
U(1)L ® U(1)a_ ® SU(2)L ®SU(2)a_. The symmetry of the QCD Lagrangian 
under these transformations is broken by mass terms for the quarks. Since the 
masses of the u and d quarks are small, the chiral symmetries are only weakly 
broken. 

These symmetries and their breaking were understood well before the 
advent of QCD- see, for example, Treiman, Gross & Jackiw (1972). 
Treatments of chiral symmetries in the light of QCD can be found in 
Marciano & Pagels (1978) and in Llewellyn-Smith (1980). Thus it is 
unnecessary to go into details here. What we will emphasize is how the 
potential for anomalies arises. 

Since these transformations involve y5, they are in some sense coupled to 
the spin structure of the theory. Since spin is related to the symmetries of 
space-time, we can expect trouble when the theory is regulated, for 
imposition of an ultra-violet cut-off must alter the space-time structure. 

Notice that there is a U(1)®SU(2) subgroup not involving y5 ; these 
transformations have wL = wR. For them the treatment of Chapter 9 is 
correct. The corresponding Noether currents are 

r = z{ly'J.t/1, 
i: = ZljJyPt"t/1. (13.1.2) 

The conserved charge derived from jll is the conserved quark number, while 
the transformations generated by i: are just ordinary isospin trans­
formations. 

For the other generators of chiral transformations, let us define axial 
currents 

j~ = ZljJi[yP, Ys]t/1, 
i:s = ZljJ![yP, Ys]t"t/1. (13.1.3) 

In four dimensions yPy s = - y 5yP, so that we could have written yPy 5 in place 
of the commutator in (13.1.3). However, because we will use dimensional 
regularization, we must use the form (13.1.3) in order to ensure that the 
currents are hermitian. 
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To define the theory we must regulate its ultra-violet divergences, and for 
this we will use dimensional regularization. We will see that the regulated 
theory is not invariant under the transformations generated by the axial 
currentsj~ andj~a· This allows the possibility of an anomaly. When the cut-off 
is removed we will find that we can arrange for the non-singlet currents j:5 to 
be without anomaly. Although we will not demonstrate it, it is true that the 
singlet current necessarily has an anomalous divergence. 

Our remarks above were addressed to the case that all the quarks are 
massless. But in the real world, there are quark mass terms in the Lagrangian, 
so we now generalize our discussion. The vector singlet current /' is the 
current for quark number- i.e., 1/3 of baryon number- so this remains an 
exact symmetry. The SU(2) symmetry given by the vector currents is broken 
by quark mass differences: 

a,J:= -i~[t",M]t/1, (13.1.4) 

where M is the quark mass matrix. Since the masses of the u and d quarks are 
small we have an approximate isospin symmetry of strong interactions. By 
the theory given in Chapter 9, thecurrentsj: and/', as defined by (13.1.2),are 
finite, since the breaking is from mass terms (Symanzik (1970a)). 

The axial symmetries are broken by the anomaly as well as by the quark 
mass terms: 

8j~ = - 2i~y5 Mt/J +anomaly, 

8,):5 = -i~y5 {t",M}t/J. (13.1.5) 

The u- and d-quark masses are light enough to give us an approximate 
SU(2) ® SU(2)symmetry. The axial part appears to be spontaneously broken 
as well as explicitly broken. The abnormally light mass of the pion is usually 
taken to mean that it would be a Goldstone boson if m" = m4 = 0. See 
Marciano & Pagels (1978) and Gasser & Leutwyler (1982) for more details. 

13.2 Definition of "'s 
In order to formulate consistently the dimensional regularization of theories 
withfermionswehad todefineaninfiniteset of matrices y~',(Jl. = 0, 1,2, ... ). As 
we saw in Chapter 4, they satisfied the algebra 

(13.2.1) 

Our task is now to find a generalization of the matrix which at d = 4 is called 
y5 • Its four dimensional definition is 

(13.2.2) 
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and it satisfies the anticommutation relation 

{y-'', y5 } = 0 (d = 4). (13.2.3) 

It would be natural to assume that this relation ( 13.2.3) can be maintained 
for arbitrary values of d. Unfortunately an inconsistency arises, as we will 
now show, when we wish to compute the trace of y5 with a product of the 
ordinary y11's. The ultimate result will be that stated in Section 4.6, where we 
used the definition (13.2.2) of y5 for all values of d. Then y5 has mixed 
commutation and anticommutation relations, (4.6.3). 

We now demonstrate the inconsistency in trace calculations, starting with 
tr Y5: 

dtr(y 5 ) = tr(y 5 y11y,J 

= tr(y~~y5y~<) 
=-tr(y5y~<y~') 

= - dtr(y 5). 

In the first and last lines we used 

ylty!l =Hylt,y~'} =g:1 =d. 

(13.2.4) 

In the second line we used cyclicity of a trace, and in the third line we assumed 
(13.2.3). From (13.2.4) we see that tr y5 = 0 except at d = 0. Now when we 
apply dimensional regularization we wish to obtain a result that is a 
meromorphic function of d. Hence we must have tr y5 = 0 for all d. 

Similarly 

dtrysY~tYv = try5Y~tYvY.tY" 
= tq•"YsY11YvY;. 

=- try5y''Y11YvY" 

= - 2g;tr Y5YvY;. + 2g: tr Y5Y~tY;.- d tr Y5Y~tY, 
=- 2 try 5 {ylt, yJ + (4- d)trYsY~tYv 

= (4- d) try 5y ~tYv· (13.2.5) 

Here we used the result try 5 = 0. Hence we find that (d - 2) try 5y ~< Yv is zero. 
Now, the same technique can be used to prove that 

(13.2.6) 

At d = 4 this equation permits the usual non-zero trace of y 5 with four other 
Dirac matrices. However, if the trace is to be meromorphic in d, equation 
(13.2.6) shows that it must be zero at d = 4, and we can therefore not obtain 
normalphysicsatd = 4. Thisistheinconsistencyreferred toatthestartofthis 
section. 
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We are therefore forced to drop one of the hypotheses that led to (13.2.6). 
Candidate hypotheses for removal include: 

(1) the anticommutation relation (13.2.3) ('t Hooft & Veltman (1972a)), 
(2) the use of dimensional regularization for fermion loops (Bardeen (1972), 

and Chanowitz, Furman & Hinchliffe (1979) ). 

These last authors have shown how to calculate with a totally 
anticommuting y5 • Bardeen chooses to use a regulator other than 
dimensional regularization for all fermion loops. On the other hand, 
Chanowitz et al. regulate fermion loops with an even number of y5's 
dimensionally. Their procedure is useful for low-order graphs, since the 
Ward identities are preserved for graphs without fermion loops. However, we 
then lose the use of dimensional regularization as a complete regulator; the 
theorems that we derived in Section 6.6 and in Chapter 12 no longer apply. 
The details of higher-order calculations by this method have not been spelled 
out. 

Therefore let us follow 't Hooft & Veltman (1972a) and Breitenlohner & 
Maison (1977a) and change the anticommutation relation. In fact, we may 
use the definition (13.2.2) for all values of d,just as stated in Section 4.6. Our 
definition is, of course, not completely Lorentz covariant, since the first four 
dimensions are picked out as special. But this is not an overwhelming 
objection, for our actual physics is confined to these dimensions. An 
important ad vantage of the definition is that it gives a concrete construction 
of y5• We are therefore guaranteed consistency. 

One notational inconvenience arises. We have a set of matrices y" for 
J1. = 0, 1, 2, .... Usually we only refer explicitly to the first four; the rest are 
referred to collectively. But there is y" with J1. = 5. It is not the same as y5 

defined by (13.2.2). However, we bow to standard usage and use y 5 to denote 
the matrix defined in (13.2.2). Confusion should be rare. 

They 5 so defined has mixed commutation and anticommutation relations 
that follow from (13.2.2) and the properties of y". These were stated in (4.6.3). 
The derivation of (13.2.4)-(13.2.6) now fails, because y5 does not anticom­
mu te with all of the y"'s. We can derive the correct relations easily. Since the 
trace of an odd number of y"'s is zero, we have 

tr(y"y5 ) = 0, tr(ysY''y''y") = 0, etc. (13.2.7) 

We may read off the trace of y 5 with an even number of y"'sfrom (4.5.13)and 
its relatives with more than four y-matrices. Thus we have 

tr(y 5) = 0,} 
tr(y 5y"y•) = 0. 

(13.2.8) 
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Finally 
(13.2.9) 

where t:.,;.ll• is given by (4.6.2). 
The relations ( 4.6.3) mean that thechiral transformations (13.1.1 )no longer 

generate a symmetry if dis not equal to 4. To discuss the resulting problems, 
the following notation is useful (Breitenlohner & Maison (1977a)): 

g = {gil•' if J-L and v are 4 or larger,} 
ll• 0, otherwise; (13.2.10) 

Here Vll is any vector. Then g ll)s a projector onto the unphysical dimensions. 
Thus, for example, 

g~ = gll•gllV = gll•gllV = d- 4, } 
(13.2.11) 

{Y.Ys}= L Vll{yll,Ys}=2fys=2ysf. 
ll>3 

We may also define projections onto the four physical dimensions: 

rr· = {gil• if J-L an~ v are less than 4} 
0 otherwise; (13.2.12) 

vll = ir· v •. 
The following results are elementary, but will prove useful: 

ylly•yll = (6- d)y•,l 
ylly•yll = (4- d)'}", 

ylly•yll = - 2y•, 
-IJ"v- 4'v y y yll =- y. 

(13.2.13) 

Let us define wa = (w~ + w~)/2 and w~ = (- w~ + w~)/2. Then the 
variation off£' under the chiral transformations (13.1.1) is 

bf£' = il}i(2w~y 5 + wa[M, t"] + w~y 5 {M, t"} )t/1- 21}iy//J(w~ + w~t")t/1. 

(13.2.14) 

Hence the divergences of the axial currents are 

a llj~a = - il}iy 5 { t", M}t/1 + l}iy 5 fJt"t/l 

= -il}iy5{t",M}t/J+I}iy5{t",fJ}t/l/2, 
allj~ = - 2il}iy 5Mt/J + l}iy 5fJt/J. 

(13.2.15) 

(13.2.16) 

The second term in each equation can potentially give an anomaly when we 
let d --.4. 
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13.3 Properties of axial currents 

There are a number of somewhat different situations in which axial currents 
appear. The original papers on chiral anomalies primarily addressed 
anomalies in Ward identities of the chiral currents of strong interactions. 
More general cases have since been worked out, with corresponding 
generalizations of the Adler-Bardeen theorem. In this section we will list the 
various cases and state what is known. 

13.3.1 Non-anomalous currents 

The following properties apply ,for example, to the non-singlet axial currents 
in QCD: 

(1) If there is no anomaly to one-loop order (as for thecurrentj~5 ), then there 
is no anomaly to all orders. The Ward identities of the current with 
elementary fields have no anomalies. 

(2) Under the same condition as in ( 1) there is no anomaly in the two-current 
Ward identities. 

(3) Under the same condition there is an anomaly in a three-current Ward 
identity (like the one for aK<OI Tj:5 (x)j~(y)j;(z)IO> ). However, the only 
non-zero term in the anomaly is the one-loop contribution. 

The theorem that the complete anomaly in these cases is determined by the 
one-loop value is due to Adler & Bardeen (1969). 

The lack of anomalies in the Ward identities of one current with 
elementary fields is essential if the currents are to generate the correct 
transformation law for the fields. These transformations imply commutation 
relations for the currents. Since these commutators are also given by the 
Ward identities with two currents, the two-current identities must be 
anomaly-free. 

No such consistency requirement applies to the three-current Ward 
identity. The value of its anomaly is related to the decay rate for n°---> 2y, and 
the lack of higher-order corrections enables a successful prediction to be 
made easily. (See Adler (1970); for reviews from the point of view of QCD, see 
Marciano & Pagels (1978) and Llewellyn-Smith (1980).) 

13.3.2 Anomalous currents 

The singlet current j 5 has an anomalous divergence. It has the form 

a~<j~ = C(g)G:vGa11 v +mass terms, (13.3.1) 

where G:v is the gluon field strength tensor and a:v is its dual: 

(;allv = BI'VKAG:A. (13.3.2) 
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The Adler-Bardeen theorem asserts that the coefficient of C(g) is equal to its 
one-loop value 

C(g) = Nng 2 /(32rr2). 

However, the operators j 5 and GG need renormalization, and there is not an 
obvious natural renormalization condition. So the value of Cis susceptible to 
change by redefinition of the renormalization prescription. We will not treat 
this case here. 

13.3.3 Chiral gauge theories 

Theories like the Weinberg-Salam theory of weak interactions have a 
gauged chiral symmetry. It is essential that there be no anomaly, for 
otherwise the theory is not renormalizable and loses other important 
properties (Gross & Jackiw (1972) and Korthals Altes & Perrottet (1972)). A 
generalization of the Adler-Bardeen theorem is that there is no anomaly to 
any order of perturbation theory if there is none to one-loop order. Proofs 
have been given by Becchi, Rouet & Stora (1976), and by Costa et al. (1977). 

13.3.4 Supersymmetric theories 

Supersymmetric theories have potential anomalies similar to the chiral 
anomalies. A completely general treatment has not yet been given, but many 
particular cases have been treated- see Piguet & Rouet (1981), Piguet & 
Sibold (1982a, b,c), Clark, Piguet &Sibold (1979, 1980),and Jones &Leveille 
(1982). 

13.4 Ward identity for bare axial current 

Without use of the equations of motion the divergence of the non-singlet 
current j~5 is 

a 11)~5 = iZ zl{ly 5 ta(if/.> - M 0 )1/J + he 

+ iZz{f{ M o• ta}y51/J + tZz{Jta{~, Y5}1/1 
(13.4.1) 

The first term we will call the equation of motion term. When inserted in a 
Green's function with elementary fields it gives 

(Oj TD:m(x)f]A fl 1/J(y;) fl tfr(z)jO) 
i j 

=I b(x- yJ(Oj TflA fl 1/1 fl tiijO)\il(y;J~ -y,r"\11 
i 

+I b(x- z)( Oj TflAfli/Jfl tii jO) ~(=Jl~.Pr,r"· (13.4.2) 
; 
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The variations of the fields are just their chiral transformations multiplied by 
i. (We set w~ = - w~ = w~ in (13.1.1) to obtain these transformatitms.) This 
equation (13.4.2) has the expected right-hand side for the Ward identity in the 
absence of anomalies. 

The mass term on the right of (13.4.1) is expected; it is the non-anomalous 
breaking. 

The anomaly term is v:nom· If we insert it in a Green's function with no 
divergences of any kind, then we may set d = 4. The result must be zero 
because v:nom vanishes if only the first four y-matrices are used (for then 
{.Q>, y5} = 0). But if the Green'sfunction has an overalldivergence,orifit has a 
divergent subgraph that contains the vertex for v:nom• then the result may be 
non-zero at d = 4, as we will see. The full Ward identity reads 

o~~' < Ol Tj~5 (x)flAfli/J flifi 10 >=right-hand side of (13.4.2) +mass term 

+ <OI TD:nom(x)flAfli/JflifiiO>. (13.4.3) 

Recall that in the case of a symmetry such as the isospin SU(2) ofQCD that 
has no anomaly, we used its Ward identity to prove the current finite. The 
only possible counterterm for the current is proportional to itself, so 
finiteness ofthe divergence ofthe current, o -j, implies finiteness of the current 
itself. The Ward identities imply that the divergence of the current is finite. 
However, for the axial currents the extra term in (13.4.3) prevents this 
argument from being made. 

13.4.1 Renormalization of operators in Ward identities 

Our aim will be to construct a finite currentj~as that at d = 4 satisfies a non­
anomalous Ward identity: 

a~~' <OI Tj~a 5 (x)flAfli/JflifiiO> =right-hand side of (13.4.2). 
(13.4.4) 

The first step is to observe that the only counterterm to j~5 is itself. No other 
operators have the correct dimension and quantum numbers. So we can 
define a minimally subtracted operator 

[ "I'] z "I' las = slas 

=-! Z sZ2tji[y~', Ys]tai/J. (13.4.5) 

Throughout this section we will use square brackets to indicate minimal 
subtraction. So the renormalization factor Z 5 has the form 

Z 5 = 1 +poles at d=4. 
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To obtain the operator iRas• we will later show that we have to invoke a 
further finite renormalization. 

We wills how that the Ward identity(13.4.4)isnotcorrect ifjRas is replaced 
by the minimally subtracted UasJ. Rather we must make a further finite 
renormalization too btain aWard identity without anomalies. Thus we have 

'I" ['I"] 1Ra5 = Zs las 

= !z5Z 5Z 2 t]i[y'", Ys]~t/1. (13.4.6) 

where z 5(g) is a finite factor. 
The anomaly operator v:nom is a dimension four scalar quantity, so there 

are several operators with which it can mix. It is proportional to thee-tensor 
times a fourth rank tensor, which we will call A.;.'""· Since ed'"• appears 
nowhere in the Lagrangian, the tensor A";.'". is invariant under all Lorentz 
transformations. Given these restrictions, a complete list of operators that 
mix with v:nom is 

a '"j~5• v:nom• t]i{ M O• ta}yst/1· 

No operator involving only ghost and gluon fields can be constructed such 
that it mixes with v:nom· The linearity in ei(AIJV implies the presence of four 
factors of vector objects (derivatives or A -fields). Therefore the coefficient of 
the operator is independent of mass, by our usual results. Gauge in variance of 
v:nom allows a restricted set of gauge variant counterterms (see Chapter 12) 
none of which have low enough dimension to appear. Sinceja5 is even under 
charge conjugation, so is v:nom· Therefore the only allowed counterterm 
proportional to quark mass has a flavor factor { M, ta} rather than the 
commutator [ M, ~];this gives us the operator D'f.c that appears in (13.4.1). 

We can therefore write the minimally subtracted operator corresponding 
to [ V:nomJ as 

(13.4.7) 

The equation of motion operator is finite by itself- see (13.4.2)- so we have 

(13.4.8) 

Note that the definition of v:m includes some counterterms, but these are 
manufactured from the wave-function, mass, and coupling renormalizations 
in the Lagrangian. 

We also need the renormalization of the mass operator 

(13.4.9) 

It is somewhat unobvious that the renormalization is multiplicative. The 
easiest method is to examine they-matrix structure of self-energy graphs with 
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an insertion of I[Jt"y 5 t/J or I{Jy 5 t/J. These operators can then be shown to be 
multiplicatively renormalizable with a common factor. 

By use of (13.4.6)-(13.4.9) we can express the equation (13.4.1), for the 
divergence of the bare axial current, in terms of renormalized operators to 
find 

[D:mJ = Z5 1(1- Za 5Z;; 1 )o11 [j~5] 

- [D~]Z5~(1 + zaMza- 1)- z;; I [D:noml (13.4.10) 

The renormalized operators on the right are all linearly independent, so the 
only way a linear combination of them can equal the finite left-hand side is for 
the coefficients to be finite. Since we use minimal subtraction this implies: 

Za=l, } 
ZaM: Z~M- 1, (13.4.11) 

Zas-1 Zs. 

We therefore have the renormalized Ward identity: 

;_<OJ T[j~5]flAflt/Jfli{JJO) = r.h.s. of (13.4.2) 
ux 11 

+<OJ T([D~] + [D:nomJ)flAflt/Jfli{J JO), 

(13.4.12) 

which apparently still has an anomaly. Before showing how the anomaly in 
fact disappears, let us examine some low-order graphs. 

13.5 One-loop calculations 

The tree approximation for the two-point Green'sfunction of[ v:nom] is given 
by Fig. 13.5.1. To save algebra we will set quark masses to zero. The graph's 
value is 

ip' - - ip 
--;z(- i)(p' + p)}•5ta2· (13.5.1) 
p p 

If we let the external momenta be physical, i.e., in the first four dimensions, 
then this vanishes. The vertex for v:nom has the property we define as 
evanescence: it vanishes when the cut -off is removed and we go to the physical 
renormalized theory. We will formulate a precise definition of evanescence 
later, when we have understood the subtleties associated with inserting the 
vertex inside loops. 

a 
Danom 

> X ) 
p p' 

Fig. 13.5.1. Tree approximation for two-point Green's function of [ D~noml 
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p p' 

l\}r 
(a) (b) (c) 

Fig. 13.5.2. Graphs up to order g2 for two-point Green's function of j:5 . 

Next let us examine the graphs for the two-point function ofthecurrentj:5 , 

as given in Fig. 13.5.2. Graph (a) has the value 

ip' ip 
p'2 y~'ysta p2. (13.5.2) 

Taking the divergence is the same as multiplying by i(p' - p)~'. The result is 

ip' . ip 
f-;f(j'- p)Iysta p2 

~ ' · aip 
= p'z(PYs+Ysp)It p2 

= i~~ (f'Ys + Ysf- f'Ys- Ysf)i~ i~ 
p p 

=- YstiljpfP2 - i(p'/p' 2)Ys~ + (13.5.1). (13.5.3) 

When we set p = fo' = 0, to get the four-dimensional result, we obtain the 
lowest-order case of the chiral Ward identity. 

The next order graph is Fig. 13.5.2(b). Its value, with the external 

propagators amputated, is 

r = ig2 CF (l )4-dfddk Y.(p' + ~WYs~(p + ~)y". 
Zb 16n4 1t/l kz(p' + k)z(p + k)z 

(13.5.4) 

This is evidently divergent. It is easy to calculate the pole at d = 4: 

pole (r 2b) = ----f pole --y.y,ji~'y 5yKy• g2tac { 1 } 
32n 4- d 

- gztaCF { 1 -~' z} 
- 32nz pole 4- d y Ys(d- 6) 

- g2 CF~ -1' 

-8n2 4-d y Ys· 

Here we have twice used the result that 

YKY~'YsYK = y,c')i~'YsYK + YKY~'YsYK 
= 2y~'ys- YKYKY~'Ys 

=(6 -dWYs· 

(13.5.5) 

(13.5.6) 
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There is a counterterm graph implicit in the definition j~5 = 

Zifr'ly5 tat/J, with the quark wave-function renormalization given by 

g2CF 0( 4) 3 z2 = 1 - 8n2(4- d)+ g . (1 .5.7) 

The resulting counterterm graph Fig. 13.5.2(c) therefore cancels the UV 
divergence of graph (b), leaving a finite result. No additional renormalization 
is needed: 

(13.5.8) 

Let us next take the divergence of (13.5.5) plus its counterterm, by 
multiplying byi(p'- p),...Itisleft asanexerciseforthereaderto verifythatthe 
Ward identity (13.4.3) holds at this order. What we will do is examine the 
graphs of order g2 for the Green's function of D:nom· These are listed in 
Fig. 13.5.3. Note that the definition includes a covariant derivative: 

tz2tii{.i$. Ys}rut/J = !tiiZ2{7, Ys}rut/1- igoZ2tii{-¢!0, Ys}tat/1 
_";! _....._ 

= Zzt/J~Yst/1- 2igoZzt/J-tfoYsrut/J. (13.5.9) 

The tiiktst/1 term gives rise to the graphs (b) and (c). 

p p' )0) 
k 

(a) (h) (c) (d) 

Fig. 13.5.3. Graphs of order g2 for two-point Green's function of [D:nomJ. 

Graph (a) equals 

r = CFg2ru (2n )4-dfddk Y.(P' + ~)(# + i + 2~)Ys(P + ~)y• 
3a 167t4 fl. k2(p' + k)2(p + k)2 

where 

= i~;~J ta(2np.)4 -d J: dx J: -x dy x 

x {r(3- d/2)Dd12 - 3y.[f)'(1 - y)- px] [j'(l - 2y) + p(l - 2x)] 

x y5[f)(l- x)- t>'Y ]y• 

- fr(2- d/2)Ddil- 2y.(2(f}'(l- y)- px)yKy5 yK 

+ 2yKyKy5(P{1 - x)- p'y) 

+ yK(j'(l - 2y) + j(l - 2x))y5)•K]y'}, 

(13.5.10) 

D = - p2x(1- x)- p'2y(l- y) + 2p·p'xy. (13.5.11) 

If it were not that there is an ultra-violet divergence given by the 
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r(2 - d/2), we could let p and p' be four-dimensional, and then set d = 4 to 
obtain zero. (Note that y,f = f.cy" = d- 4.)The pole prevents this argument 
from being made. First of all, notice that the pole is 

pole(r3a)=- i:;~J t'pole{ 4 ~ d Y.Y"(i' + i)YsY"y•} 

- 3ig2CF (i' + i) 
= g7r2 ta 4 _ d · (13.5.12) 

The manipulations on the Dirac matrices are easy to do incorrectly, so let us 
be careful. We need the following result 

Y,.:f"'YsY" = Y"Y 11YsY" + Y"Y11YsY" 

= y"·rf"'Ys- .Y3"Y"'Ys + 2y"'ys 
= (10- d)y11y5 • (13.5.13) 

In the first line we split y" into a four-dimensional piece y" and a 
(d- 4)-dimensional piece y". Then in the second line we used the 
commutators or anticommutators of Y" and Y" with y"' and y5 • 

The graphs of Fig. 13.5.3(b)and (c)may be evaluated similarly. The sum of 
the pole terms for all three graphs is 

- ig2CF ta(j' + i)y 5 
pole (r 3a + r 3b + r 3c) = 8n2 4 - d , (13.5.14) 

which is cancelled by the counterterm Fig. 13 .5.3(d). This is in agreement with 
our general result (13.4.11). 

We are now ready to compute the value at d = 4 of the sum of the graphs of 
Fig. 13.5.3. Considerable simplification occurs. Since p and p' are now zero, 
the term in (13.5.10) that multiplies r(3- d/2) vanishes. Similarly the last 
term multiplying r(2- d/2) gives zero. The remaining two terms have a 
factor y"y" = d - 4, which cancels the pole to leave a finite result: 

ig2C 
r3ald=4,p=p'=O = 8n/ t'(P'- P)Ys· (13.5.15) 

Similarly r 3b and r Jc give 

ig2CF a -, :z 
(r3b + r3Jid=4.il=.D·=o = ~t (p - p)Ys· (13.5.16) 

Effectively Fig. 13.5.3 sums to g2CF/(4n2) times the vertex for 
o)as· It is easy to understand why the result should be of this form. 
Without the loop integration, the vertex for v:nom vanishes when 
k = p = P' = 0. When weincludetheintegrationoverthecomponentsofk, we 
can get a non-zero value for the graphs even if p = p' = 0. However, the 
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evanescence property of the basic vertex implies that it has effectively a factor 
d- 4. We only get a finite result by multiplying by an ultra-violet 
divergence- so the effect at d = 4 is of a local operator. 

A general theory of evanescent operators can be worked out. The results 
simply generalize what we have learnt from examples: 

(1) We define an evanescent vertex as one that is finite and that vanishes in a 
tree graph when we set d = 4 and when all momenta and polarizations are 
four -dimensional. 

(2) A Green's function or a graph or an operator is evanescent if it is finite at 
d = 4 and if it vanishes when its external momenta and polarizations are 
four-dimensional. 

(3) Consider a graph containing an evanescent vertex. If the graph is 
completely finite then it is evanescent. ('Completely finite' means that the 
graph and all its subgraphs have negative degree of divergence.) 

(4) A renormalized operator [ E] whose basic vertex is evanescent has the 
following expansion: 

[E] = L CEv[V] +evanescent operators. 
v 

(13.5.17) 

The sum is over operators V whose basic vertices are non-evanescent. 
The only operators that are needed are the ones that according to the 
usual power-counting and symmetry requirements will mix with E 

under renormalization. The general proof is left as an exercise to the 
reader. 

13.6 Non-singlet axial current has no anomaly 

13.6.1 Reduction of anomaly 

The only operator that can appear on the right-hand side of (13.5.17) for the 
case E = v:nom is o· UasJ. The restrictions are that it be pseudoscalar, 
isovector, gauge invariant and of dimension at most four. (If we had non-zero 
quark masses, then the operator [DM] could also appear.) So we have 

[D:nom] = C(g)o·[j:5] +evanescent, (13.6.1) 

which, when substituted into the renormalized identity (13.4.12), gives 

o~'" <OJ T(1- C)[j:sJDADt/IDtiiiO> 
= r.h.s. of (13.4.2) +evanescent. (13.6.2) 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


13.6 Non-singlet axial current has no anomaly 347 

So we should define the renormalized current 

j~as = (1 - C) U:sJ 
= (1 - C)Z5 1 j:s. (13.6.3) 

which is (13.4.6) with z5 = 1- C. For the physical four-dimensional theory 
this implies thatj~as has Ward identities with no anomaly, viz. (13.4.4), as we 
wished to prove. 

From our calculations of Fig. 13.5.3 we see that 

C = g2CF/(4n2) + O(g4). (13.6.4) 

Our proof has been long and involves a general theory of evanescent 
operators summarized in Section 13.5. The basic idea, however, is simple. 
The only way an anomaly can appear in the physical theory is when a 

divergence cancels an effective factor of d - 4 for the evanescence of an 
anomaly. The anomaly in the four-dimensional theory is a local operator, 
and the only possible operators are those which power-counting would allow 
as counterterms to a·j. 

In the case of our isovector current, the only such operator is a ·j itself. So a 
finite renormalization (13.6.3) serves to eliminate the anomaly at d = 4. 

13.6.2 Renormalized current has no anomalous dimension 

Let us apply the renormalization-group operator JJ.d/dJJ. to the Ward 
identity (13.4.4). For the right-hand side we get 

w~- right-hand side =right-hand side {l: anomalous dimensions of fields}. 
dJJ. 

To get the same result for the left-hand side, the currentj~as must have zero 
anomalous dimension (when d = 4): 

d 
Jl. dJJ.jRaS = Q. (13.6.5) 

This is a sensible result: the currentj~as is a physical object, and it should not 
depend on how we parametrize the theory by a renormalized coupling. 

Useful consequences follow, for the minimally subtracted current does 
have an anomalous dimension: 

(13.6.6) 
where 

y5(g) = JJ.dln(Z5)/dJJ. 

= [(2- df2)g + p(g)]aln(Z5 )/ag. (13.6.7) 
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Now, the coefficient Cis a function of g; it is dimensionless and even in the 
presence of masses cannot depend on them, just like the renormalization 
factor Z 5 • We also define it to have no cut-off dependence, since it is a factor 
between renormalized operators at d = 4. 

We therefore have 

0 = J1djRa5/dJ1 

= - P(oCjog)[ja5]- (1 - C)y5[ja5J, 

so that 
po(1 - C)jog = y5 (1 -C). (13.6.8) 

It follows that 

(13.6.9) 

where we used as a boundary condition the fact that C has a perturbation 
expansion starting at order g2 • In order that the integral in (13.6.9) be 
convergent, the order g2 term in y 5 must vanish. 

So from the definition ( 13.6. 7) it must be that Z 5 has no order g2 term; this 
we know by explicit calculation. Moreover, we know from ( 13.6.4) the one­
loop value of C, so that 

y5 = -A 1g4 CF/(2n2 ) + O(g6 ), (13.6.10) 

where the one-loop term in pis - A 1g 3• Hence (13.6.1 0) gives us a prediction 
of the leading divergence in Z 5 : 

AI CFg4 6 
Zs = 1- 4n 2(4 _d)+ O(g ). (13.6.11) 

The reader is invited to check this by Feynman graph calculations. 
We may use the techniques of Chapter 7 to sum the divergences. We find 

the full renormalization factor of j"Ra 5 to be 

j~a5 = (1 - C)z-1 
.ll 5 

las 

= exp { J: dg'y 5(g'{ p(~') - (d/2 _ 2)~' + p(g') ]} 

_ { Ig , y 5(g')(d/2 - 2)g' } 
- exp o dg p(g')[(d/2- 2)g' + p(g')] 

= 1 + (d- 4)0[1n(g2/(4- d))] 

-+ 1 as d -+4. 

Evidently the Noether current is finite in the complete theory. 

(13.6.12) 
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13.7 Three-current Ward identity; the triangle anomaly 

13.7.1 General form of anomaly 

We consider the Green's function 

D~l:c"(p,p') = Id4 xd 4yeip·x+ip'·y(OJ Tj~a5 (0)j~(x)j~(y)JO). (13.7.1) 

Only connected graphs contribute; Lorentz invariance forces the vacuum 
expectation value of a current to be zero. The currents are all renormalized 
currents, so all subdivergences are cancelled by counterterms, and the only 
possible infinity in (13. 7.1) is an overall divergence. In fact there is no overall 
divergence, as we will now show. 

£:s'+k 
~ k ~· 

+ 

Fig. 13.7.1. Lowest-order graph for (13.7.1). 

Individual graphs for ( 13.7 .1) have a linear divergence, as can be seen from, 
say, Fig. 13.7.1. Any divergence must be linear in external momenta and 
proportional to the t:-tensor. The only possibility is 

eKAflV [ a(d)pr< + b(d)p~]. (13. 7.2) 

There is also the constraint of conservation of the vector current. This is 
expressed by constructing a Ward identity in the dimensionally regularized 
theory. 

Consider 

p"D""" = -if ddxddyeiv·x+iv'·y o~" (OJ Tj~a5 (0)j~x)j~(y)JO). (13.7.3) 

By use of the result 

io"Zzljiy"~t/1 = Z2lji~il/>- M 0)t/l- Ztji(- i.(b- M 0 )tat/J 

and the equations of motion, we find 

p~'D'"~'" =I ddxiei<p + p')·x (OJ Tj~a 5 (0)Z 2 tP[t<, tb]y"t/J(x) 10) 

+I ddyieip·y<OJTZ 2~[t",tb]Y''Y 5 t/Jj;(y)JO). (13.7.4) 

In these equations we assumed that the currents j~ and j~ are conserved. Each 
of the terms in (13.7.4) is a Green's function of a vector and a pseudovector 
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current. Parity invariance forces them to be zero, so 

Similarly 
P D'-llv = 0 ll . (13. 7.5a) 

(13.7.5b) 

Thecounterterm (13. 7.2) must therefore give zero when multiplied by p~' or 
p~. This forces thewholecounterterm to be zero; the Green'sfunction (13.7.1) 
is finite as it stands. 

In the regulated theory the axial current is not conserved, so we cannot 
prove the Wardidentity(p + p')._D'-~'v = Obythesamemanipulations. Indeed 
we have 

(p + p')._D'-~'v =commutator terms+ Jd 4 xd4 yei(p·x+p'·y) x 

X (OI TEa(O)j~(x)};(y)iO). (13.7.6) 

Here E is the evanescent operator in (13.6.2): 

E = [ v:nomJ - Co· Uas] 
(13.7.7) 

The commutator terms in (13. 7.6) vanish, as in the Ward identity for the 
vector currents. Hence, finiteness of the left-hand side implies that the Green's 
function of E with}~ and};isfinite. Even thoughgraphsfor it are quadratically 
divergent, the divergences cancel. 

Now, E is an evanescent operator. This means that its Green's functions 

with elementary fields vanish in the four-dimensional theory. The general 
theory of evanescent operators, which we summarized at the end of 
Section 13.5, then tells us that the only way that the right-hand sideof(13.7.6) 
will fail to vanish is forE to be part of a graph or subgraph with overall degree 
of divergence at least zero. Now, the definition of E has ensured that these 
subgraphs are all evanescent. Hence we are left with the complete graphs. So 
we have (at d = 4) 

(p + p');.D'-Ilv = A(g)ellva.(Jpa.p'Peabc 

= 1Aellva.p(P + p')a.(p- p')fleabc· (13. 7.8) 

The tensor structure is the only one possible. The coefficient A is 
dimensionless at d = 4, so it can only be a function of g. Note that the right­
hand side of (13.7.8) obeys vector current conservation, so that 

as should be. 

PiP+ p');.D'-IlV = 0, 

p~(p + p')._D'-Ilv = 0, 
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13. 7.2 One-loop value 

The lowest -order value of A is easily computed from the graphs of Fig. 13.7 .1. 

" 'P _ 3 f ddk tr [(j- J' + 2P}y5(t'J + ~)y"~y·(~- p')] 
As11 vafJP P - 4 (2n)d P(p + k)2(p' _ k)2 

+ charge conjugate. (13. 7.9) 

The factor 3 is the number of quark colors. To evaluate this, notice that 

' ' (13.7.10) 
tr(yd'y;.)=O, } 

tr(Ys'lYAY/lYV) = 4ieKA/lV• 

Since eK.J."v is restricted to the first four dimensions, it follows that the trace of 
)'s with four Dirac matrices is zero if one of the matrices is a y: 

(13.7.11) 

Let us commute the - p' + ~ in (13.7.9) to the left, and use (13.7.11) 
whenever possible. We will also set p = p' = 0. The result is 

tr [(j- J' + 2~)y5{P + ~)y~'~y•(- p' + ~)] 
= tr [2~y 5(p + ~)y"~(p'- ~)y•] + 0 

= tr [2~y 5(p + ~)y11~p'y•] + 0 

= - tr [2~y5(p + ~)~y~'p'y•] + 0 

= - tr [2~y5#yl'p'y•] + 0 

= - tr [2~~y5py"p'y•] + 0. (13. 7.12) 

The terms indicated by '0' vanish by use of (13.7.11). The charge conjugate 
term gives an equal contribution. 

We now have 

(13.7.13) 

This is now only a logarithmically divergent integral. After use of Feynman 
parameters the standard result (4.4.14) gives 

The evanescence of the vertex has effectively given a factor of d - 4 which 
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cancels the UV pole to leave a finite result 

A = - 3/(8n2) + O(g2). (13. 7.15) 

This result for the anomaly in the axial Ward identity for (13.7.1) was first 
found by Adler (1969), and Bell & Jackiw (1969). 

13.7.3 Higher orders 

There are, in fact, (Adler & Bardeen (1969) )no higher-order corrections to the 
anomalyfor(13.7.1). Wewillfollowthe proofduetoZee(1972). The basic idea 
is simple. Each of the currents in (13.7.1) is RG invariant, and there is no 
overall counterterm. Therefore this Green's function is invariant when we 
make an RG transformation. The anomaly must therefore be invariant 
also. But the anomaly coefficient A(g) depends on the coupling g and on no 
other parameter of the theory. We can change g arbitrarily by changing the 

renormalization mass J.l· Hence A is independent of g. 
This proof may easily be written out. Renormalization-group in variance 

of v;g; is the equation 

Hence 

j_A( ) ~t•aP , - ( ') ~D.<."v- 0 J.l dJ.l g eabce PaPp- P + P ;.J.l dJ.l abc - • 

Since J.ld/dJ.l = J.lO/OJ.l + pojog, this gives 

paA;ag =0. 

Then A is independent of g, so it equals its lowest-order value: 

A = - 3/(8n2) exactly. (13. 7.16) 

This is a very striking result. The proof we have given is very simple, butthe 
reader should not suppose it is not a deep result. The whole power of the 
renormalization apparatus is needed for its derivation. We first had to show 
thatthereisnoanomalyin thedivergenceoftheaxialcurrent. Then we had to 
show that there was no counterterm needed to make v;gc• finite. These results 
involved considerable cancelation ofUV infinities. Since the anomaly in a ·ja5 

disappears when the UV cut -off is removed, it can affect a Ward identity only 
by being enhanced by a UV infinity which has not made its appearance 
earlier. 

Thus the anomaly is associated with a UV pole implicit in the Feynman 
graphs. It is precisely for this reason that it must have the dependence on the 
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13.7 Three-current Ward identity; the triangle anomaly 353 

parameters of the theory and on the external momenta that is characteristic 
of a renormalization counterterm. In particular, it is polynomial in the 
momenta and masses of the degree determined by UV power-counting. Once 
this is clear, the most general possibleformoftheanomalyis(13. 7.8). The final 
step to show that A is independent of g is trivial. 

An important phenomenological consequence of the anomaly is a 
calculation of the decay rate for n°-+ 2y (see Marciano & Pagels (1978) and 
Llewellyn-Smith (1980)). The amplitude is proportional to the number of 
quark colors, so the decay rate is proportional to the square of this number. 
The measured rate in fact agrees with the standard theory that there are 
three colors. 
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14 

Deep-inelastic scattering 

In this chapter we will show how the operator-product expansion can be used 
to compute the cross-section for deep-inelastic scattering. Since the 
calculation is fairly straightforward, this process is one of the classic tests of 
quantum chromodynamics (QCD). 

The process is the scattering of a lepton of momentum I~' on a hadron of 
momentum p~', with the only observed particle in the final state being the 
lepton: 

I + N-+ I' + anything. (14.0.1) 

In practice one uses a beam of electrons, muons, or neutrinos, and the 
hadrons in the target are nucleons. There are a number of cases for which 
there are experimental data, the cases being distinguished by the types of 
lepton involved: 

e + N-+ e + anything, } 
11 + N-+ 11 + anything, 

v + N-+ v + anything, 

v + N-+ (e or /1) +anything. 

(14.0.2) 

The basic reason for measuring the cross-section for these processes is to 
study the fundamental constituents (quarks and gluons) of the hadron. 
Suppose we have a scattering of a lepton on a small-sized constituent, and 
that the momentum transfer is large, so that the scattering happens over a 
small time-scale. The weak and electromagnetic interactions have a small 
coupling, so to a good approximation the lepton does not interact again. 
Moreover the interactions that turn the fmal state, involving the struck quark, 
into hadrons happen on a much longer time-scale. So these interactions do 
not interfere with the basic Born graph. Hence, we should be able to calculate 
the cross-section for the process (14.0.1) rather simply in terms of the cross­
section for lepton-quark scattering (Fig. 14.0.1). The approximation in 
which final-state interactions ofthe hadrons are ignored is called the impulse 
approximation. We can use it because we choose to sum the cross-section 
over all hadronic final states. 

354 
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X 

Fig. 14.0.1. Parton model for deep-inelastic scattering. 

A more mathematical formulation of the same idea is the part on model, 
explained in Section 14.2. There are, however, many weak points in the 
intuitive discussion just given, and we must remedy them. In the remainder of 
this chapter we will compute the cross-section from the theory of strong 
interactions (QCD). The parton model will in fact give a qualitatively correct 
approximation to the real cross-section. Our intuitive argument shows why 
deep-inelastic scattering is simple enough to permit calculations. 

Our treatment in this chapter is based on material to be found, among 
other places, in Gross (1976) and Treiman, Jackiw & Gross (1972). 

14.1 Kinematics, etc. 

We will compute the cross-section to lowest order in weak and electro­
magnetic interactions. Then the amplitudes contributing to the process 
(14.0.1) have the form of Fig. 14.1.1 where a boson is exchanged between the 
lepton and the hadron. The boson can be a photon, a W or a Z. At high enough 
energy, it is also necessary to include Higgs boson exchange. Higher-order 
weak and electromagnetic corrections do not need to be included, except for 
soft photon effects. We will ignore the soft photon corrections here, and will 
concentrate on understanding the strong-interaction corrections. 

Fig. 14.1.1. Amplitude for process contributing to deep-inelastic scattering. 

We first review the kinematics of the process. The two independent 
Lorentz invariants of the hadron system are chosen to be 

Q2 = -q~'ql', 

v =p·q, (14.1.1) 

where q~' is the momentum transfer from the leptons. The mass of the final 
hadron state X is then 

(14.1.2) 
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In the laboratory frame, where the initial hadron is at rest, we can express Q2 

and v in terms of the initial and finallepton energies E and E', and of the lepton 
scattering angle 0: 

Q2 = 2EE'(l -cos 0). 

v = mrv(E- E'). (14.1.3) 

We have neglected lepton masses with respect to E and E'. The following 
inequalities hold 

(14.1.4) 

The region we will investigate is where both Q2 and mi- get large in a fixed 
ratio. We define the Bjorken scaling variable x = Q2 /(2v). Then we let Q2 get 
large with x fixed. This is called the Bjorken limit or the deep-inelastic region. 
In this region the missing mass mx is large: 

(14.1.5) 

(whereweneglectm~compared with Q2). Inorderthat mi be positive we must 
have 0:::;; x:::;; 1. The Bjorken limit applies only if xis not at its endpoints. An 
equivalent variable to x that is sometimes used is w = 1/x. 

The cross-section is given by 

da 1 da 
E'--=------

d3 p' 2nE' dE'd cos(} 

(14.1.6) 

Here j'ept and j~ad are the currents to which the exchanged vector boson 
'-

couples,gw is its coupling, and D'-v(q) is its propagator. The lepton tensor LK;, 

is easily computed in the tree approximation for 

LKi. = (/jj~ept(O)j/')(f'IJlcpt (O)j/) · (14.1.7) 

The hadron tensor is equal to 

wJlV(p,q) =-4
1 I (pjjlt(O)tjx><XIJ.(O)Ip)(2n)4 b(4 >(px- p~'- q~') 
1C X 

= 41nfd4yeiq Y(pjjlt(y)tjv(O)jp), (14.1.8) 

where the normalization is the standard convention. 
Deep-inelastic scattering is the region where Q gets large with x fixed. This 

is not the short-distance limit we treated in Chapter 10. There we took all 
components of q~' to infinity in a fixed ratio, so that Q--> oo with Q/p·q fixed, 
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i.e., xis proportional to Q. Thisisnotin the physical region 0::; x::; 1 for deep­
inelastic scattering. Luckily we can use a dispersion relation (Christ, 
Hasslacher & Mueller (1972)) to relate the deep-inelastic limit of W11 • to the 
short-distance limit of the time-ordered matrix element 

T"" = fd4yeiq·y<PI Tj"(y)tj.(O)IO). (14.1.9) 

We will perform this analysis in Section 14.3. 
Let us now decompose W11 • into tensors with scalar coefficients. We will 

assume that the hadron is unpolarized, i.e., that we average over its spin 
states. Then the most general form of w!'V is 

w!'V = w,(- g!'V + q!lq)q2 ) + Wz(P!l- q!lv/q2 )(p.- q.v/q2 ) 

-iW3e11vapPaqPj(2M2 )+ W4q~'q)M2 

+ W5(pl'q" + ql'p.)j(2M2)- i W 6(p 11q.- ql'p.)j(2M 2). (14.1.10) 

The scalar coefficients W;(Q 2 , v) are called the structure functions. The 
normalizations are such that they are dimensionless. A number of properties 
follow from symmetries and basic quantum mechanics (Treiman, Jackiw, & 
Gross (1972)): 

(1) Each W; is real. 
(2) Time reversal in variance of strong interactions implies that W6 = 0. 

In the case of a purely electromagnetic process, the current j~ad is 

conserved, so that qll w!'V = 0. Hence ·w4 = w5 = 0. Moreover the elec­
tromagnetic current is a pure vector, and strong interactions are parity 

invariant. So W3 = 0. 
In the case of neutrino scattering, the currents are only conserved if quark 

masses are zero. In thatcasetheonlynon-zero structurefuncdonsare W1, W2 

and W3 • It turns out that when the masses are non-zero the contributions of 
W4 and W 5 to the cross-section are suppressed by a factor of order m1mq/ Q2 , 

where m1 and mq are lepton and quark masses. We will discuss this further in 
Section 14.8. 

When we compute the structure functions in the Bjorken limit, Q2 --. oo, x 
fixed, we will find that they behave as a certain power of Q2 times logarithms. 

Thepoweris(Q2 ) 0 for W1, 1/Q2 for W 2 and W3 ,and 1/Q4 for W4 and W 5• So it 
is convenient to anticipate these results and define scaling structure functions 
Fi(x, Q2) which depend only logarithmically on Q2 . The standard de­
finitions are: 

F 1(x,Q2)= W 1(Q 2,v=Q2 j(2x)), } 

Fi(x, Q2) = vWJM2 , for i = 2 and 3, 

F;(x, Q2) = v2 WJ M 4 , for i = 4 and 5. 

(14.1.11) 
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14.2 Parton model 

Before we discuss the true theoretical predictions for deep-inelastic 
scattering, let us discuss the part on model (Bjorken & Paschos ( 1969)). This is 
the simplest model for the process, and contains the essence of the correct 
physics. One considers the initial state hadron in the overall center-of-mass 
for the whole scattering. Now time dilation slows down processes in the 
hadron so that they typically occur on a rather long time-scale T of order 
Q/m~. Then the scattering happens on a much shorter time-scale T"' 1/Q. 
This implies that the hadron may be regarded as an assembly of non­
interacting point-likeconstituents. These are what were originally (Feynman 
(1972)) called partons. (We now identify them as quarks and gluons.) Since 
the hadron in this frame is ultra-relativistic, we must regard the partons as 
massless and as each moving parallel to the hadron with a certain fraction z of 
its momentum. 

The structure functions of the hadron are obtained by computing the 
partons' structure functions in tree approximation and by then summing 
over all partons weighted by their number density. 

Letfa;N(z)dz be the number of partons of type a in hadron N with fraction z 
to z + dz of its momentum. Then, for example, the electromagnetic structure 
functions are: 

2F~m(x) = x- 1 F~m(x) 

= Hfu;N(x) + fu/N(x) J + i L [fq;N(x) + fil/N(x)] 
q=d,s 

+ heavy quark terms. ( 14.2.1) 

The relation F 2 = 2xF 1 is characteristic of the spin-! of the quarks (Callan 
& Gross (1969)). Notice that F 1 and F 2 are independent of Q2 . This is the 
property known as scaling. Experimentally, F 1 and F 2 obey this property 
approximately. 

It is common in the literature to use the terms 'structure function' and 
'quark distribution' interchangeably, because of the parton model relation 
between them (14.2.1), which is also approximately true in QCD- see 
Section 14. 7. However, it is important to distinguish the two terms. Structure 
functions are coefficients of certain tensors in a current correlation function. 
They can be defined for other processes, e.g., the Drell-Yan process (Lam & 
Tung ( 1978) ). On the other hand the quark distribution functions are exactly 
what their name implies: probability distributions of quarks in a hadron. 

The parton model is correct in a super-renormalizable theory (Drell, Levy 
and Yan (1969, 1970a, b, c)). However, in a renormalizable theory like QCD, 
there are processes inside a hadron that happen significantly on all time scales 
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down to zero. Then the basic assumption of the part on model does not hold. 
However, the fact that it is short times that cause the problems allows the 
operator-product expansion to come into play to solve the problem. There 
are two approaches, essentially equivalent for deep-inelastic scattering: 

( 1) Use a dispersion relation to show that moments of the structure functions 
(i.e., 

F;,N(Qz) =I~ dxxN-1 F; (x, Q2)) (14.2.2) 

can be directly computed by the Wilson expansion. This approach was 
initiated by Christ, Hasslacher & Mueller (1972), and it is the one we will 
use. 

(2) One can generalize the derivation of the operator-product expansion 
(Amati, Petronzio & Veneziano (1978), Ellis et al. (1979), Libby & 
Sterman (1978), Stirling (1978) ). For deep-inelastic scattering, the result 
is equivalent to the first method without the taking of moments. 

14.3 Dispersion relations and moments 

Consider the time-ordered Green's function Til• defined by ( 14.1.9). It can be 
expanded in scalar structure functions T1 , T2 , T3 , T4 , T5 , T6 ,justlike Wll,. We 
will only need T1, T2 , and T3 • The operator-product expansion derived in 
Chapter 10 can be applied to Til• when Q2 and v get large with Q2 jv2 fixed. As 
we have seen, this is not the scaling region, for we have x-+ ro instead of x 

fixed. However, we will relate Til• to Wll• by a dispersion relation. Then we will 
see that information on Wll• in the physical region can be obtained from the 
operator-product expansion for Til,. 

If Q2 is fixed and positive then each T; is analytic in the v-plane. There are 
cuts going out to infinity from the thresholds v = ± Q2 /2. See Fig. 14.3.1. 
(This is a standard property. It can be proved by expressing 

Fig. 14.3.1. Analyticity of W~, and contour to derive (14.3.1). 
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< N I Tj~'(y)j.(O) IN) in terms of w~'. and noting that W~'. is zero if I vI< Q2/2.) 
The discontinuities across the cut are: 

T~'.(p, q)~~~:: = 4n W~'.(p,q), (if v > 0). } 
( 14.3.1) 

T~'.(p, q)~~~:: = 4n W.~'(p, q), (if v < 0), 

where wll. is wll. with j replaced by its hermitian conjugate l: 

W~'.= 4~fd4yeiq·y<pjj~'(y)j.(O)tlp). (14.3.2) 

For the electromagnetic or neutral-current processes the current is 

hermitian, so that WI'• = W~' •. But if WI'• is for charged-current neutrino 
scattering then wll. gives the structure functions for antineutrino scattering. 

By Cauchy's theorem we have 

2 1 f dv' 2 , T;(Q ,v)=-2 . -,-T;(Q ,v ), 
m cV -v 

(14.3.3) 

where Cisanycontourenclosingv, as shown in Fig. 14.3.1. We will be able to 
compute the T;'s in the short-distance limit v/Q2-+ 0. So suppose we expand 
T;(Q 2 , v) in a power series in 1/x = 2v/Q2: 

ex, 

Tl = L Tl,n(Q2)x-•, 
n=O 

X• 

vTjM2 = L T;)Q 2 )x-• (i=2or3). (14.3.4) 
n=O 

(We expand vTj M2 (ifiis 2 or 3)in analogywith(l4.l.ll).)Then from (14.3.3) 

1 f dv' (Q2 )n T;.(Q2)=-2. -, -2' T;(Q2,v')(v'/M2)a', 
· m c v v 

( 14.3.5) 

where a;= 0 if i = 1 and a;= 1 if i = 2 or 3. If n is large enough to give 
convergence at I v' I = oo, then we can deform the contour and pick up only the 
contribution from the discontinuity ofT; across the cuts: 

(14.3.6) 

Finally we write the right-hand side in terms of the scaling functions 
F;(X, Q2 ): 

T;,.(Q2)= -2i{dx'x'"- 1 [F;(x',Q2)+( -1)n+a'F;(x',Q2)] 

= - 2i[F;,.(Q2) + ( -l)n+a;f';(Q2)]. (14.3.7) 
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This is the dispersion relation referred to earlier. It relates the power series 
expansion of Tl'• about v = 0 to the moments oft he F's, which are defined by 

F;,N(Q2) =I~ dxxN-1 F;(x, Q2). (14.3.8) 

The relation (14.3.7) only applies if the integral is convergent. For small 
enough values of nit diverges. If va' W; behaves like vP as v ....... oo, then we have 
convergence only if n is greater than p. Now the limit v ....... oo at fixed Q2 is a 

Regge limit (elastic scattering of a virtual boson off a hadron at energy mi ). So 
there is a standard expectation (Treiman, Jackiw & Gross (1972)) that p = 1 
fori= 1 or 3 andp = Ofor i = 2. ThisisequivalenttoF 1,F 2/x,F 3 all behaving 
like 1/x as x ....... 0. In the parton model this would correspond to a 1/x behavior 
for quark distributions, and is roughly what is measured experimentally. 

Our theoretical predictions will give all the terms in the series expansions of 
the T;'s, e.g. (14.3.4). Those coefficients for which (14.3. 7) does not apply will 

not have any direct implications for deep-inelastic cross-sections. 

14.4 Expansion for scalar current 

To explain without a slew of indices the method for computing moments of 
structure functions, let us first work out the case where j ~'- is replaced by a 
hermitian scalaroperatorj. For example,jmight be ZZmijiqi, appropriate to 
the coupling of a scalar boson to a particular flavor i of quark. We have a 
single scalar structure function: 

F(x, Q2 ) = W(v, Q2 ) = (l/4n) Jd4 yeiq·y(p/j(y)j(O)jp), (14.4.1) 

while the time-ordered function is: 

T(v, Q2 ) = fd 4 yeiq·y (pj Tj(y)j(O)jp ). (14.4.2) 

(Notice that we choose j to be a renormalized operator. As is the case for the 
¢ 2 operator for a scalar field, the renormalization factor for ijq is the same as 
themassrenormalizationfactor,so [ijq] = ZZmijq = Zmij0 q0 , whereq0 isthe 
bare quark field.) 

The dispersion-relation argument applied to the series 

00 

T(Q2 /(2x), Q2) = L Tn(Q)x-n (14.4.3) 
n=O 

gives 
(14.4.4) 
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Since the current is hermitian, we have F(x, Q) = F(x, Q), so that 

( ) = {- 4iFn(Q), if n is even, 
Tn Q 0, if n is odd. 

(14.4.5) 

Regge theory suggests T"' 1/x as x--> 0, so this equation is valid only if n is 
bigger than 1. 

We now apply the operator-product expansion. The results of Chapter 10 
apply in the limit Q2 --> oo with v2 j Q2 fixed, i.e., with x =constant times Q. 
Now 

(14.4.6) 

so that it would appear that all but then = 0 term are non -leading by a power 
of Q2 and that we only have a reliable prediction for n = 0. But the relation 
(14.4.5) is not expected to hold unless n > 1. 

Fig. 14.4.1. T(v, Q). 

To remedy this problem, we must find an object for which x -n Tn contains 
the leading-power behavior as Q--> oo. This is done by making a partial wave 
decomposition in the t-channel. That is, we treat T(v, Q) (Fig. 14.4.1) as we 
would treat a scattering amplitude, and decompose it in terms of angular 
momenta: 

00 

<PI Tj(y)j(O)IO> = L <PI VJIP>MAyq/q2 ). (14.4.7) 
J=O 

Here (pI V1 I p) is the reduced matrix element of some operator V1 ,m of spin J, 
and theM 1 are appropriate polynomials in y·qjq2 . (The operator V1 is not 
necessarily local.) 

Now we perform an operator-product expansion of Tj(y)j(O), keeping the 
leading-power behavior for each spin: 

(pi Tj(y)j(O)Ip)"'- 2i L (- i)1 (p~(!)~·.a·)·IJp)C1a(y2)yll 1 ... y~'J, 
J,a 

(14.4.8) 

Here the operator (9~7 ... 11J is a local operator of spin J. The label 'a' denotes 
different operators of the same spin. Only the symmetric part ofthe operator 
is relevant, and in order that it be of definite spin, it must be traceless. Since 
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the hadron is unpolarized the matrix element has the form 

<PIC9~7 ... ~',1P> = <PICDJalp)(p~'' .. . p~'J- traces), 

363 

(14.4.9) 

where <PICDJaiP) is the reduced matrix element- a scalar quantity. The 
normalizations in (14.4.8) have been adjusted for later convenience. 

The leading power of y as y--+ 0 is obtained by using operators of the 
minimum possible dimension. In QCD these are 

(9~~ .. ·~'.r = 21 -J ijy~',iDM ... iD~' 1 q, symmetrized minus traces, } 

mJg - 23 -JG "D "D Gv . d . 
<Yil 1 • .. ~'.r-- ~',vi # 2 ••• 1 ~'J-! ~'.r'symmetnze mmustraces. 

(14.4.10) 

In accordance with the result~ of Section 12.8 we have kept only gauge­
invariant operators. (We useD ll to denote the covariant derivative, and q to 
denote the field of a quark offlavor q. Sums over color indices are implicit in 
(14.4.10). Only hermitian operators are needed.) 

Our usual power-countingargumentsimply that the behavior of the scalar 
coefficient cJa(y2 ) in (14.4.8) is 

(y2 )- dim( C) times logarithms, 
with 

dim(C) = 2dim U)- dim (CD~~ ... ~',)+ J 

= 2dim(j)- dim [ <PICDJafp) !<PIP)]. (14.4.11) 

The dimension minus the spin of an operator is evidently the important 
quantity here; it is called the twist of the operator. The leading twist is two ,for 
the operators of (14.4.10), and for them C(y) ,..._ y- 4 modulo logarithms. 

Fourier transformation of (14.4.8) now gives 

T( v, Q2) = - 2i L <pI (9 Ja I p > cJa( Q)x- J +non-leading powers of Q, 
J,a 

(14.4.12) 
where we define 

(14.4.13) 

PerturbativecalculationsofT(v, Q2 )willgiveus cJain (14.4.13). We can then 
obtain moments of F(x, Q) from the dispersion relation: 

(14.4.14) 
a 

if J is greater than one. 
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14.5 Calculation of Wilson coefficients 

There are two parts to the calculations. The first part is to do low-order 
calculations of the Wilson coefficients 

(;Ja(g, Q//1), 

where we have now explicitly indicated the dependence on all parameters. 
Higher-order corrections have logarithms of Q//1, so the second part of the 
calculation is to compute the anomalous dimensions and then to do a 
renormalization-group transformation to set 11 to be of order Q. Thus we 
write 

2Fn(Q) = L (pi (9JaiP) (p)(;Ja' (g(Q), 1)M a,a'(g( Q), Q/ /1). (14.5.1) 
a,a' 

The subscript (/1) on the matrix element denotes renormalization with unit of 
mass 11· The matrix M is obtained by solving the renormalization group 
equation for C, and the (;Ja' (g( Q), 1) is well approximated by its lowest-order 
term in perturbation theory. Measurements of deep-inelastic scattering at 
one value of Q are enough to give (pi(9JaiP ), and then (14.5.1) predicts the 
moments of the structure functions at other values of Q. 

14.5.1 Lowest-order Wilson coefficients 

The Wilson coefficients are independent of the target, so we may calculate 
them with the hadron state replaced by a quark state. In tree approximation 
we have the expansion sketched in Fig. 14.5.1. The scalar 'current' j is the 
renormalized operator ZZmiiA; = [ ij;q;],for a particular quark flavor i. Since 
the Wilson coefficients are independent of mass, we set quark masses to zero. 
Then from the graphs of Fig. 14.5.1 we find 

T = itr [p(p + {f)] + i tr [p(p - {f) J 
2 (p + q)2 2 (p - q)2 

. 1/x2 

=-2I1-1/x2· (14.5.2) 

The factor t comes from averaging over the spin of the quark. For a quark of 
any other flavor than i, or for a gluon, we have T= 0 to this order. 

p+q p-q 

r\ + X- Ex-JcJ· x· 
Fig. 14.5.1. Wilson expansion of (0/Tjj/0) to lowest order. 
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14.5 Calculation of Wilson coefficients 365 

To compute the Wilson coefficients we also need the matrix elements of the 
operators defined by (14.4.10). In a quark state with flavor i we have 

<vi I@~:· .. ·~<, I Pi) = fc5ii. tr(py ~'•P~<2 .. · P,.J) 

= 2c5;;·PI'1 •• • p,.J, (14.5.3) 

in tree approximation, with the label i' denoting a quark flavor or a gluon. For 
a gluon state and gluon operator 

<Pgi 0~~ ... JLJ iPg) = 2p~'• ... p~'J. (14.5.4) 

All other matrix elements are zero. Hence the non-zero reduced matrix 
elements are all equal to 2. 

Comparison of (14.5.2)-(14.5.4) with the operator-product expansion 
(14.4.12) shows that 

if J ;;::: 1 and is even, } 

i' =!= i, or if i' is a gluon. 

14.5.2 Anomalous dimensions 

The anomalous dimension of the operator ZZmqiqi is Ym: 

J1. d~ (ZZmqq) = Ym(g)ZZmqq, 

(14.5.5) 

(14.5.6) 

and we let y;!,.(g) be the anomalous dimension matrix of the (9 1a's: 

Jl.dd (9Ja = L Y aa•(g)(QJa'. 
J1. a' 

(14.5. 7) 

(Operators of different spin do not mix.) As shown in Section 10.5 in a simpler 
case, the Wilson expansion then implies a renormalization-group equation 
for the Wilson coefficients: 

(14.5.8) 

This equation would be trivial to solve were it not that it is a matrix equation. 
The lowest-order counterterms for the operators are generated by the 

graphs of Fig. 14.5.2. It is evident that the different operators mix. To solve 
the RG equation we must diagonalize the anomalous dimension matrix at 
order g2 • The first step is to recall that the counterterms are independent of 
quark masses. So the renormalizations respect the SU(nn) symmetry of the 
flavor space. Therefore let us now choose a new basis for the twist-2 
operators. 

https://doi.org/10.1017/9781009401807 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401807


366 Deep-inelastic scattering 

AAAAA 

Fig. 14.5.2. Lowest-order divergences of the operators in the Wilson expansion of 
(OjTjjjO). 

There is a multiplet of non-singlet operators: 
J- ...... <--+ 

(!JJ,NS,a = 21- ·'·y iD .. . iD ;_a.t, (14.5.9) 
'I' IJ.l J.l.2 Ji.J 'f'' 

where the ;.a•s are the nn x nn matrices that generate the flavor symmetry. 
There are two singlet operators: 

(!) 19, defined by (14.4.10),} 

(!) 18 = L {!}Ji, (14.5.10) 
flav,i 

The renormalizations are 

(14.5.11) 

[ (!)~] = L Zap(!J~.o• 
p 

from which the anomalous dimension matrix 

(14.5.12) 
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is obtained by 

a 
LYapZpy = /3--;-Zay· (14.5.13) 
p ug 

A calculation of the divergences of the graphs of Fig. 14.5.2 gives (Gross 
(1976)) 

J = J _jf_[1- 2 4 ~__!_] 
Yzz YNs - 6n2 1(1 + 1) + /::2 k , 

g2 [ 12 12 J 1 2 J 
Yit=8n2 1- 1(1-1)-(1+1)(1+2)+12~k+3nf1, 

J g2nn (12 + 1 + 2) 
Y2t =- 4n2 1(1 + 1)(1 + 2)' 

J g2 (12 +1+2) 
Y12 =- 3n2 1(]2 _ 1) (14.5.14) 

14.5.3 Solution of RG equation- non-singlet 

The Wilson coefficients of the non-singlet operators evolve very simply: 

(14.5.15) 

An approximate solution can be found by taking the one-loop approxi­
mation for the anomalous dimensions. This gives 

[
In (Q/ A) J[y~'i,J- r:0:']!(2A.J 

C~8(g(Jl), Q/ Jl) = C~8(g( Q), 1) In (Jl/ A) (14.5.16) 

where y~J.J andy~> denote the coefficients of g2 j4n2 in y~8 (g) and Ym(g), and 
- A1 isthecoefficientofg3 /(4n2)inf3(g). We may replace CJ,Ns(g(Q), 1)byits 
value in tree approximation. The accuracy of(14.5.16) may be systematically 
improved by taking more terms in the perturbation expansions of /3, YNs• Ym• 
and C. 

The singlet coefficients rna y be obtained by diagonalizing the 2 x 2 matrix 
of anomalous dimensions. Then there are two linear combinations of singlet 
coefficients that have simple behavior like (14.5.16). 

14.6 OPE for vector and axial currents 

We will now apply the operator-product expansion to the structure functions 
of T for a weak or electromagnetic current. The argument is a simple 
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generalization of the treatment in Sections 14.4 and 14.5 of deep-inelastic 
scattering with a scalar current. We have 

T~'v(p,q)"' - 2ifd4 yeiq·y L: <PilD~~ ····~<JIP )(- i)J x 
J,a 

(14.6.1) 

The derivatives acting on the Cfa's are arranged to be in combinations with 
zero divergence, to correspond to the condition q~'T~<v = 0. Fourier 
transformation as at (14.4.13), with suitable factors of Q2, gives 

J,a 

X { (- gi'V + ql'qvfq2)X- J c{a(Q) 

+ (1/v)(pl' - ql' v/q2)(pv- qv v/ q2)xl -J c~a( Q) 

- ie~<vapPaqP(1/2v)x-J C~a( Q)}. (14.6.2) 

The set of leading twist operators is the same as in Section 14.4, and we have 
arranged normalizations so that the C;'s are dimensionless in leading twist. 

Hence the moments of the structure functions satisfy 

F l,AQ) + (- 1)J F l,J(Q) = L c{a(Q)<PilDJaiP) +correction, 
a 

F 2,J-1 (Q) + (- 1)J F Z,J-1 (Q) = L c~a(Q)<PilDJaiP) +correction, 
a 

F 3,AQ) + (- 1)J +IF 3,J(Q) = L c~a(Q)<PilDJaiP) +correction. 
a 

(14.6.3) 

These equations are valid for J > 1, and the corrections are of order 1/Q2 

times logarithms. 

14.6.1 Wilson coefficients- electromagnetic case 

To compute the lowest-order Wilson coefficient we consider deep-inelastic 
scattering on a quark target. The graphs are the same as in the case of a scalar 
current, Fig. 14.5.1, except that the current operator is now the elec-
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tromagnetic current. We find 

T(lowestorder) = le2{tr["'y i(p + ~) Y J + tr[rly i(p- 9) Y ]} 
ILV 2 q I' ~'(p+qf v ,¥ v(p-q)2 I' 

2' 2{ 2 1jx2 
= leq (- g~'' + q~'q,/q )1/x2 -1 

I 2 2 1 2/x } 
+(pl'-ql'v q )(pv-qvv/q )~1/x2-1 . 

Expanding about 1/x = 0 gives 
00 

T 1 = - 2ie; I (1/x)2n+ 2 + O(g2 ), 

n=O 

00 

v T2 / M 2 = - 4ie; I (1/x)2n+ 1 + O(g2 ). 

n=O 

The Wilson coefficients are therefore 

(;Jq = e2 /2 + O(g2)} 
- ~ ~ 2 if J is even and ~ 2, 
C 2 q = e q + O(g ) 

C3 =0, 

C{9 = 0 + O(g2 ). 

(14.6.4) 

(14.6.5) 

(14.6.6) 

The relation C 2 = 2C 1 corresponds to the Callan-Gross relation F 2 = 2xF 1 

in the parton model. Since the renormalization-group equation is the same 
for both (;~a and c~a, the Callan-Gross relation is true in QCD with 
corrections of O(g(Q)2). These corrections are from the Wilson coefficient, 
and have been calculated. See Buras(1981 )for an up-to-date list of references. 

The renormalization-group equations are the same as in the scalar case, 
except that y m is replaced by zero since the anomalous dimension of a 
conservedcurrent is zero. 

14.7 Parton interpretation of Wilson expansion 

The use of moments in comparing theory and experiment is not very 
convenient, since cross-sections are needed outside the range in which they 
are measured. A more convenient form can be derived in which an expansion 
is obtained for the structure functions themselves. We will just summarize the 
results. More details can again be found in Buras (1981). 

It is sufficient to examine the case of a scalar current for which the 
expansion is 

J1 dz 
F(x, Q) =I - fa;N(z, p)Ca(z/x; Q/J1, g(Jl)). 

a x Z 
(14.7.1) 
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The sum is over all species ofparton, i.e., flavors of quark and anti quark, and 
gluon. The generalized Wilson coefficient C a is effectively a structure function 
for deep-inelastic scattering of a part on state, while fa;N(z, JJ.) is a parton 
distribution. Lowest-order calculations reproduce the parton-model result, 
so that 

Cq = Cif= e/t>(z/x- 1)/2, 

Cg=O. 

The renormalization group equation for f has the form 

f.J.dd fa;N(X,f.J.) = L I1 
dz Yba(z/x,g)fb;N(Z,f.J.). 

/). b X Z 

(14. 7.2) 

(14.7.3) 

This is called the Altarelli-Parisi (1977) equation- it was first derived by 
these authors in leading logarithmic approximation from an heuristic 
argument. Later derivations (Collins & Soper (1982a), and Curci, Furmanski 
& Petronzio (1980)) are more complete. 

Integro-differential equations like (14.7.3) are not particularly easy to 
work with. One mathematical simplification that can be made is to take 
moments, with the result that the operator-product expansion of 
Sections 14.5 and 14.6 is recovered. This will enable us to see that the two 
methods are essentially equivalent. However, the mathematically more 
complicated method using convolutions, as in (14.7.3), gives more physical 
insight, can be extended to other processes (Buras (1981)), and can be used 
without knowing structure functions at small x. 

To see the equivalence of the two methods, let us define the following 
moments: 

~~~~(f.,l) =I~ dz z"- 1 fa;N(z, f.J.), 

C~"l= L d(xjz)(x/z)"- 1Ca(z,x;Q/f.,l,g(JJ.)), 

yl,';] =I~ d(x/z)(xjz)"- 1 yba(z,x;g(JJ.)). (14.7.4) 

Then (14.7.1) implies 

(14.7.5) 
a 

This expansion has the same form as (14.4.14). In fact, moments ofthej's are 
the same as the matrix elements of the twist-2 operators: 

<Nj@1ajN) =I~ dxx1 - 1 [fa1N(x) + fa;N(x)], (14.7.6) 
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where there is a contribution from each type of parton and antiparton. This 
equation can be proved (Collins & Soper (1982a), and Curci, Furmanski & 
Petronzio (1980)) provided only that the same renormalization prescription 
(e.g., minimal subtraction) is used for both the operators and for the parton 
distributions. 

14.8 W4 and W5 

So far we have ignored F 4 and F 5. They are zero if the currentj" in W"v is 
conserved. But the weak-interaction currents are not conserved if quark 
masses are non-zero: 

a,Nrr"(1 - YsMat/1) =~Vi([ m, ;.a]- Ys{m, ;.a} )t/1 

= i!Y'/2. (14.8.1) 

Herem is the quark mass matrix.lt follows that W4 and W5 are non-zero in 
neutrino scattering. However, we should regard the ratio m/Q as setting the 
scale for their effect on the cross-section (Jaffe & Llewellyn-Smith (1973) and 
Llewellyn-Smith (1972)). They therefore give a small contribution to the 
deep-inelastic cross-section. Since W4 and W5 are therefore non-leading in 
the Bjorken limit, they are difficult to compute directly. 

A convenient technique to compute W4 and W5 is to consider 

q"W~tv = (q 2 W4 + p·qW5 j2)q)M2 + q2 p.W5j2M2• 

We have the operator formula 

q"W~tv = Jd 4 yeiq·y<pjj.(y)D(O)jp), 

(14.8.2) 

(14.8.3) 

sowecancompute W4 and W5 bymakinganoperator-productexpansionfor 
j "(y)D(O). Since there is an explicit factor of quark mass min the expression for 
D, this operator behaves as a dimension 3 rather than a dimension 4 operator. 
This suppresses the Wilson coefficients for W4 and W 5 by a power of Q2 • 

Since,in(14.1.10), the tensors multiplying W4 and W 5 haveaq" or q)n them, a 
similar suppression occurs because the lepton masses are much less than Q, as 
is seen bycontractingq" or q. with the lepton tensor (14.1.7). Theresultis that 
W4 and W5 make a negligible contribution to the cross-section at large Q. 

A detailed treatment of W4 and W5 within QCD can be made but has not 
yet been published. It generalizes the results of Jaffe & Llewellyn-Smith 
(1973), who worked within the parton model. 
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