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#### Abstract

A random map is a discrete time process in which one of a number of maps, $\mathcal{M}$, is chosen at random at each stage and applied. In this note we study a random map, where $\mathcal{M}$ is a set of piecewise linear Markov maps on [0, 1]. Sufficient conditions are presented which allow the determination of the unique absolutely continuous invariant measure of the process.


1. Introduction. In [6], a random map was defined to be "a discrete time process in which one of a number of functions is selected at random and applied." Let $T_{1}(x), \ldots, T_{n}(x)$ be maps of the unit interval and let $0<p_{i}<1$ be the probability of map $T_{i}$ being applied at any given iteration. Then $\left\{T_{i}\right\}_{i=1}^{n}$ and $\left\{p_{i}\right\}_{i=1}^{n}, \sum_{i=1}^{n} p_{i}=1$ constitute a random map $T$. If we select an $x_{0} \in[0,1]$, define $x_{1}=T_{i}\left(x_{0}\right)$, where $T_{i}$ has probability $p_{i}$, and we continue in this way, to obtain the orbit $\left\{x_{n+1}=T_{i}\left(x_{n}\right)\right\}$. A measure $\mu$ is called $T$-invariant if $\mu(A)=\sum_{i=1}^{n} p_{i} \mu\left(T_{i}^{-1} A\right)$ for each measurable set $A$.

In [6] sufficient conditions for a random map to have an absolutely continuous invariant measure are given. In the specific example $T_{1}=x / 2$ and $T_{2}(x)=2 x(\bmod 1)$ it is shown in [6] that the absolutely continuous invariant measure is unique. In this note we shall extend the uniqueness property to the class of piecewise linear Markov maps, and show how the unique absolutely continuous invariant measure can be determined.
2. Markov Matrices. A piecewise continuous map $\tau$ of an interval $I=\left[a_{0}, a_{n}\right]$ into itself is called Markov if there exist points $a_{0}<a_{1}<\ldots<a_{n-1}<a_{n}$ such that for $i=0,1, \ldots, n-1, \tau_{i}=\left.\tau\right|_{\left(a_{i}, a_{i+1}\right)}$ is a homeomorphism onto some interval $\left(a_{j(i)}, a_{k(i)}\right)$. The partition is referred to as a Markov partition. Let $\mathscr{C}$ denote the class of piecewise linear (not necessarily continuous) Markov maps on $I$. Let $I_{i}=\left(a_{i-1}, a_{i}\right)$ and suppose $\tau \in \mathscr{C}$ maps $I_{i}$ onto $I_{j} \cup I_{j+1} \cup \ldots \cup I_{j+k}$. Then the slope of the map $\tau$ on $I_{i}$ is

$$
m_{i, j}=\frac{a_{j+k}-a_{j-1}}{a_{i}-a_{i-1}}
$$

We define the matrix $M=M_{\tau}$ by defining the $i$ th row of $M$ to have entries $1 / m_{i, j}$ in

[^0]columns $j, j+1, \ldots, j+k$, and 0 in all the remaining columns. For example, if $\tau$ is as shown in Figure 1,


Figure 1.
then

$$
M=\left(\begin{array}{ccc}
\frac{a_{1}-a_{0}}{a_{3}-a_{0}} & \frac{a_{1}-a_{0}}{a_{3}-a_{0}} & \frac{a_{1}-a_{0}}{a_{3}-a_{1}} \\
0 & 0 & \frac{a_{2}-a_{1}}{a_{3}-a_{2}} \\
0 & \frac{a_{3}-a_{2}}{a_{3}-a_{1}} & \frac{a_{3}-a_{2}}{a_{3}-a_{1}}
\end{array}\right)
$$

Notice that the non-negative entries in each row are equal and contiguous. If $\left|\mathrm{d} \tau_{i} / \mathrm{d} x\right|$ $>1$, then the non-negative entries in the $i$ th row will be less than 1 . Let $\mathcal{M}$ denote the class of matrices derived from Markov maps $\tau \in \mathscr{C}$. We shall refer to $M \in \mathcal{M}$ as a Markov matrix. Markov matrices are studied in [2, 3, 4]. In [3] it is shown that if $M$ $\in \mathcal{M}$ then $M$ is similar to a stochastic matrix via a simple diagonal matrix. Hence $M$ has 1 as an eigenvalue of maximum modulus. Furthermore, if $M$ is also irreducible, then the algebraic and geometric multiplicities of the eigenvalue 1 are also 1 . This proves the existence of a large class of non-negative, not necessarily stochastic, matrices whose eigenvalue of maximum modulus is 1 . We also note that for each $\tau \in \mathscr{C}$, $M_{\tau} \in \mathcal{M}$ is uniquely defined, but for each $M \in \mathcal{M}$ there are $2^{n}$ different Markov maps which induce the same $M$, since the slope on each $I_{i}$ can be either positive or negative without altering $M$. Finally, we remark that if the partition is equal, $M_{\tau}$ is stochastic.
3. Frobenius-Perron operator. Let $\tau$ be a non-singular piecewise continuous, piecewise $C^{2}$ map on a partition $a_{0}<a_{1}<\ldots<a_{n-1}<a_{n}$ of $I$. The

Frobenius-Perron operator $P_{\tau}: \mathscr{L}_{1} \rightarrow \mathscr{L}_{1}$ is defined by

$$
P_{\tau} f(x)=\frac{\mathrm{d}}{\mathrm{~d} x} \int_{\tau^{-1}|0 . x|} f(s) \mathrm{d} s
$$

where $\mathscr{L}_{1}$ is the space of Lebesque integrable functions on $I$. It is well known [1] that the function $f^{*} \in \mathscr{L}_{1}$ is invariant under $\tau$, i.e.,

$$
\begin{equation*}
\int_{\tau^{-1}(A)} f(s) \mathrm{d} s=\int_{A} f(s) \mathrm{d} s, \tag{1}
\end{equation*}
$$

where $A$ is any Lebesque measurable set of $I$, if and only if $f *$ is a fixed point of $P_{\tau}$. By $\tau^{-1}(A)$ we mean the set $\{x \in I: \tau(x) \in A\}$.
For $\tau \subset \mathscr{C}$ it is shown in [2] that

$$
M_{\tau}=\left.P_{\tau}\right|_{\mathscr{L}},
$$

where $\mathscr{L} \subset \mathscr{L}_{1}$ is the space of step functions on the partititon defined by $a_{0}<a_{1}$ $<\ldots<a_{n-1}<a_{n}$. If the matrix $M_{\tau}$ has 1 an eigenvalue, then the associated nonnegative eigenvector $\pi(x)$, viewed as a step function on $\left[a_{0}, a_{n}\right]$, is an invariant density under $\tau$, i.e., (1) is satisfied for $\pi(x)$, and

$$
\pi M_{\tau}=P_{\tau} \pi(x)
$$

where $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right), \pi_{i}=\left.\pi(x)\right|_{\left|a_{i-1}, a_{i}\right|}$.
4. Existence of absolutely continuous invariant measure for general random maps. Let $\tau: I \rightarrow I$ be a non-singular transformation, and let $X$ be a random variable on $I$ with probability density function $f \in \mathscr{L}_{1}(I)$. Then the random variable $\tau(X)$ has a probability density function (by virtue of the Radon-Nikodyn Theorem) and it is given by $P_{\tau} f$, where $P_{\tau}$ is the Frobenius-Perron operator defined in section 2.

Consider now the stationary stochastic process defined by

$$
\begin{equation*}
X_{n+1}=\alpha \tau\left(X_{n}\right)+(1-\alpha) \gamma\left(X_{n}\right) \tag{2}
\end{equation*}
$$

where $\tau$ and $\gamma$ are non-singular transformations from $I$ into $I$ and $\alpha$ is a random variable which assumes the value 1 with probability $0 \leq \lambda \leq 1$ and the value 0 with probability $1-\lambda$. Then

$$
\begin{aligned}
\operatorname{Prob}\left\{X_{n+1} \leq x\right\} & =\operatorname{Prob}\left\{\alpha \tau\left(X_{n}\right)+(1-\alpha) \gamma\left(X_{n}\right) \leq x\right\} \\
& =\operatorname{Prob}\left\{\alpha \tau\left(X_{n}\right)+(1-\alpha) \gamma\left(X_{n}\right) \leq x \mid \alpha=1\right\} \operatorname{Prob}\{\alpha=1\} \\
& +\operatorname{Prob}\left\{\alpha \tau\left(X_{n}\right)+(1-\alpha) \gamma\left(X_{n}\right) \leq x \mid \alpha=0\right\} \operatorname{Prob}\{\alpha=0\}
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\operatorname{Prob}\left\{X_{n+1} \leq x\right\}=\lambda \operatorname{Prob}\left\{\tau\left(X_{n}\right) \leq x\right\}+(1-\lambda) \operatorname{Prob}\left\{\gamma\left(X_{n}\right) \leq x\right\} \tag{3}
\end{equation*}
$$

Let $X_{n}$ have probability density function $f$. Differentiating both sides of (3), we get:

$$
\mathscr{P}_{\lambda} f(x)=\lambda P_{\tau} f(x)+(1-\lambda) P_{\gamma} f(x),
$$

where $\mathscr{P}_{\lambda} f$ denotes the probability density function of $X_{n+1}$. A fixed point of $\mathscr{P}_{\lambda}$ can
therefore be interpreted as the density of the stationary measure for the stochastic process (3).

Definition: A transformation $\tau: I \rightarrow I$ is piecewise $C^{2}$ if there exists a partition $0=$ $a_{0}<a_{1}<\ldots<a_{p}=1$ of $I$ such that for each integer $i=1, \ldots, p$, the restriction $\tau_{i}$ of $\tau$ to $\left(a_{i-1}, a_{i}\right)$ is a $C^{2}$ function which can be extended to the closed interval $\left[a_{i-1}\right.$, $a_{i}$ ] as a $C^{2}$ function. $\tau$ need not be continuous at the points $\left\{a_{i}\right\}$. The following result is a special case of Theorem 1 of [6].

Lemma 1. Let $\tau$ and $\gamma$ be nonsingular, piecewise $C^{2}$ transformations from I into I. If $\inf \left|\left(\tau^{k}\right)^{\prime}(x)\right|>1$ and $\inf \left|\left(\gamma^{\prime}\right)^{\prime}(x)\right|>1$ for some integers $k$ and $l$, then $\mathscr{P}_{\lambda}=\lambda P_{\tau}+$ $(1-\lambda) P_{\gamma}$ has a fixed point $f^{*} \in \mathscr{L}_{1}$ for each $0 \leq \lambda \leq 1$.
5. Special random maps. For any piecewise $C^{2}$ map $\tau: I \rightarrow I$, it can be shown that $P_{\tau}$ has the following representation [1]:

$$
\begin{equation*}
P_{\tau} f(x)=\sum_{i=1}^{n} f\left(\psi_{i}(x)\right) \sigma_{i}(x) \chi_{i}(x) \tag{4}
\end{equation*}
$$

where $\psi_{i}=\tau_{i}^{-1}, \sigma_{i}(x)=\left|\psi_{i}^{\prime}(x)\right|$ and $\chi_{i}$ is the characteristic function of the interval $J_{i}=\tau_{i}\left(I_{i}\right),\left\{I_{i}\right\}_{i=1}^{n}$ being the subintervals of the partition for which $\tau$ is piecewise $C^{1}$.

Lemma 2. Let $\tau, \gamma \in \mathscr{C}$ have a common Markov partition $\mathscr{F}=\left\{I_{i}\right\}_{i=1}^{n}$ of $I$ and let $\alpha=\inf \left|\tau^{\prime}(x)\right|>1, \beta=\inf \left|\gamma^{\prime}(x)\right|>1$. Then every fixed point $\pi(x)=\pi_{\lambda}(x)$ of $\mathscr{P}_{\lambda}$ $=\lambda P_{\tau}+(1-\lambda) P_{\gamma}, 0 \leq \lambda \leq 1$, is a step function on $\mathscr{F}$.

Proof: Fix $0 \leq \lambda \leq 1$, using (4), we obtain:

$$
\lambda \sum_{i=1}^{n} \pi\left(\tau_{i}^{-1}(x)\right) \frac{1}{\left|\tau_{i}^{\prime}(x)\right|} \chi_{\tau_{i}\left(l_{i}\right)}(x)+(1-\lambda) \sum_{i=1}^{n} \pi\left(\gamma_{i}^{-1}(x)\right) \frac{1}{\left|\gamma_{i}^{\prime}(x)\right|} \chi_{\gamma_{i}\left(l_{i}\right)}(x)=\pi(x)
$$

Notice that $\left|\tau_{i}^{\prime}(x)\right|$ and $\left|\beta_{i}^{\prime}(x)\right|$ are both constant on $I_{i}$, since $\tau, \gamma \in \mathscr{C}$. Now let $I_{k}$ be any interval of the partition $g$ and let $x, y \in I_{k}$ be distinct and fixed. Then $\chi_{\tau_{i}\left(l_{i}\right)}(x)=\chi_{\tau_{i}\left(I_{i}\right)}(y)$ for all $i$ and $\chi_{\gamma_{i}\left(l_{i}\right)}(x)=\chi_{\gamma_{i}\left(I_{i}\right)}(y)$ for all $i$. Thus,

$$
\begin{aligned}
\pi(x)-\pi(y) & =\sum_{i=1}^{n} \frac{1}{\left|\tau_{i}^{\prime}\right|}\left[\pi\left(\tau_{i}^{-1}(x)\right)-\pi\left(\tau_{i}^{-1}(y)\right)\right] \chi_{\tau_{i}\left(c_{i}\right)}(x) \\
& +(1-\lambda) \sum_{i=1}^{n} \frac{1}{\left|\gamma_{i}^{\prime}\right|}\left[\pi\left(\gamma_{i}^{-1}(x)\right)-\pi\left(\gamma_{i}^{-1}(y)\right)\right] \chi_{\gamma_{i}\left(i_{i}\right)}(x)
\end{aligned}
$$

Let $i_{1}$ vary over all integers $i \in\{1,2, \ldots, n\}$ such that $x \in \tau_{i}\left(I_{i}\right)$ and let $j_{1}$ vary over all integers $i \in\{1,2, \ldots, n\}$ such that $x \in \gamma_{i}\left(I_{i}\right)$. Then,

$$
\begin{aligned}
\pi(x)-\pi(y) & =\lambda \sum_{i_{1}} \frac{1}{\left|\tau_{i_{2}}^{\prime}\right|}\left[\pi\left(\tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{i_{1}}^{-1}(y)\right)\right] \\
& +(1-\lambda) \sum_{j_{1}} \frac{1}{\left|\gamma_{j_{1}}^{\prime}\right|}\left[\pi\left(\gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\gamma_{j_{1}}^{-1}(y)\right)\right]
\end{aligned}
$$

Similarly, for each $i_{1}$ and $j_{1}$,

$$
\begin{aligned}
\pi\left(\tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{i_{1}}^{-1}(y)\right) & =\lambda \sum_{i_{2}} \frac{1}{\left|\tau_{i_{2}}^{\prime}\right|}\left[\pi\left(\tau_{i_{2}}^{-1} \tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{i_{2}}^{-1} \tau_{i_{1}}^{-1}(y)\right)\right] \\
& +(1-\lambda) \sum_{i_{2}} \frac{1}{\left|\gamma_{j_{1}}^{\prime}\right|}\left[\pi\left(\gamma_{j_{2}}^{-1} \tau_{i_{1}}^{-1}(x)\right)-\pi\left(\gamma_{j_{2}}^{-1} \tau_{i_{1}}^{-1}(y)\right)\right]
\end{aligned}
$$

where $i_{2}$ varies over all integers $i \in\{1,2, \ldots, n\}$ such that $\tau_{i_{1}}^{-1}(x) \in \tau_{i}\left(I_{i}\right)$ and $j_{2}$ varies over all integers $i \in\{1,2, \ldots, n\}$ such that $\tau_{i_{1}}^{-1}(x) \in \gamma_{i}\left(I_{i}\right)$. In an identical manner, we get,

$$
\begin{aligned}
\pi\left(\gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\gamma_{j_{2}}^{-1}(y)\right) & =\lambda \sum_{l_{2}} \frac{1}{\left|\tau_{l_{2}}^{\prime}\right|}\left[\pi\left(\tau_{l_{2}}^{-1} \gamma_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{l_{2}}^{-1} \gamma_{j_{1}}^{-1}(y)\right)\right] \\
& +(1-\lambda) \sum_{k_{2}} \frac{1}{\left|\gamma_{k_{2}}^{\prime}\right|}\left[\pi\left(\gamma_{k_{2}}^{-1} \gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\gamma_{k_{2}}^{-1} \gamma_{j_{1}}^{-1}(y)\right)\right] .
\end{aligned}
$$

Therefore, letting $\rho=\max (\alpha, \beta)$

$$
\begin{aligned}
|\pi(x)-\pi(y)| & \leq \frac{\lambda}{\rho} \sum_{i_{1}}\left|\pi\left(\tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{i_{1}}^{-1}(y)\right)\right| \\
& +\frac{(1-\lambda)}{\rho} \sum_{j_{1}}\left|\pi\left(\gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\gamma_{j_{1}}^{-1}(x)\right)\right| \\
& \leq \frac{\lambda^{2}}{\rho^{2}} \sum_{i_{1}} \sum_{i_{2}}\left|\pi\left(\tau_{i_{2}}^{-1} \tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{i_{2}}^{-1} \tau_{i_{1}}^{-1}(y)\right)\right| \\
& +\frac{\lambda(1-\lambda)}{\rho^{2}} \sum_{i_{1}} \sum_{j_{2}}\left|\pi\left(\tau_{j_{2}}^{-1} \tau_{i_{1}}^{-1}(x)\right)-\pi\left(\tau_{j_{2}}^{-1} \tau_{i_{1}}^{-1}(y)\right)\right| \\
& +\frac{(1-\lambda) \lambda}{\rho^{2}} \sum_{j_{1}} \sum_{l_{2}}\left|\pi\left(\tau_{l_{2}}^{-1} \gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\tau_{l_{2}}^{-1} \gamma_{j_{1}}^{-1}(y)\right)\right| \\
& +\frac{(1-\lambda)^{2}}{\rho^{2}} \sum_{j_{1}} \sum_{k_{2}}\left|\pi\left(\gamma_{k_{2}}^{-1} \gamma_{j_{1}}^{-1}(x)\right)-\pi\left(\gamma_{k_{2}}^{-1} \gamma_{j_{1}}^{-1}(y)\right)\right| .
\end{aligned}
$$

Continuing this procedure $M$ times we see that

$$
\begin{equation*}
|\pi(x)-\pi(y)| \leq \sum_{m=0}^{M}\binom{M}{m} \lambda^{m} \frac{1}{\rho^{M}} L_{M} \tag{5}
\end{equation*}
$$

where each $L_{M}$ has the form:

$$
\sum_{s_{1}} \ldots \ldots \sum_{s_{M}}\left|\pi\left(\mu_{s_{M}}^{-1} \ldots \ldots \mu_{s_{1}}^{-1}(x)\right)-\pi\left(\mu_{s_{M}}^{-1} \ldots \ldots \mu_{s_{1}}^{-1}(y)\right)\right|
$$

with $\mu_{s_{k}}=\tau_{s_{k}}$ or $\gamma_{s_{k}}$. Now, for each $m=0,1, \ldots, M$,

$$
\left\{\left(\mu_{s_{M}}^{-1} \ldots \ldots \mu_{s_{1}}^{-1}(x), \mu_{s_{M}}^{-1} \ldots \ldots \mu_{s_{1}}^{-1}(y)\right\}_{s_{1}, s_{2}, \ldots, s_{M}}\right.
$$

is a collection of at most $n^{M}$ nonoverlapping intervals. Hence, for all $m$

$$
L_{M} \leq \stackrel{1}{\vee} \underset{0}{\vee} \cdot \pi
$$

Consequently, for any $M$,

$$
\begin{equation*}
|\pi(x)-\pi(y)| \leq \frac{1}{\rho^{M}} \underset{0}{\bigvee} \pi \tag{6}
\end{equation*}
$$

Since $\rho>1$ and $\pi$ is of bounded variation, (7) implies that $\pi(x)=\pi(y)$, i.e. $\pi$ is constant on $I_{k}$. Q.E.D.

Theorem 1. Let $\tau, \gamma \in \mathscr{C}$ have a common Markov partition $\mathscr{f}=\left\{I_{i}\right\}_{i=1}^{n}$ with $\inf \left|\tau^{\prime}\right|$ $>1$ and $\inf \left|\gamma^{\prime}\right|>1$. Let $A$ and $B$ be the Markov matrices induced by $\tau$ and $\gamma$, respectively. Then the density of every invariant measure of the random Markov map

$$
\alpha \tau(x)+(1-\alpha) \gamma(x),
$$

where $\alpha$ is a $0-1$ random variable with $\operatorname{Prob}\{\alpha=1\}=\lambda$, is a step function $\pi(x)$ on $\mathscr{F}$, and the vector $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right\}, \pi_{i}=\left.\pi(x)\right|_{i}$ is a left eigenvector of the matrix

$$
\mathscr{C}_{\lambda}=\lambda A+(1-\lambda) B
$$

Proof: Let $S \subset \mathscr{L}_{1}$ denote the step functions on the partition $\mathscr{I}$ of $I$. Then

$$
\begin{aligned}
\mathscr{P}_{\lambda \mid s} & =\lambda P_{\tau \mid S}+(1-\lambda) P_{\gamma \mid S} \\
& =\lambda A+(1-\lambda) B
\end{aligned}
$$

By virtue of Lemma $1, \mathscr{P}_{\lambda}$ admits a fixed point $\pi(x) \geq 0$. In view of Lemma 2, we know that $\pi \in S$. Hence $\pi$, viewed as a vector of $\mathscr{\mathscr { L }}$, must be a left-eigenvector of $\mathscr{C}_{\pi}$. Q.E.D.

Corollary 1: If $\mathscr{C}_{\pi}$ is irreducible, $\pi$ is unique (up to constant multiples).
Proof: Since $A$ and $B$ are similar to stochastic matrices, $r(A)$, the spectral radius of $A$, is 1 , and $r(B)=1$. It is easy to show that $r\left(C_{\lambda}\right)=1$. Thus $\pi$ is an eigenvector associated with the maximal eigenvalue. It then follows from the Perron-Frobenius Theorem that $\pi$ is unique (up to constant multiples).

Remark: The foregoing analysis can be easily generalized to $n$ maps on the interval.
Example: Let $\tau, \gamma:[0,1] \rightarrow[0,1]$, defined on the common Markov partition $\mathscr{D}=$ $\{0,1 / 3,2 / 3,1\}$, be as shown in Figure 2. Since there are more than two discontinuities in the derivatives for both maps, Cor. 7 of [6] does not yield uniqueness. On the given partition, $\tau$ and $\gamma$ induce the Markov matrices


Figure 2.

$$
A=\left(\begin{array}{cccc}
1 / 3 & 1 / 3 & 1 / 3 & 1 / 3 \\
1 / 3 & 1 / 3 & 0 & 0 \\
0 & 0 & 1 / 3 & 1 / 3 \\
1 / 3 & 1 / 3 & 1 / 3 & 1 / 3
\end{array}\right) \quad B=\left(\begin{array}{cccc}
1 / 2 & 1 / 2 & 1 / 2 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
1 / 2 & 0 & 0 & 0 \\
1 / 3 & 1 / 3 & 1 / 3 & 0
\end{array}\right)
$$

respectively. By Corollary 1 , we know that for any $0 \leq \lambda \leq 1, C_{\lambda}=\lambda A+(1-\lambda) B$ has a unique non-negative eigenvector $\pi$ associated with the eigenvalue 1 . For $\lambda=1 / 2$,

$$
C_{\lambda}=\left(\begin{array}{cccc}
1 / 6 & 5 / 6 & 5 / 6 & 5 / 6 \\
1 / 6 & 5 / 12 & 1 / 4 & 0 \\
1 / 4 & 0 & 1 / 6 & 1 / 6 \\
1 / 3 & 1 / 3 & 1 / 3 & 1 / 3
\end{array}\right)
$$

The normalized left eigenvector for the eigenvalue 1 is $\pi_{1 / 2}=3 / 29(12,16,16,1)$.
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