
GRAPH THEORY AND PROBABILITY. II 

P. ERDOS 

Define f(k, I) as the least integer so t h a t every graph having f(k, I) vertices 
contains either a complete graph of order k or a set of / independent vertices 
(a complete graph of order k is a graph of k vertices every two of which are 
connected by an edge, a set of / vertices is called independent if no two are 
connected by an edge). 

Throughou t this paper ci, c2, . . . will denote positive absolute cons tants . I t 
is known (1 , 2 ) t h a t 

(1) / 1 + c l < / ( 3 , / ) < et1) . 
and in a previous paper (3) I s ta ted t h a t I can prove t h a t for every e > 0 
and / > /(e), / ( 3 , /) > l2~e. In the present paper I am going to prove t h a t 

(2) W>»>S?' 
T h e proof of / ( 3 , I) > /1+Cl was by an explicit construct ion. I can only 

prove (2) by a probabilistic a rgument , and I cannot explicitly const ruct a 
graph which satisfies it. T h e method used in the proof of (2) will be a com
bination of t h a t used in (3) with t h a t in my recent paper (4) with Rényi . I t 
is possible t h a t (2) can be s t rengthened t o / ( 3 , /) > c^l2, bu t it seems impossible 
to improve (2) by the methods of this paper 

T H E O R E M . Let A be a fixed, sufficiently large number. Then for every n > n0 

there is a graph ® having n vertices, which contains no triangle and which does 
not contain a set of [Analog n] = x independent vertices. 

Clearly our theorem implies (2). 

T o prove the theorem p u t y = [nd/2/A1/2]. Denote by ®(n) the complete 

graph of n vertices and by © ( z ) any of its complete subgraphs having x ver

tices. Clearly we can choose @(a:) in f ) ways. Let 

(3) ®, a j 

be an a rb i t ra ry subgraph of @(w) having y edges (we use the nota t ions of 
(3)) . Now we need 
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L E M M A 1. Almost all @a
(w) have the property that for every @(x) there is an 

edge ea,x contained in both ®Jn) and ®^x\ which is not contained in any triangle 
whose edges are in ®a

(n) and whose third vertex is not in ®(x). 

' 'Almost al l" here means for all bu t o(t) graphs ®a
{n). We could prove 

Lemma 1 even if we would omit the words "and whose third vertex is not 
in ® ( a V' bu t the proof would become very much more complicated, and 
Lemma 1 suffices for the proof of our theorem. 

T h e proof of Lemma 1 will be difficult and we postpone it. Assume t h a t 
the Lemma has already been proved, then it is easy to prove our theorem. 
Let ®a

(n) be one of the graphs which satisfy Lemma 1. We construct a sub
graph ®a

(n) as follows: Let ei(a\ e2
(a), . . . , e}/

(a) be an arbi t rary enumerat ion 
of the edges of ®a

w. We pu t e^ C ®«(n) and we have ek
M C ®a(n) (1 < k < y) 

if and only if elc
(a) does not form a triangle with the edges eT

(a\ 1 < r < k 
which we had already pu t in ®Jn). ®a

(n) has n vertices, contains no triangle, 
and does not contain a set of x independent vertices. T h e first two s ta tements 
are obvious; now we prove the third one. I t will suffice to show t h a t for 
every ®(x) ®{x) C\ ®a

(n) is not empty . Consider the edge ea,x = eT (see Lemma 1), 
if it is contained in ®Jn) our s ta tement is proved, if not there must exist a 
triangle eu ej, eT (i < r, j < r ) , whose edges are all in ®a

(n). Bu t by Lemma 1 
the third vertex of this triangle must be also in ®(x\ thus et C ®{x), e3- C ®(x\ 
or et and eû are both in @(3;) C\ ®a

(n\ This completes the proof of our third 
s ta tement , and thus if we pu t ®a

(n) = @ the proof of our theorem is complete. 
If we had proved Lemma 1 in the stronger form without the words "and 

whose third vertex is not in ©(*)," we could have defined ©a
(n ) as the union 

of those edges of @«(w) which are not contained in any triangle of ©a
(n ) . 

T o complete our proof we now have to prove Lemma 1. First we need 
some lemmas. Denote by Ea(®

{x)) the number of edges in ©a
(w) connecting 

the vertices in @(a;) with the vertices not in ©(2;). 

L E M M A 2. For almost all &a
(n) we have 

(4) m a x £ a ( @ ( l ) ) < [n'z] = m, 

where the maximum is taken over all the f J possible choices of @(:r). 

We could easily prove the lemma with (1 + o(l))2A*n, bu t (4) will suffice 
for our purpose. 

T h e number yi(m) of as for which (4) is not satisfied is not greater than 

<«> »w < ( : )K; x,)(® " ") < Q(")(® " ") • 
\ y — m / \ y — m / 

T o prove (5) observe t h a t there are ( J choices for ®(x\ and the number 

of edges in @(w) connecting the vertices of @(J) with those not in ®{x) is 
x(n — x). T h u s (5) follows by a simple combinatorial argument . 
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In estimating binomial coefficients we will make use of the following simple 
inequalities 

<•> (:)<£<(?)'• 

and 

( - ) 
(8) i ^ = ~^r>3 f o r K > 3 -

From (5), (6), (7), and (8) we have (by substituting the values of x, y, and 
m) 

»«/«<4v)"(É)"<*fe)"-*>-
which proves the lemma. 

LEMMA 3. For almost all &a
(n) the degree of every vertex of &a

(n) is less than 

By a theorem of Rényi and myself (4) it follows that p can be replaced by 

(1 + o ( D ) 2 ( f ) 2 , 

but the weaker result will suffice here. 
The number of as for which the condition of Lemma 3 is not satisfied is, 

by a simple combinatorial argument, less than 

<rtl-/)<-®((?.v). 
(since the number of @a

(w) for which a given vertex has degree > p is 

(rit:) y - P 

and there are n possible choices for this vertex). From (6), (7), and (8), we 
have 

-©(©-/)/•<-fer <-(ï)--^ 
which proves the lemma. 
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Put 
(9) 
and 

(10) 

z{ = [2*4'" log n], 0 , 1 , 

w< 

Wi = 

n 

n 

for 0 < i < - log n 

for - log n < i. 

We shall say that ®a
in) has property Pt if there exists a &(x) and an i > 0 so 

that there are at least wt vertices not contained in @(2), each of which is 
connected in @«(w) with at least zt vertices of @{x). 

LEMMA 4. The number of graphs &Jn) which have property Pi for some i 
is o(t). 

Since by Lemma 3 we can assume that the degree of every vertex of &a
{n) 

is less than p, we can assume that for sufficiently large A 

ai) 2'.r"iiogw <p w% J • or 2* < 
A log n ' 

Thus there are less than log n choices of i, and it will suffice to show that 
for every i satisfying (11) the number of a s for which ®a

(n) satisfies Pt is 
o(t/\ogn). Denote by 311 the number of as for which &a

(n) satisfies P*. A 
simple combinatorial argument shows that 

WiZ^ 

(12) ».<(;)(v)(:,r(("2) 

\ y — WiZt 

( J ways of choosing ®(x)\ ( J 

To see (12) observe that there are I I ways ot choosing isr*'; l l ways 

of choosing the wt vertices not in ®{x), which are connected with at least zt 

/x\Wi 

vertices of @(a;); I I ways of choosing the vertices in &(x\ with which the W 
Wt vertices not in @(:r) are connected in @«(w). For the remaining y — wtZi 
edges of &a

(n) there are clearly 
'<n\ 

y — wtXi I 

choices; thus (12) is proved. From (12), (6), (7), and (8) we have, by 
xy < A1 n2 log n, 

— wtZi 

(13) 

Wi 

x-\-w% 

ex;)e,)f ;) -
\ y — WiZt 

Ao î* log «y*" 

\ztn / 
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Now 22 ' > n since zt > [.42/3log«]. Thus 2WiZi > nw% hence from (13), by 
substituting zt = [2iA2/3 log n], we have for sufficiently large A 

(14) a, < „.(|o^)-' < ^ ) « « . 

Assume first 0 < i < J log n. Then from (9) and (10) we have 

(15) wtzt > 2i(i ^2 > n*. 

From (14) and (15) we have (exp u = eu) 

(16) y < nx exp{-n l log 2) = o Q j . 

Assume next i > J log n. From (9), (10), and (11) we have, by i < log n 
for sufficiently large A, 

(17) wtzt>^^n->A»%î\oën. 

Thus from (14) and (17), by 2i+1 > n1/10, 

Wi ^ Mx M r „ , ^3/2 *,, N2 / ^ N M (18) y < ̂ e x p ( - ^ d / V ( l o g w ) 7 1 0 ) = o l ^ 

for sufficiently large A. Equations (16) and (18) complete the proof of 
Lemma 4. 

LEMMA 5. Almost all ®a
(n) have the property that for every ®(x) there are more 

than i( 9 ) edges of &(x) which do not occur in any triangle, the other two sides 

of which are in ®a
{n) and whose third vertex is not in &(x\ 

We could prove Lemma 5 even if we omit the words "and whose third 
vertex is not in @(2V' but the proof would be more complicated and Lemma 5 
in its present form suffices for our purpose. 

Denote by ^i(o°, U2(a\ . . . , un-x
{a) the number of edges in &a

(n) which con
nect the n — x vertices of &(n) not in &(x) with the vertices of @(x). The 
number of edges of @)(x) which are contained in triangles the other two sides 
of which are in &a

(n) and whose third vertex is not in ®(x) is clearly at most 

n-x / («)\ 

§(?)• 
Thus to prove Lemma 5 it will suffice to show that for almost all a we have 
for every choice of &(x) 
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By Lemma 4 we can assume that ®a
(n) does not satisfy Pt for all i > 0. But 

then the number of indices j for which u/a) > z% is not greater than wt for 
all i > 0, or by (9) and (10) and WQ = n 

^ W22^4 / 3(logW)2 

where in 22 » 0 < i < T log w; and in ^ , - log n < i < log n 
l 4 2 4 

by (11). Thus, finally, from (20), 

n-x / (aA 

S (? ) 
2 

^ " 4 / 3 ^ 1 ^ ^ 2 _J_ A A*I*„(\^M\2 -^l% 
< ^A*l6n{\ognY + 4AV6n(\ognY < 2 y2 

for sufficiently large ^4, and this proves the lemma. 
Now we can prove Lemma 1. It suffices to consider those @Jn) which 

satisfy Lemmas 2 and 5 (since the number of the other graphs is o(t)). Let 
@(2:) be a fixed graph having x vertices. We are going to estimate the number 
of graphs &a

{n) which satisfy Lemmas 2 and 4 and which fail to satisfy Lemma 1 
with respect to @(x) (that is which do not contain an edge ea,x C ®(2° ^ @a(n), 
where ea,x is not contained in any triangle whose other two sides are in @a

(n) 

and whose third vertex is not in ©(a;)). Let us assume that we have already 
chosen the u edges ei{x\ e^x\ . . . , eu

{x) (u = ux) which connect (in @a
(w)) the 

vertices of ®{x) with the vertices not in ©(a;). Since Lemma 2 holds we have 
u < n4/3. The number of the ®a

{n) for which ei(x), e2
(a;), . . . , eu

{x) are all the 
edges which connect the vertices of ®{x) with those not in @(2;) clearly equals 

(21) l\2/ ^" "^Usft^. . . ,^) , 
y — u I 

since we have at our disposal ( J — %{n — x) edges and have to choose 

y — u of them. But by Lemma 5 there are at least è( 9 ) edges of ®(x) which 

do not form a triangle with any two of the e/s 1 < i < u, and if we put 
any of these edges in @«(w) Lemma 1 will be satisfied. Hence the number 
yi'(ei(x\ . . . , eu

(x)) of graphs, which do not satisfy Lemma 1 with respect to 
®(x) and for which the edges connecting the vertices of ®(x) with those not 
in ®<*> are ex

{x\ . . . , ejx\ satisfies (u < w4/3 < y/2 for n > n0(A)) 

(22) 5 W , . . . , O < I \ 2 / %{n %) 2 \2> 
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Thus from (21), (22), and (7), we have 

( 2 ) " X{n 

(23) ~W?\...M?)<
{ m 

21 - x(n 

2 \ » / 2 

2?) < 6 X P (^El) 
\ An) 

Since (23) holds for all choices of ei{x), . . . , eu
{x) which satisfy Lemmas 2 

and 4, we obtain that the number of ®a
{n) which satisfy Lemmas 2 and 4 

but do not satisfy Lemma 1 with respect to ®{x) is less than 

(24) '«p(-ê)-

Since these are ( J choices for @(a° we obtain from (24) and Lemmas 2 

and 4 that the number of graphs ©a
(w) which do not satisfy Lemma 1 is less 

than ( ( » ) < »•) 

/ \ / 2 \ / 2 \ 
I n\ i x y \ I % v \ 

\x) e X p \ 4»V + °^ K l 6XP(X l 0 g U) e X p \ 4 ^ V + 0{J/) 

= /exp(( l + 0(l))i4»*(log»)2) e x p [ - ( l + o(l))Az,2nh(\og »)2/4] + <>(') 

which completes the proof of Lemma 1. Thus our theorem is proved. 
The difficulty of trying to improve our theorem by the methods used in 

this paper is due to my belief that there exists a constant cz = Cz(A) so 
that almost all graphs ®a

(n) contain an independent set of \cin%n log n] ver
tices. I am unable at present to prove or disprove this conjecture. 
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