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Abstract. I review simulations of Co-rotating Interaction Regions (CIRs) in line-
driven stellar winds. Previous CIR models have been based on a local, Sobolev 
treatment of the line-force, which effectively suppresses the strong, small-scale in
stability intrinsic to line-driving. Here I describe a new "3-ray-aligned-grid" method 
for computing the nonlocal, smooth-source-function line-force in 2D models that do 
include this line-driven instability. Preliminary results indicate that key overall fea
tures of large-scale CIRs can be quite similar in both Sobolev and non-Sobolev 
treatments, if the level of instability-generated wind structure is not too great. 
However, in certain models wherein the unstable self-excitation of wind variability 
penetrates back to the wind base, the stochastic, small-scale structure can become 
so dominant that it effectively disrupts any large-scale, CIR pattern. 

1 Introduction 

Co-rotating Interaction Regions (CIRs) are the sprial-shaped density com
pressions that form from the interaction of higher and lower speed streams in 
the wind from a rotating star. CIRs have long been observed and studied in 
the solar wind, but Mullan (1984a,b; 1986) was the first to suggest them as 
a possible mechanism for producing variable absorption features in UV lines 
formed in the line-driven stellar winds from hot-stars. To be visible as direct 
variations in line-profiles formed from globally integrated radiative flux, the 
associated flow structure must be on a relatively large scale, on order the stel
lar radius; in these highly supersonic winds, this is of order v/vth ~S> 1 larger 
than the Sobolev length L = vth/(dv/dr), over which the mean flow speed 
v increases by a ion thermal speed vth- This suggests that the dynamical 
evolution of large-scale structure might be adequately simulated using the 
computationally efficient, local, CAK/Sobolev expression for the line force 
(Castor, Abbott, and Klein 1975; Sobolev 1960), and indeed this has been a 
key simplification in previous simulations of CIRs in line-driven winds (Cran-
mer and Owocki 1995, hereafter C096). A recent review (Owocki 1998) has 
summarized efforts to apply such Sobolev-theory CIR simulations towards 
modelling various types of line-profile-variability in hot-star winds, including 
both the classical, slowly evolving Discrete Absorption Components (DACs), 
and more recently identified Periodic Absorption Modulations (PAMs). 
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The central question I wish to address here is: To what degree is the 
derived CIR structure sensitive to this approximate Sobolev treatment of 
the line-force? One particularly important question regards the formation 
of pre-CIR velocity plateaus; C096 have been suggested these as a possible 
origin of DACs, but it is still not clear whether they might in fact be just 
an artifact of the (artificially?) fast inward wave propagation obtained in 
a Sobolev treatment (cf. Owocki and Rybicki 1986). Another issue regards 
the role of the strong, intrinsic, small-scale instability of line-driving; this is 
effectively suppressed in a Sobolev treatment (Owocki and Rybicki 1984), 
but, if included, it might substantially alter, or even entirely disrupt, any 
larger-scale CIR structure. 

In the next section (§2) I outline a newly developed, "3-ray-aligned-grid" 
approach for extending the nonlocal, "Smooth Source Functiorn" (SSF) line-
force method, used in previous ID instability simulations (Owocki 1991; 
Owocki and Puis 1996, 1998), into 2D models that can include both large-
scale CIRs and small-scale instability-generated structure. I then describe 
(§3) some initial, still preliminary results indicating that key Sobolev-model 
features (like velocity plateaus) can indeed still form, but only if the overall 
level of intrinsic variability initiated near the wind base is not too strong. I 
conclude (§4) with a brief summary discussion. 

2 3-Ray SSF Approach for 2D Instability Simulations 

A key aspect of line-driven-instability simulations regards the computation 
of the line force. For the instability-generated flow structure at scales near 
and below the Sobolev length, a local Sobolev approach fails completely. 
(See, however, Feldmeier 1998.) Instead, one must apply much more com
putationally expensive, integral forms that take approximate account of the 
inherently nonlocal scattering character of the radiative transfer for most im
portant driving lines. Owocki and Puis (1996, 1998) discuss various levels 
for approximating this nonlocal force, including the Smooth-Source-Function 
(SSF) approach that efficiently accounts for key effects (e.g. line-drag; see 
Lucy 1984) that control the level of instability. The line-force components 
are obtained from flux-weighted moments of nonlocal escape functions, each 
of which requires spatial integrations to obtain the optical depth over a wide 
range of line frequencies, nested within a frequency averaging over the line-
profile. The computational requirements of evaluating such nested, nonlocal 
force integrations at each time-step of a hydrodynamical model have till now 
limited simulations of wind structure to just a ID temporal evolution in ra
dius, effectively suppressing, quite artificially, any lateral variations. 

In developing multidimensional instability models that include lateral 
structure, a central challenge is thus to develop an approach for efficient 
evaluation of these escape integrals over a suitable collection of directional 
rays. As an initial approach, I have been experimenting with an approximate 
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3-ray SSF method for computing the nonlocal line-force in 2D wind mod
els in radius r and azimuth (j). At any given grid point, the nonlocal escape 
probabilities are evaluated along one radial ray, plus two nonradial rays on 
opposite sides of the radial direction, set always to have a fixed impact pa
rameter p < R* toward the stellar core. A key trick is to choose the radial 
spacing so that each nonradial ray intersecting a grid point with indices {i, j) 
will also intersect other grid points {i ±n,j± n}, for integer n > 1. This 
avoids the need to carry out a conceptually complex and computationally 
costly interpolation between a (p, z) ray grid for the radiation transport, and 
the (r, 4>) grid for the hydrodynamics (cf. Figures la and lb). For uniform 
azimuthal spacing A<f>, such ray alignment occurs for radial grids satisfying 

r . = l . (l) 
cos \iA4> + arccos(p/i?»)] 

Figure 1 illustrates the grid and ray alignment for A<j> = 5° (= 7r/36 = 0.089 
rad) and p/R* = \/ol>. Through spatial integration along the 3 such rays 
for each of the Nj, azimuthal zones, one obtains a "6-stream" description 
(i.e. in 2 directions along each of the 3 rays) for the required nonlocal escape 
probabilities from each of the Nr x NQ grid nodes. 

The escape along the two nonradial rays provides a rough treatment of the 
lateral radiation transport. Because these rays are restricted to always impact 
within the stellar core radius (p < R„), they are best suited for approximating 
the direct component of the line-force; but in the crucial wind-acceleration 
region near the star, they have a substantial azimuthal component, and so 
also provide a rough approximation of the azimuthal part of the diffuse line-
force, including, for example, the important lateral "line-drag" effect that is 
predicted to strongly damp small-scale azimuthal velocity variations (Rybicki 
et al. 1990). As the rays become increasingly radial at larger radii, this ca
pacity to approximate the lateral, diffuse radiation is lost, but the 3 rays still 
provide a quite accurate representation of the finite-disk form for the direct 
line-force. A more serious limitation arises from the severe loss of radial res
olution at large radii, as demonstrated by the radial/azimuthal grid aspect 
ratio, 

/\r-

—h « V(nM2 - 1, (2) 
which increases as ri/p at large radii. This means that small-scale radial 
structure can be relatively well-resolved in the inner wind, but then becomes 
strongly damped by grid-averaging in the outer wind. 

^From the frequency-dependent optical depth along the 3 rays, one can 
obtain the corresponding integral escape probabilities in the outward and 
inward directions, and then from the flux moment of these, compute the direct 
and diffuse contributions to the line-force. (See eqs. 65 and 67 of Owocki and 
Puis 1996.) In addition to the radial line-force that drives the wind outflow, 
there is, in general, a nonzero azimuthal force component as well. In a rotating 
wind, this can arise even when the wind itself is axially symmetric, because 
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Fig. 1. a.) Illustration of 3-rays with p/R* = 0, ±\/olS spaced azimuthally every 
A(j> = 5°, together with the radial grid spacing (dashed arcs) that aligns the rays to 
intersect multiple (r, <f>) grid nodes; this allows very efficient evaluation of the ray 
escape integrals needed for computation of the SSF line-force in 2D wind models, 
b.) Contrasting the much greater complexity of a nonaligned ray-grid with about 
the same total number of rays, now with a coarser azimuthal resolution A(j> — 15°, 
but spaced every Ap = Ar = R,/2 over the full model range 0 < p < 3i?»; the 
chaotic, nonaligned ray intersection means that extensive interpolation would be 
needed both to carry out (p, z) ray integrations, and then to apply these toward 
computing the line-force on the (r, <f>) hydro grid. 

the different velocity gradients in the prograde and retrograde directions still 
imply a corresponding asymmetry in the escape probabilities (Grinin 1978). 
The resulting torque can lead to a moderate (~ 20 - 30%) spin-down of the 
wind rotation. (See, e.g., figure 3 in Owocki et al. 1998.) 

3 Prel iminary Results of 3-Ray SSF Models of CIRs 

Following the general approach introduced by C096, CIRs and other az
imuthal wind variations are induced here by enhancing the wind driving 
from an isolated, bright spot on the rotating stellar surface. However, whereas 
C096 took the line-force to be strictly radial, with a fixed enhancement fac
tor given by the relative proximity to the spot, the simulations here compute 
both radial and azimuthal components of the line-force directly from the 
3-ray quadrature (with the surface brightness contribution to each ray ap
propriately averaged to account for the larger angle range visible from greater 
heights). In addition to the overall spindown effect noted above, there is now 
also an azimuthal line-force contribution directed away from the bright spot. 
The models here invoke a spot with amplitude and width similar to the 
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Fig. 2. Radial variation of radial velocity along selected azimuthal angles in 
spot-induced CIR models, with line-force treatments based on (a.) the local, 
CAK/Sobolev method, and the 3-ray SSF method with (b.) p/R, = V&5 and 
no azimuthal forces, and (c.) p/R, = %/0i8, including azimuthal forces. 

"standard bright spot model" of C096, with, however, a horizontal period
icity of just 45° (vs. 180°), simply to reduce computational expense. This 
azimuthal range is divided into N$ = 157 azimuthal zones of equal width, 
A/>:= 0.005 rad = 0.287°. 

Below I compare results of a CAK/Sobolev CIR simulation ("Model A") 
with two representative SSF models ("B" and "C") distinguished by the 
relative weighting of the lateral transport. Model B neglects the azimuthal 
force, and uses a moderate impact parameter p/R* — \/fh5. Model C includes 
the azimuthal force, and uses a larger impact parameter p/R, = \Ah8 that 
gives greater weight to the lateral radiation. The lower boundary r = R* 
begins with horizontal/azimuthal grid aspect ratios of 1 and 1/2 for models 
A and B, which require respectively Nr = 200 and Nr = 141 radial zones to 
reach the assumed maximum model radius Rmax ~ SR»- As in C096, the 
stellar and wind parameters are chosen to represent a standard O-supergiant 
(e.g. £ Pup) with rotation speed, vrot = 200 km/s. 

Figure 2 compares results for the radial variation of radial velocity along 
selected aziumthal angles in various spot-induced CIR models. Panel (a) 
shows the characteristic structure of the CAK/Sobolev model A, with a 
nearly flat velocity plateaus upwind from the velocity minima that signify 
the dense CIR, extending back to a velocity gradient discontinuity, or "kink", 
that marks the connection to the unperturbed, outward-accelerating wind. As 
discussed in C096, this weak, kink discontinuity propagates inward (relative 
to the wind outflow) at a characteristic speed c_ « — v that is nearly as fast 
as the local outflow speed v, yielding a quite slow net outward propagation in 

https://doi.org/10.1017/S025292110007216X Published online by Cambridge University Press

https://doi.org/10.1017/S025292110007216X


Co-rotating Interaction Regions and Line-Driven Instability 299 

Fig. 3. 2D grey-scale representation of the density variation in the same three CIR 
models depicted in figure 2. 

the fixed stellar frame. The slowly evolving flat velocity plateau that forms 
between the kink and the CIR moreover gives rise to an overall line-profile 
variability that has many of the observed characteristics of slowly evolving 
DACs (C096). 

Figure 2b shows that the corresponding 3-ray SSF model B has a roughly 
similar overall velocity variation, including extended velocity plateaus. In 
fact, apart from some moderate waviness in the velocity, there is little of the 
small-scale structure expected from the line-driven instability. By contrast, 
analogous ID models typically show extensive, intrinsic wind structure within 
about i?*/2 from the stellar surface, even without any explicit perturbations. 
As discussed by Owocki and Puis (1998), this is apparently the consequence 
of backscattered radiation from the structured outer wind "self-seeding" per
turbations at the wind base, which are then amplified by the strong insta
bility growth. The lack of such self-seeded structure here is likely an artifact 
of the rapidly increasing radial grid spacing, which smooths out small-scale 
variations in the outer wind, effectively breaking the self-excitation cycle. 

Remarkably, figure 2c shows that the 3-ray SSF model C with g<p ^0 and 
just a slightly different grid parameterization has a dramatically different 
velocity structure, dominated by small-scale instability variation throughout 
the wind, including right down to the wind base. This effectively destroys 
any large-scale features, including the extended velocity plateaus. 
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Figures 3 a-c show 2D grey-scale plots of the corresponding density vari
ation, measured logarthmically relative to the azimuthal average. The clear 
spiral CIR pattern of the CAK/Sobolev spot model in panel (a) is still quite 
apparent in the somewhat more variable 3-ray SSF model in panel (b); but 
again this large-scale CIR pattern is almost completely disrupted by the ex
tensive small-scale structure arising in the intrinsically unstable case in panel 
(c). 

Other simulation models we have run indicate that both the inclusion of 
the azimuthal force and the larger lateral ray impact parameter tend to in
crease the intrinsic variability, with the latter being the stronger effect. The 
reasons for this are still unclear, and indeed run contrary with the expecta
tion from 3D linear stability analyses (Rybicki et al. 1990) that indicate the 
diffuse lateral line-force should dampen azimuthal velocity variations, and so 
presumably stabilize the flow. 

4 Summary Discussion 

I caution that the results presented here are still very preliminary. Because 
the reasons for the marked difference in the level of intrinsic, small-scale 
variability are still unclear, it is not yet possible to say which of these two ex
treme scenarios is more likely to represent conditions in actual stellar winds. 
Nonetheless these results do point to two tentative new conclusions. 1.) The 
formation of pre-CIR velocity plateaus is not strictly an artifact of using a 
CAK/Sobolev form for the line-force. 2.) However, such plateaus, and in
deed the entire large-scale CIR structure, can be completely disrupted if the 
level of small-scale, intrinsic instability becomes too strong. In this sense, 
the 3-ray SSF method introduced here has, despite its still very approximate 
nature, provided some intriguing first insights into the dynamical processes 
that control the multidimensional and multiscale structure that likely exists 
in the highly unstable and highly variable line-driven stellar winds from hot, 
luminous stars. 
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Discussion 

T. Rivinius: Can the spin-down in the wind account for detached Be star 
disks? 
S. Owocki: No, the effect only works on outwardly accelerating flows. There 
is no effect for material in a stable Keplerian disk. 

A. Feldmeier: You mentioned that an inward propagating perturbation is 
only expected when the diffuse force is included in the calculation. Would 
you expect that the inward propagating velocity plateau in your CIR model 
disappears when using the pure absorption line force? 
S. Owocki: In principle, I would expect this to be the case, because the pure 
absorption model does not allow inward propagation of information faster 
than the sound speed. However, because of the very strong instability of the 
pure-absorption case, including base variability associated with the degener
acy of the overall wind solution (see Poe et al., 1990, ApJ 358, 199), it is 
difficult in practice to test this notion, because all large-scale features like 
velocity plateaus simply become totally disrupted by small-scale structure. 

N. Langer: Is the spin-down effect for hot star winds you found the end of 
wind-compressed disks or even wind compression per se? 
S. Owocki: No, but the discovery of spin-down is what led me to investigate 
WCD models with non-radial forces. But it turns out that the latitudinal 
force is much more important for inhibiting wind compression. In fact, in 
early phases of P. Petrenz's independent simulation he accidently left out 
the latitudinal force, while including the spin-down effect, and found such 
models show little reduction in WCD. With all non-radial forces included, 
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our independent codes now agree very well on WCD inhibition. 

J. Cassinelli: When you included the most sophisticated radiation treat
ment, you lost the CIRs. Then you went back to the less sophisticated treat
ment and found the decrease of wind angular momentum. So, we might be 
left with the impression that when you again do the sophisticated model you 
will lose the angular momentum decrease and perhaps also the inhibition. 
S. Owocki: Sorry, this was mostly a poor choice in the order of presentation. 
The spin-down effect was discovered using the "most sophisticated" non-local 
treatment, but its basic cause can be understood in local CAK/Sobolev mod
els. However, non-local effects actually amplify the effect near the sonic point. 
Furthermore, it is not quite right that CIRs are necessarily lost in the "most 
sophisticated models". If instability is not initiated too close to the wind 
base, CIRs are quite distinct even in the non-local force models. Finally, I 
agree that the effect of instability on WCD inhibition needs to be investigated. 

G. Mellema: Would the shape of the PAMs depend on the pitch angle of 
the spiral pattern? Could we then use this to derive wind parameters? 
S. Owocki: That is an interesting possibility that can in principle be investi
gated with 3-D spot/CIR models. These would be quite doable with modern 
computers. 

F. Vakili: Do you have any idea about the origin of the asymmetry we detect 
with our interferometric observations of P Cygni in Ha, noting that this 
asymmetry is found very close to the central star? 
S. Owocki: Whenever the mass loss varies with latitude, whether increas
ing toward the pole or equator, it seems emission from near the star will be 
asymmetric from any perspective that is not looking directly pole-on. 

H. Henrichs: May I confront your wonderful theory with observations of £ 
Per (showing Si IV DACs)? How do you define PAMS in this plot? 
S. Owocki: I would concentrate on whether there is a clear increase in ab
sorption or a modulation between increased and decreased absorption. The 
former suggests DACS; the latter PAMs. At first glance, it seems your ex
ample might be a case where PAMs in the inner wind evolve outward into 
DACs. 
J. de Jong: £ Per does show phase bowing in Si IV and the time cross-sections 
are quite sinusoidal. This seems to point to PAMs rather than DACs. 
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