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We use the equivalence of the sequence space l2 and the function space L2

to obtain an orthogonal transformation related to two series inversion formulae
due, respectively, to Titchmarsh [1, 2] and to Linfoot and Shepherd [3].

One interpretation of an orthogonal transformation in Euclidean space is that
it gives the coordinates of a fixed point with respect to a new set of axes in terms
of its coordinates with respect to the original axes. By analogy we consider the
coordinates (Fourier coefficients) of an arbitrary function for two sets of orthogonal
functions.

Let {(/>n(x)} be a complete set of orthogonal functions with weight function
w(x) so that

0, m ^ n
1, m ^ n.r

J a

Let (f l o ,a1 ,a2 , i - - )be a point in Hilbert sequence space. Then if/(x) ~
an(j)Jx) we have

= ("w(x)\f(x)\2dx.
J a

Again if {<Pm(x)} is a second complete orthonormal system with weight function
W{x) over {a, b), then if g{x) ~ Z%=obMx), I™=ol*J2 < « , we have

t \ b m \ 2 = Cw(x)\g(x)\2dx.
m = 0 J a

Iff, g are such that wi(x)f(x) = Wi(x)g(x) a.e. in (a, b), then

f Kl2 = f I&J2.
n=0 m=O

Moreover
bm = f W(x)g(x)*m(x)dx

J a

Ja= £ an
n = O
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I
11 = 0

where kmn = \b
W±{x)W\x)¥Jx)4>n{x)dx.

J a

Similarly an=fkZbm.
m = 0

The method given above will generate interesting examples of unitary (or,
in the real case, orthogonal) transformations only in exceptional cases. We now
obtain a two parameter family of orthogonal transformations by use of suitable
sets of Jacobi polynomials. Apart from normalizing factors these polynomials
are completely determined by the conditions that Pj,"'p\x) is of degree n for
n = 0, 1, 2, • • • and that

P (i-xy(i+xypi>-'xx)p(:-'Xx)dx = o
j - i

for m # «, where a > — 1, /? > — 1. We use the same notation as [4].

P^"\x) = (" + a) F (-„, n + a+fi + l; a + l; l-

Then

and, in particular, for n = 0

Now let

', <Pm(x) =

Then

= if {i-xfP^'^P^
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[This integral is a special case of

formula (13), p. 286 in [4].]
Finally we write

where

ro?+n+i)
_ ml{hJjoL, - / ? ) } *

The series inversion formula then reads as follows.
If

O». = /

D

then

,,, z sin Trp Y1

and vice versa. This result is valid if £ " = 0 |a*|2 < oo o r ^ = 0 \b%\2 < oo, each
condition implying the other. Moreover

t KT = z I*:I2.
n=O m=0

In the special case a = — i , j? = i , we have

>4n = - ^ - (n = 0, 1, 2, • • •)
2« + l

Bo = 1

Bm = i - ( m = l , 2 , - - - )

and the inversion formulae reduce to
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+ L I H -I 0m , n = 0,1,2,
m=i \m + w + i —m + n+i/ )

Now if a* is defined for « negative by the first of these formulae and b* for m
negative by the third, this gives

«*„_! = -a*, n = 0,1,2, •••

b * m - b m , m = l , 2 , •••

and the inversion formulae can be written as

/ 7 *

" ™ 1 T
m = 1, 2,

_ 1 V a*

7C n = — oo M + -̂

which is a particular case of Titchmarsh's result [1 ], [2], if

sin TZX V-* Pm
n m=-oo m + n + A.

then

The limiting case a -» oo yields Linfoot and Shepherd's inversion formula.
Using the familiar result that

r(a. + u)
~—— ~ ap as a -> oo,
r ( a + v)

we obtain

rtf + n + 1)

and finally

https://doi.org/10.1017/S1446788700013793 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700013793


[5] An orthogonal transformation of Hilbert space 361

The resulting inversion formula is:

if

, _8 in t t / ? ( r ( - j8 + m + l ) | * " frjp + n + l)}* a*n _

n \ m\ I n = o ( n\ ) p — m + n

then

„ _ sinnpinp + n + l))* » fr(-j8 + m + l)j* b*m

n \ nl I m=o { m\ ) p — m + n

and vice versa. This result is valid if £"=ola*l2 < oo or Xm=ol^ml2 < °°> e a c n

condition implying the other. Moreover

00 00

\an\ — L, \Om\ •
n=0 m=0

(The fact that the limit of orthogonal transformations K(a) is also an orthog-
onal transformation is trivial.)

Linfoot and Shepherd [2] showed that if £m=i |/?J log m/m < oo, then the
system of equations

n n=o n — m + A

has as unique solution

sin 7L
= n! n=o m! n — m + A

Apart from the different convergence conditions this is equivalent to the result
stated immediately above.
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