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Abstract

We outline an algorithm to compute $\theta(z, \tau)$ in genus two in quasi-linear time, borrowing ideas from the algorithm for theta constants and the one for $\theta(z, \tau)$ in genus one. Our implementation shows a large speed-up for precisions as low as a few thousand decimal digits. We also lay out a strategy to generalize this algorithm to genus $g$.

1. Introduction

The $\theta$ function is important to several fields of mathematics, such as the resolution of some non-linear differential equations or the study of complex Riemann surfaces of any genus, including the important case of complex elliptic and hyperelliptic curves. The numerous properties of this function underline its connection to deep topics. We refer to [3, 10, 16, 18] and references therein for the uses of $\theta$ in various settings. Specific values of $\theta$, called theta constants, are also of interest, for instance in the study of modular forms [14, 16]. The problem we consider in this paper is the multi-precision computation of $\theta$, that is, finding a fast algorithm for computing any number $P$ of exact bits of $\theta$. This problem has applications in the case of theta constants [6, 9]; in the more general case of theta-functions, it allows us to compute the Abel–Jacobi map with large precision, thereby making the algebraic–analytic link effective. Such a link offers, for example, an alternative way of computing isogenies using embeddings to the complex numbers.

In the case of genus one, the theta constants exhibit a deep link with the arithmetic–geometric mean (AGM) [2]. Using the homogeneity of the AGM gives a function which takes a simple value at the theta constants; Newton’s method can then be used to compute them (see, for example, [5]). This method has also been generalized in [4] to genus two theta constants, using the connection to the Borchardt mean: hints of a generalization to genus $g$ are also given. Both algorithms have a quasi-linear asymptotic running time, that is, they compute the first $P$ bits of the theta constants in $O(M(P) \log P)$ operations, where $M(P)$ is the cost of multiplying two $P$-bit numbers. An implementation of the algorithm has been released in the CMH package [8] and used to compute class polynomials of record size [9].

In [15], we used a similar approach to design an algorithm that computes $\theta(z, \tau)$ in genus one, for any arguments $z, \tau$, also in asymptotic quasi-linear time. This required the design of a function, inspired by the arithmetic–geometric mean, that takes a special value when evaluated at $\theta(z, \tau)$ and at the theta constants, and could be evaluated in quasi-linear time. The quasi-linear complexity beats that of the naive algorithm, which is $O(M(P)\sqrt{P})$; in practice, our algorithm beats an optimized version of the naive algorithm for precision above a hundred thousand decimal digits.
In this article, we generalize this strategy to theta functions of any genus. We provide a careful analysis in the case of genus two, by finding a function similar to the Borchardt mean that can also be computed with precision $P$ in $O(\mathcal{M}(P) \log P)$ and then inverting it using Newton’s method. The algorithm achieves a quasi-linear complexity in $P$, neglecting the dependency in $z$ and $\tau$. Numerical experiments show that our implementation is faster than the naive algorithm for precisions as low as 3000 decimal digits. For higher genera, we outline a way that one could generalize this algorithm to genus $g$, with a complexity exponential in $g$ but quasi-linear in $P$. Throughout the paper, we deliberately omit dealing with the precision losses; the full analysis in genus one in \cite{15} shows that, given the argument reduction strategies, the loss of precision is not significant asymptotically in any of the building blocks ($O(\log P)$ for the most part, at most $cP$ with $c < 1$). Such a result is expected to hold, for similar reasons, in genus two and in genus $g$.

This article is organized as follows. Section 2 lays out the background on genus $g$ theta functions and algorithms to compute them. We then detail, in § 3, our algorithm for genus two, while § 4 shows how it could be generalized to arbitrary genus.

Notation 1.1. Throughout the paper, we use the following notation. For a sequence $(a_i)_i$, we denote by $a_{i_0, \ldots, i_{n-1}}$ the $n$-uple (or $n$-vector) $(a_{i_0}, \ldots, a_{i_{n-1}})$.

2. Background on genus $g$ theta functions

2.1. Definitions

Definition 2.1 \cite[§ II.1.]{16}. The Siegel upper-half space $\mathcal{H}_g$ is the set of symmetric $g \times g$ complex matrices $\tau$ whose imaginary part is positive definite. We write $\tau = (\tau_{i,j})$, except in genus two, where we write $\tau = (\tau_1, \tau_2)$.

Definition 2.2 ($\theta$ function). Let $z \in \mathbb{C}^g$ and $\tau \in \mathcal{H}_g$. The $\theta$ function and the associated theta functions with characteristics are defined as

$$\theta(z, \tau) = \sum_{n \in \mathbb{Z}^g} \exp(i\pi^t n\tau n) \exp(2i\pi^t nz).$$

For $a, b \in \frac{1}{2}\mathbb{Z}^g/\mathbb{Z}^g$, $\theta_{[a;b]}(z, \tau) = \sum_{n \in \mathbb{Z}^g} \exp(i\pi^t (n + a)\tau(n + a)) \exp(2i\pi^t (n + a)(z + b)).$

Finally, theta constants are the values in $z = 0$ of the functions $\theta_{[a;b]}$.

As in \cite{1,4,9}, we will often write $\theta_{[a;b]}$ as $\theta_i$ for the integer $i = 2(b_0 + 2b_1 + \ldots + 2^{g-1}b_{g-1}) + 2^g a_0 + 2a_1 + \ldots + 2^{g-1}a_{g-1}$ whose binary expansion is $(2a||2b)$. We call the fundamental theta functions $\theta_{0, \ldots, \theta_{2g-1}}$, that is, the ones with $a = 0$.

Proposition 2.3 (Quasi-periodicity; \cite[pp. 120–123]{16}). For all $m \in \mathbb{Z}^g$,

$$\theta_{[a;b]}(z + m, \tau) = \exp(2i\pi^t am)\theta_{[a;b]}(z, \tau) \quad (\theta_{[a;b]} \text{ is invariant by } z \to z + m),$$

$$\theta_{[a;b]}(z + \tau m, \tau) = \exp(-2i\pi^t bm)\exp(-i\pi^t m\tau m)\exp(-2i\pi^t mz)\theta_{[a;b]}(z, \tau).$$

2.2. Fundamental domain

Definition 2.4. $\text{Sp}_{2g}(\mathbb{Z})$, the symplectic group of dimension $g$, is the set of matrices $\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \mathcal{M}_{2g}(\mathbb{Z})$, such that $^tAC = ^tCA$, $^tBD = ^tDB$ and $^tAD - ^tCB = I_g$. 

Proposition 2.5 [14, Proposition I.1.1]. $Sp_{2g}(Z)$ acts on $H_g$ as follows. For $M = (A B \ C D) \in Sp_{2g}(Z)$ and $\tau \in H_g$, $M \cdot \tau = (A \tau + B)(C \tau + D)^{-1} \in H_g$. Furthermore, $M$ defines an isomorphism of complex tori between $\Lambda_\tau = \mathbb{C}^g/\tau \mathbb{Z}^g + \mathbb{Z}^g$ and $\Lambda_{M \cdot \tau}$ by $z \mapsto M \cdot \tau \cdot z = (C \tau + D)^{-1}z$; we use the shorthand $M \cdot z$ when the context allows.

Proposition 2.6 [14, Definition I.3.1]. The fundamental domain of the action of $Sp_{2g}(Z)$ on $H_g$, denoted by $\mathcal{F}_g \subset H_g$, is the set of matrices satisfying the conditions:

- $\text{Im}(\tau)$ is Minkowski-reduced, that is, $t v \text{Im}(\tau) v \ni \text{Im}(\tau_{k,k})$ for all integral $v$ with $(v_1, \ldots, v_n) = 1$ and $\text{Im}(\tau_{k,k+1}) \geq 0$ for all $k$;
- $|\text{Re}(\tau_{k,l})| \leq \frac{1}{2}$ for all $k, l \in \{1, \ldots, n\}, k \leq l$; and
- $|\det(C \tau + D)| \geq 1$ for all $A B C D \in Sp_{2g}(Z)$.

The last condition can be replaced by a finite set of inequalities. However, an explicit description of those inequalities is not known, in general, which means that reducing a matrix to the fundamental domain is technically not feasible. The case $g = 2$ has been solved in [11], which gives nineteen necessary and sufficient inequalities.

Theorem 2.7. Let $M = (A B \ C D) \in Sp_{2g}(Z)$ and $(z, \tau) \in \mathbb{C}^g \times H_g$.

$$\theta_1(M \cdot z, M \cdot \tau) = \zeta_{M \cdot z} \sqrt{\det(C \tau + D)} e^{i \pi \zeta(M \cdot z)(C z)} \theta_{M \cdot \tau}(z, \tau),$$

(2.1)

where $\sigma_M$ is a permutation and $\zeta_M$ is an eighth root of unity.

This theorem is proved in [16, §II.5], in a special case, and in [13, Chapter 5, Theorem 2]; an outline of the proof can also be found in [1, Proposition 3.1.24].

2.3. Algorithms for theta

A naive algorithm for computing the $\theta$ function for any genus with arbitrary precision simply involves computing the series until the remainder is small enough. This naive approach is studied, for instance, in [3, 4]. Results giving the number of terms to compute usually require some assumptions, such as $\tau \in \mathcal{F}_g$, or that the quasi-periodicity has been used to make $z$ small. The complexity of this method is, in general, $O(M(P)P^{g/2})$ for $P$ bits of precision, as we prove in §4.

Fast algorithms to compute theta constants in the cases $g = 1$ and $g = 2$ are known; these algorithms require $O(M(P) \log P)$ operations. Here we give a brief outline of these algorithms; more details can be found in [4, 5, 9]. The idea of both algorithms is to construct a function $\mathfrak{S}$ such that (using Notation 1.1)

$$\mathfrak{S}
\begin{pmatrix}
\theta_{1, \ldots, 2g-1}(0, \tau)^2 \\
\theta_0(0, \tau)^2
\end{pmatrix}
= 
\mathfrak{S}
\begin{pmatrix}
\theta_1(0, \tau)^2 & \cdots & \theta_{2g-1}(0, \tau)^2 \\
\theta_0(0, \tau)^2 & \cdots & \theta_0(0, \tau)^2
\end{pmatrix}
= \frac{1}{\theta_0(0, \tau)^2}.
$$

The function $\mathfrak{S}$ is the arithmetic–geometric mean in genus one and the Borchardt mean $B_2$ (as defined and studied in [4]) in genus two. One then uses equation (2.1) to find other quotients of theta constants such that evaluating $\mathfrak{S}$ at those points allows one to compute $\tau_{i,j}$. For instance, in genus two, the following holds for $\tau$ within a large domain

$$B_2
\begin{pmatrix}
\theta_{8,4,12}(0, \tau)^2 \\
\theta_0(0, \tau)^2
\end{pmatrix}
= B_2
\begin{pmatrix}
\theta_8(0, \tau)^2 & \theta_4(0, \tau)^2 & \theta_{12}(0, \tau)^2 \\
\theta_0(0, \tau)^2 & \theta_0(0, \tau)^2 & \theta_0(0, \tau)^2
\end{pmatrix}
= \frac{1}{(\tau_{12} - \tau_{17,22})\theta_0(0, \tau)^2}.
$$

This also means that one must be able to compute all the theta constants from the fundamental theta constants. In the end, we get a function computing $\tau$ from the quotients of fundamental
theta constants; Newton’s method is then applied to give an algorithm for computing the theta constants.

The algorithm’s complexity relies on computing $\mathfrak{F}$ efficiently, since Newton’s method, while doubling the working precision at each step, does not add any extra asymptotic complexity. The efficiency stems from a fast speed of convergence.

**Definition 2.8.** A sequence $(a_n)$ is said to be **quadratically convergent** to $\ell$ if it is convergent to $\ell$ and there is a $C > 0$ such that, for $n$ large enough,

$$|a_{n+1} - a_n| \leq C|a_n - a_{n-1}|^2.$$ 

It has been known since Gauss that the arithmetic–geometric mean converges quadratically (see, for example, [2]), provided one does not pick the ‘wrong’ sign for the square root an infinite number of times; in genus two, the Borchardt mean also converges quadratically provided similar conditions are met [4]. These technical requirements were shown to hold in genus one for $\tau$ within the fundamental domain; a similar property is conjectured to hold in genus two as well [9, Conjecture 5.7 and Remark 5.9]. In both cases, this gives a $O(M(P) \log P)$ algorithm to evaluate $\mathfrak{F}$ to $P$ bits; a modification of the algorithm can remove the dependency of the complexity in $z, \tau$.

We successfully generalized this strategy to the computation of the genus one function $\theta(z, \tau)$ in [15]. The function $\mathfrak{F}$ is more complex, since the generalization of the AGM we consider does not converge quadratically. Instead, a related sequence, obtained after considering homogenization, does. We obtained a $O(M(P) \log P)$ complexity, which does not depend on $z, \tau$. We released an GNU MPC [7] implementation of the algorithm, which is faster than the naive algorithm for precisions larger than 100 000 bits.

3. **Computing the genus two theta function**

In this section, we outline an algorithm for computing $\theta(z, \tau)$, where $z \in \mathbb{C}^2$ and $\tau \in \mathcal{H}_2$, with precision $P$ in $O(M(P) \log P)$ operations.

**3.1. Argument reduction**

For our purposes, we will not require $\tau$ to belong to the fundamental domain; weaker conditions are sufficient. Let $z = (z_1, z_2)$ and $\tau = (\tau_1, \tau_2)$. First, we require $\tau$ to belong to the domain $\mathcal{F}_2'$, defined by the inequalities

$$0 \leq 2 \text{Im}(\tau_3) \leq \text{Im}(\tau_1) \leq \text{Im}(\tau_2), \quad |\text{Re}(\tau_i)| \leq \frac{1}{2}, \quad \text{Im}(\tau_1) \geq \sqrt{3}/2. \quad (3.1)$$

The first inequality corresponds to $\text{Im}(\tau)$ being Minkowski-reduced. This domain is called $B$ in [17], but we choose to highlight the genus in the name. We also require that $z$ satisfy

$$|\text{Re}(z_i)| \leq \frac{1}{2}, \quad |\text{Im}(z_1)| \leq \frac{\text{Im}(\tau_1) + \text{Im}(\tau_2)}{2}, \quad |\text{Im}(z_2)| \leq \frac{\text{Im}(\tau_2) + \text{Im}(\tau_3)}{2}. \quad (3.2)$$

Given any $\tau$, reducing $z$ so as to satisfy the above condition follows easily from the quasi-periodicity of $\theta$ (Proposition 2.3). One can write $z = x + \tau y$ with $x, y \in \mathbb{R}^2$ explicitly by solving the system formed by $z = x + \tau y$ and $\overline{z} = x + \overline{\tau} y$; one can then subtract multiples of one and $\tau$ from the first argument so as to get $|x_i|, |y_i| \leq \frac{1}{2}$.

Reducing $\tau$ to the domain $\mathcal{F}_2'$ instead of $\mathcal{F}_2$ is a coarser notion, which has the advantage of being generalizable to arbitrary genus, unlike the reduction to the fundamental domain $\mathcal{F}_g'$; we discuss this generalization in § 4.1. In genus two, the strategy for this reduction is described in [17, § 6.3]: this gives a quasi-linear time algorithm for reducing $\tau$ to $\mathcal{F}_2'$.
3.2. Naive algorithm

Let \( q_j = e^{i\pi \tau_j} \) and \( w_j = e^{i\pi z_j} \). We have \(|\theta_{a,b}(z,\tau)| \leq \sum_{m,n \in \mathbb{Z}} |q_1^m q_2^n q_3^{2mn} w_1^m w_2^n|\), using the triangular inequality. Since \( \tau \in \mathcal{F}_2 \) and \( z \) satisfies (3.2),
\[
|w_1| + |w_1^{-1}| < 2e^{\pi(3/4)\text{Im}(\tau_1)}, \quad |w_2| + |w_2^{-1}| < 2e^{\pi(3/4)\text{Im}(\tau_2)}.
\]
Hence \(|w_1^{2m}| + |w_1^{-2m}||w_2^{2n}| + |w_2^{-2n}|) \leq 4e^{\pi((3/2)m \text{Im}(\tau_1)+(3/2)n \text{Im}(\tau_2))}.\) Also
\[
|q_1^m q_2^n q_3^{2mn}| \leq |q_1^m q_2^n q_3^{-m-n^2}| \leq |q_1^{m/2} q_2^{n/2}|.
\]
Hence, if \( S_B \) denotes the sum of the series defining \( \theta \) with \( m, n \in [-B, B] \), a calculation very similar to the one in [15, Proposition 2.6] proves that
\[
|\theta(z,\tau) - S_B| \leq \sum_{m \geq B} |q_1^m|(n \left| w_1^{2m} | + |w_1^{-2m}| + \sum_{n \geq B} |q_1^n|(n \left| w_2^{2n} | + |w_2^{-2n}| + 4 \sum_{m,n \geq B-2} t_1^{m/2} t_2^{n/2} | \leq 4 \left[ 1 - \left( \frac{1}{|q_1|} (|B-2|^{2/2} - 2^2 + |q_1|^{2-B-2})^2 - 4 \right) \right) \leq 5(|q_1|^{2B-2} - 2 + |q_1|^{2B-2})^2 - 4).\]

This means that \( B = O(\sqrt{P}/\text{Im}(\tau_1)) \) terms sum to an approximation that is accurate to \( 2^{-P} \).

Following and extending the strategy in [15, § 2.2.2] or [9, § 5.1], we use induction relations to compute terms more efficiently. Let \( Q(m,n) = q_1^{m^2} q_2^n q_3^{2mn} \) and \( T(m,n) = Q(m,n)(w_1^{2m} w_2^{2n} + w_1^{-2m} w_2^{-2n}) \). With minor rewriting,
\[
\theta_i(z,\tau) = \sum_{m,n \in \mathbb{N}} s(i,m,n)(T(m,n) + T(m,-n)),
\]
where \( s(i,m,n) \) is \( \frac{1}{2} \) for \( m = n = 0, \frac{1}{2} \) along the axes \((m,0)\) and \((0,n)\) and \( \pm 1 \) elsewhere.

We have the following recurrence relations.
\[
\begin{align*}
(w_1^2 + w_1^{-2}) T(m,n) &= q_1^{2m-1} q_3^{-2n} T(m+1,n) + q_1^{2m-1} q_3^{2m} T(m-1,n), \quad (3.3) \\
(w_2^2 + w_2^{-2}) T(m,n) &= q_2^{2n-1} q_3^{-2m} T(m,n+1) + q_2^{2n-1} q_3^{2m} T(m,n-1). \quad (3.4)
\end{align*}
\]

We propose an algorithm, Algorithm A.1 (cf. Appendix A), that uses these induction relations in such a way that the memory needed is only \( O(1) \): it consists of iteratively computing the terms \( T(m,n) \) for \( n \in \{-1,0,1\} \), using equations (3.3), and then using those values as soon as they are computed to initialize the other induction, using equations (3.4). We implemented it in Magma and will discuss timings in §3.6.

Even if the complexity of the naive algorithm is worse asymptotically than the complexity of the quasi-linear algorithm that we outline in the next sections, it is still an important building block, used for two purposes: to provide an initial approximation of the result, which is needed to initialize Newton’s method, and to determine the sign of \( \text{Re}(\theta) \) or \( \text{Im}(\theta) \), which allows us to choose correct square roots for computing the function \( F \), which we now define.

3.3. The function \( F \)

**Proposition 3.1** (Duplication formula, [1, formula (3.13)]). For all \( a, b \in \frac{1}{2} \mathbb{Z}^g / \mathbb{Z}^g \),
\[
\theta_{[a;b]}(z,\tau)^2 = \frac{1}{2^g} \sum_{\beta \in (1/2) \mathbb{Z}^g / \mathbb{Z}^g} e^{-4i\pi^\alpha \beta \theta_{[a;b+\beta]}(z,\tau)} \theta_{[0;\beta]}(0,\tau). \quad (3.5)
\]
Fortunately, the notions of ‘good’ and ‘correct’ choices overlap very often. In genus one, \( \tau \) try to improve on the approach of \( z \) proves that, for \( 15 \) integer \( n \) such that correct choices are good for large enough \( \tau \) of this strategy in our implementation; furthermore, it generalizes easily to genus \( g \) determining the correct square root requires only a constant number of operations. We used only on \( z \) of terms and the precision needed to achieve this do not asymptotically depend on \( P \) \( \theta \) precision approximations of \( \theta \). To ensure that the first few choices are indeed the correct ones, it suffices to rely on low-choices consistently is bound to coincide with good choices after a finite number of iterations.\n
**Proposition 3.2.** For a suitable choice of square roots,
\[
F(\theta_{0,1,2,3}(z, \tau)^2, \theta_{0,1,2,3}(0, \tau)^2) = (\theta_{0,1,2,3}(z, 2\tau)^2, \theta_{0,1,2,3}(0, 2\tau)^2).
\]

**Bad, good and correct choices of square roots.** We discuss what we mean above by a suitable choice of square roots. Two different notions must be considered.

- ‘Good choices’ in the sense of \([2,4]\), that is, such that \( \text{Re}(\sqrt{a_i}/\sqrt{a_j}), \text{Re}(\sqrt{b_i}/\sqrt{b_j}) \geq 0 \). Note that not all tuples of complex numbers admit a set of ‘good’ square roots. In genus one, having an infinite number of bad choices means that the sequence converges (at least linearly) to zero; to avoid this case, we need them to all be good after a while, which, in addition, ensures that we have quadratic convergence. This is key to our strategy to get a quasi-linear running time.

- The choice of signs that corresponds to \( \theta \), that is, given two quadruples that are (proportional to) approximations of \( \theta_{0,1,2,3}(z, \tau)^2 \) and \( \theta_{0,1,2,3}(0, \tau)^2 \), the ones which approximate well the values \( \theta_{0,1,2,3}(z, \tau) \) and \( \theta_{0,1,2,3}(0, \tau) \). We call these the ‘correct’ choices, which need not be ‘good’ choices. We need this in order to compute the right value of \( \theta \) in the end.

Fortunately, the notions of ‘good’ and ‘correct’ choices overlap very often. In genus one, \([2]\) proves that, for \( z = 0 \) and \( \tau \) within a large domain that includes the fundamental domain, the correct choice is always good. In \([15]\), we proved a similar result for arbitrary \( z \). In genus two, we do not determine an explicit domain for which correct choices are good. Although one can try to improve on the approach of \( \S 3.2 \) to establish such a result, the mere requirement that \( \tau \) be in \( F_g \) is already too strict for our further use (in particular in \( \S 3.4 \)), so that proofs are difficult to obtain.

**Iterates of \( F \).** In any genus, \( \lim_{k \to \infty} \frac{\theta_{[0:b]}(z, 2^k \tau)/\theta_{[0:b']}(z, 2^k \tau)} = 1 \), which easily implies that correct choices are good for large enough \( \tau \). Therefore, given an 8-uple \( X \) that approximates \( (\theta_{0,1,2,3}(z, \tau)^2, \theta_{0,1,2,3}(z, \tau)^2) \), computing iterates \( F^n(X) \) and making correct choices consistently is bound to coincide with good choices after a finite number of iterations. To ensure that the first few choices are indeed the correct ones, it suffices to rely on low-precision approximations of \( \theta \), so that we know the sign of either \( \text{Re}(\theta) \) or \( \text{Im}(\theta) \). The number of terms and the precision needed to achieve this do not asymptotically depend on \( P \), but only on \( z \) and \( \tau \); since we neglect the dependency in \( z, \tau \) in the complexity of our algorithm\(^\dagger\), determining the correct square root requires only a constant number of operations. We used this strategy in our implementation; furthermore, it generalizes easily to genus \( g \).

**Lemma 3.3.** Let \((a_{0,1,2,3}^{(0)}, b_{0,1,2,3}^{(0)}) \in \mathbb{C}^8 \) and let \((a_{0,1,2,3}^{(n+1)}, b_{0,1,2,3}^{(n+1)}) = F(a_{0,1,2,3}^{(n)}, b_{0,1,2,3}^{(n)}) \) for any integer \( n \in \mathbb{N} \). Assume that there exists \( \alpha, \beta \in \mathbb{C}^* \) and \( n_0 \in \mathbb{N} \) such that \( \text{Re}(\alpha_{(n_0)}/\alpha) > 0 \)

\(^\dagger\)To extend this work into an algorithm whose complexity is uniform in \( z, \tau \), one could follow the approach of \([4,15]\), since we have again a naive algorithm with complexity that decreases as \( \text{Im}(\tau) \) increases.
and $\text{Re}(b_i^{(n_0)}/\beta) > 0$ for all $i \in \{0, 1, 2, 3\}$. Then there exists positive real constants $c, C$ such that for all $n \geq n_0$, for all $i \in \{0, 1, 2, 3\}, c \leq |a_i^{(n)}|, |b_i^{(n)}| < C$, assuming that all choices of square roots from iteration $n_0$ onwards are good.

Proof. The upper bound result follows trivially from the definition. For the lower bound, let us assume, without loss of generality, that $|\alpha| = |\beta| = 1$ and let $c = \min(\text{Re}(a_{0,1,2,3}^{(n_0)}/\alpha), \text{Re}(b_{0,1,2,3}^{(n_0)}/\beta))$. For good choices of square roots and any $i, j$, $\text{Re}(\sqrt{a_i^{(n_0)}}/\alpha\sqrt{b_j^{(n_0)}}/\beta) \geq \min(\text{Re}(a_i^{(n_0)}/\alpha), \text{Re}(b_j^{(n_0)}/\beta)) \geq c$ (for a proof, see, for example, [4, Lemme 7.3]). This implies, from the definition, that $|a_i^{(n_0+1)}| \geq \text{Re}(a_i^{(n_0+1)}/\sqrt{\alpha\beta}) \geq c$ and, similarly, for $b_i^{(n_0+1)}$. The result follows by induction (with $\sqrt{\alpha\beta}$, of modulus one, playing the role of $\alpha$ at the next iteration).

An important remark is that the ‘low-precision’ strategy described above is sufficient to ensure that the conditions of Lemma 3.3 hold after a few steps.

A Karatsuba-like trick to compute $F$. Proposition 3.4 computes $F$ in four products and four squares instead of the twenty-two products in its definition. Section 4 extends this to genus $g$.

**Proposition 3.4.** Put $H = \{1, 1\}$ and $H_2 = H \otimes H$. Let $t(m_{0,1,2,3}) = H_2 t(\sqrt{a_{0,1,2,3}^{(n)}})$ and $t(s_{0,1,2,3}) = H_2 t(\sqrt{b_{0,1,2,3}^{(n)}})$. We have $t(a_{0,1,2,3}^{(n+1)}) = \frac{1}{16} H_2 t(m_{0,1,2,3} * s_{0,1,2,3})$ (* being the termwise product) and $t(b_{0,1,2,3}^{(n+1)}) = \frac{1}{16} H_2 t(s_{0,1,2,3}^2)$.

3.4. Constructing and inverting the $\mathfrak{F}$ function

The following homogeneity property of $F$ is a trivial fact.

**Proposition 3.5.** Let

$$(a_{0,1,2,3}^{(n)}, b_{0,1,2,3}^{(n)}) = F^n(\theta_{0,1,2,3}(z, \tau)^2, \theta_{0,1,2,3}(0, \tau)^2),$$

$$(a_{0,1,2,3}^{(n)}, b_{0,1,2,3}^{(n)}) = F^n(\lambda\theta_{0,1,2,3}(z, \tau)^2, \mu\theta_{0,1,2,3}(0, \tau)^2).$$

Then $a_0^{(n)} = \epsilon_n \lambda^{1/2^n} \mu^{1-1/2^n} a_0^{(n)}$ (where $\epsilon_n = 1$) and $b_0^{(n)} = \mu b_0^{(n)}$.

**Proposition 3.6.** Let $(a_{0,1,2,3}^{(0)}, b_{0,1,2,3}^{(0)})$ within a neighborhood of diameter $2^{-P_0}$ of a pair of two quadruples proportional to $(\theta_{0,1,2,3}(z, \tau)^2, \theta_{0,1,2,3}(0, \tau)^2)$. Define $\mathfrak{F}$ as

$$\mathfrak{F}(a_{0,1,2,3}^{(0)}, b_{0,1,2,3}^{(0)}) = \left( \lim_{n \rightarrow \infty} (a_0^{(n)}/b_0^{(n)})^{2^n} \times b_0^{(n)}, \lim_{n \rightarrow \infty} b_0^{(n)} \right),$$

using the approximations at precision $P_0$ of $\theta$ to choose the correct signs (assuming the neighborhood is narrow enough). Then $\mathfrak{F}(\lambda\theta_{0,1,2,3}(z, \tau)^2, \mu\theta_{0,1,2,3}(0, \tau)^2) = (\lambda, \mu)$.

As discussed earlier, the precision $P_0$ that is needed above to define $\mathfrak{F}$ depends only on $z, \tau$, and not on the precision $P$ desired for $\mathfrak{F}$. We prove, in §3.5, that $\mathfrak{F}$ can be computed in $O(M(P) \log P)$ operations.

Next, we build $\mathfrak{F}$ from $\mathfrak{F}$. The idea is to evaluate $\mathfrak{F}$ at approximations of well-chosen theta functions, selected according to the action of $(\mathfrak{M}_i)^2$. This gives values of $\lambda$ and $\mu$ which are the given by the following proposition.
Proposition 3.7. Define $\mathcal{F} = \left( \begin{array}{cc} 0 & -I_2 \\ I_2 & 0 \end{array} \right)$ and $\mathcal{M}_i = \left( \begin{array}{c} I_2 \\ m_i \end{array} \right)$, with $m_1 = \left( \begin{array}{c} 1 \\ 0 \end{array} \right)$, $m_2 = \left( \begin{array}{c} 0 \\ 1 \end{array} \right)$, $m_3 = \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right)$ (as in [4, Chapter 6]). Then

\[ \theta_{0,1,2,3,4,5}(\mathcal{M}_1)^2 \cdot z, \theta(\mathcal{M}_1)^2 \cdot \tau)^2 = -\delta_1 e^{2\pi i z_1^2/\tau_1} \theta_{8,9,0,1}(z, \tau)^2, \]
\[ \theta_{0,1,2,3,4,5}(\mathcal{M}_2)^2 \cdot z, \theta(\mathcal{M}_2)^2 \cdot \tau)^2 = -\delta_2 e^{2\pi i z_2^2/\tau_2} \theta_{4,0,6,2}(z, \tau)^2, \]
\[ \theta_{0,1,2,3,4,5}(\mathcal{M}_3)^2 \cdot z, \theta(\mathcal{M}_3)^2 \cdot \tau)^2 = (\tau_3 - \tau_2) e^{2\pi i ((z_1^2 \tau_2 + z_2^2 \tau_1 - 2z_1 z_2 \tau_3)/\text{det}(\tau))) \theta_{0,8,4,12}(z, \tau)^2. \]

This proposition is a direct consequence of equation (2.1). Note that $(\mathcal{M}_i)^2 \cdot \tau \notin \mathcal{F}_\mu$, which prevents us from generalizing proofs which worked for genus one to make ‘good choices’ and ‘correct choices’ coincide. However, it is still possible to determine the sign in the computation of $\mathcal{G}$ using low-precision approximations.

In order to use Proposition 3.7, we need to compute $\theta_{0,1,2,3}(\mathcal{M})^2 \cdot \tau$ for $a \neq 0$. Following [9, Algorithm 10], we define $\theta_{0,1,2,3}(\mathcal{M})$ and $\theta_{0,1,2,3}(\mathcal{M})^2$ as our input values and obtain $\theta_{0,1,2,3}(\mathcal{M})$ with equation (3.5). Then evaluating $\mathcal{G}$ at selected quadruples (for example, $\theta_{8,9,0,1}$) gives proportionality factors which are inverses of the factors in Proposition 3.7.

Defining $\mathcal{F}$ (that is, defining which complex numbers we derive from the proportionality factors computed above) so that it is locally invertible and Newton’s method can be used, requires some care. In genus one, we simply compute $z$ and $\tau$, which gives a $\mathcal{C}^2 \to \mathcal{C}^2$ function. However, in higher genus, this approach leads to a function from $\mathcal{C}^{2g+1-2}$ to $\mathcal{C}^{g(g+3)/2}$, and we cannot apply Newton’s method to recover the quotients of theta. In genus two, the function is from $\mathcal{C}^6$ to $\mathcal{C}^5$. There are two possible workarounds. A natural idea would be to add an extra equation: the equation of a variety on which the theta lie. In [10], the equation of the Kummer surface is given. Generalizing this approach to higher genus is, unfortunately, cumbersome. An approach which actually works just as well is to define $\mathcal{F}$ so that it outputs a few values of $\lambda$ and $\mu$ computed by different means, instead of $z$, $\tau$. In our case, we choose to compute three pairs of $(\lambda, \mu)$, so that

\[ \mathcal{F}(\theta_{0,1,2,3}(\mathcal{M})^2 \cdot \tau, \theta_{0,1,2,3}(\mathcal{M})^2 \cdot \tau)^2. \]

Our function $\mathcal{F}$ is defined in short form in Algorithm 1 through the action it has on the particular values that are quotients of theta functions. The calculations involved are valid for any 6-uple of complex numbers, and a complete description is easy to obtain. We do so in Algorithm B.1 (Appendix B).

We conjecture the following, which holds experimentally.

Conjecture 3.8. The Jacobian of $\mathcal{F}$ is invertible.

To finish, we describe how we use Newton’s method to get an approximation of $\theta$ with precision $p - \delta$, where $\delta$ is a small constant, from an approximation with precision $p/2$. We compute an approximation of $\partial \mathcal{F}_i/\partial x_k$ with precision $p$ using finite differences, that is, $(\mathcal{F}_i(x + \epsilon_j) - \mathcal{F}_i(x))/\|\epsilon_j\|$, where $\epsilon_j$ is a perturbation of $2^{-p}$ on the $j$th coordinate. We prove, in the next section, that computing $\mathcal{F}$ with precision $p$ costs $O(M(p) \log p)$ for any argument; this implies that applying one step of Newton’s method costs $O(M(p) \log p)$. Thus, as in [4, 9, 15], we can compute an approximation of $\theta$ with precision $P_0$ using the naive algorithm and then use Newton’s method to refine it into a value of $\theta$ with precision $P$; the total cost of this algorithm is $O(M(P) \log P)$.

\[ ^{\dagger}\text{Note that the result appears different from [4], only because the tables for $\mathcal{M}_1$ and $\mathcal{M}_2$ (p. 146) have been switched by mistake; and it differs from [9] because their $\mathcal{M}_2$ is our $\mathcal{M}_3$, and vice-versa.} \]
Algorithm 1

1. Compute \( \frac{\theta_1(z, \tau)^2}{\theta_0(z, \tau/2) \theta_0(0, \tau/2)} \), \( \frac{\theta_1(0, \tau)^2}{\theta_0(0, \tau/2)^2} \) using equation (3.5).
2. Compute \( \mathcal{G} \left( \frac{\theta_{0,1,2,3}(z, \tau)^2}{\theta_0(z, \tau/2) \theta_0(0, \tau/2)}, \frac{\theta_{0,1,2,3}(0, \tau)^2}{\theta_0(0, \tau/2)^2} \right) = \left( \begin{array}{c} 1 \\ \frac{1}{\theta_0(z, \tau/2) \theta_0(0, \tau/2)} \end{array} \right) \).
3. Compute \( \lambda_1, \mu_1 = \mathcal{G} (\theta_{0,8,9,0,1}(z, \tau), \theta_{0,8,9,0,1}^2(0, \tau)) \).
4. Compute \( \lambda_2, \mu_2 = \mathcal{G} (\theta_{4,0,6,2}(z, \tau), \theta_{4,0,6,2}^2(0, \tau)) \).
5. Compute \( \lambda_3, \mu_3 = \mathcal{G} (\theta_{0,8,4,12}(z, \tau), \theta_{0,8,4,12}^2(0, \tau)) \).
6. \textbf{return} \( (\mu_1/\lambda_1, \mu_2/\lambda_2, \mu_3/\lambda_3, -1/\mu_1, -1/\mu_2, 1/\mu_3) \).

3.5. Proof of quasi-linear time

**Theorem 3.9.** One can compute \( \mathcal{G}(a_{0,1,2,3}^{(0)}, b_{0,1,2,3}^{(0)}) = (\lambda, \mu) \) with precision \( P \) in \( O(M(P) \log P) \) operations, assuming that the choice of signs is always good.

The result if the arguments are \( (\lambda \theta_{0,1,2,3}^2(z, \tau), \mu \theta_{0,1,2,3}^2(0, \tau)) \) is merely a consequence of the quadratic convergence of \( \theta(z, 2^k \tau) \) \( k \in \mathbb{N} \). However, we need to prove the result for any arguments to apply it to the computation of the Jacobian.

**Proof.** By Lemma 3.3, \( 0 < c < |a_i^{(n)}|, |b_i^{(n)}| \leq C \) for any \( i \), for \( n \) large enough (independent of \( P \)). The sequence \( d_n = \max_{i,j} |b_i^{(n)} - b_j^{(n)}| \) converges quadratically to zero [4, Proposition 7.1]. So \( \mu \) can be computed in time \( O(M(P) \log P) \).

Now let \( \lambda > 0 \) and \( n_1 \) be large enough so that \( d_{n+1} \leq A d_n^2 \) for all \( n \geq n_1 \) and, additionally, so that \( d_{n_1} < 1/2A \). This implies that \( d_n < (1/A) 2^{-2^{n-n_1}} \) for any \( n \geq n_1 \). The \( |a_i^{(n)} - a_j^{(n)}| \) can be linked to \( d_n \). For instance, for any \( n \geq n_1 \),

\[
|a_0^{(n+1)} - a_1^{(n+1)}| = \left| \frac{m_1 s_1 + m_3 s_3}{2} \right| \\
\leq 2C(|s_1| + |s_3|) \quad \text{(using the notation of Proposition 3.4)} \\
\leq 4C(\sqrt{b_0} - \sqrt{b_1} + \sqrt{b_2} - \sqrt{b_3}) \\
\leq 8C \sqrt{A} \sqrt{d_n} \quad \text{using } |\sqrt{b_i} - \sqrt{b_j}| \leq |\sqrt{b_i} + \sqrt{b_j}|.
\]

Calculus also shows that

\[
\left| a_0^{(n+1)} - \sqrt{a_0^{(n)} b_0^{(n)}} \right| = \frac{1}{8} \sum_{i=1}^{3} \left( \sqrt{a_i} - \sqrt{a_0} \right) \left( \sqrt{b_i} + \sqrt{b_0} \right) + \left( \sqrt{a_i} + \sqrt{a_0} \right) \left( \sqrt{b_i} - \sqrt{b_0} \right) \\
\leq K \sqrt{d_n} \quad \text{for some explicit constant } K.
\]

Superscripts \( ^{(n)} \) have been omitted from the right-hand sides above for brevity. For both inequalities, we used the fact that the choices of roots are good.

We now show that \( \lambda_n = \left( a_0^{(n)}/b_0^{(n)} \right)^2 \) converges quadratically. Let \( q_n = \left( a_0^{(n+1)}/b_0^{(n+1)} \right)^2 / \left( a_0^{(n)}/b_0^{(n)} \right) \), so that \( \lambda_{n+1} = \lambda_n q_n^2 \). Given the bounds established above, it is relatively easy to check that \( |q_{n+1} - 1| \) is also bounded by \( K' \sqrt{d_n} \) for an explicit constant \( K' \). It follows, from an unsurprising calculation done in [15, §3.4], that the sequence \( \lambda_n \) also converges quadratically. This concludes the proof that only a logarithmic number of steps are needed to compute the values taken by \( \mathcal{G} \), and hence by \( \mathcal{F} \), to precision \( P \).

\( \square \)
3.6. Implementation results

Our Magma implementation of Algorithm A.1 and our quasi-linear time algorithm is at http://www.hlabrande.fr/pubs/fastthetasgenus2.m

We compared this with Magma’s general-purpose \( \Theta \) function. Assuming that the latter computes each term by exponentiation, its complexity would be \( O(M(P)P \log P) \). However, practice reveals that it behaves much worse. Table 1 shows that, for precision above 1000 decimal digits, our algorithm, which outputs eight values, is faster than one call to Magma’s \( \Theta \) function, which only computes \( \theta(z, \tau) \). Furthermore, it is also faster than Algorithm A.1 for precisions greater than 3000 digits. This cut-off is much lower than in genus one, which is expected since the complexity of the naive algorithm is \( O(M(P)\sqrt{P}) \) in genus one and \( O(M(P)P) \) in genus two. Our results are consistent with the situation for theta constants, studied in [9].

\[ \text{Table 1. Times (in s) of different methods.} \]

<table>
<thead>
<tr>
<th>Prec (digits)</th>
<th>Magma</th>
<th>Algorithm A.1</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.42</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>2000</td>
<td>2.58</td>
<td>1.86</td>
<td>1.86</td>
</tr>
<tr>
<td>4000</td>
<td>18.4</td>
<td>9.51</td>
<td>6.65</td>
</tr>
<tr>
<td>8000</td>
<td>128</td>
<td>53.9</td>
<td>13.2</td>
</tr>
<tr>
<td>16000</td>
<td>889</td>
<td>303</td>
<td>25</td>
</tr>
<tr>
<td>32000</td>
<td>6368</td>
<td>1535</td>
<td>50</td>
</tr>
<tr>
<td>64000</td>
<td>46566</td>
<td>8798</td>
<td>120</td>
</tr>
</tbody>
</table>

4. Extending the algorithm to higher genera

This section outlines ideas for extending the previous strategy to the case \( g > 2 \). The complexity of such an algorithm will certainly be exponential (or worse) in \( g \); we do not make any attempt at lowering this complexity and, in fact, we do not even evaluate it fully. However, the complexity in \( P \) would still be \( O(M(P)\log P) \), which is desirable.

4.1. Argument reduction

We extend the domain \( \mathcal{F}_g \) to genus \( g \) as follows. \( \mathcal{F}_g' \) is the set of \( \tau \) such that

\[
\text{Re}(\tau_{i,j}) \leq \frac{1}{2}, \quad \text{Im}(\tau) \text{ is Minkowski-reduced}, \quad \text{Im}(\tau_{1,1}) \geq \sqrt{3}/2.
\]

Note that \( \mathcal{F}_g \subset \mathcal{F}_g' \), since \( N_0 = \begin{pmatrix} t_g - \delta_{1,1} & - \delta_{1,1} \\ \delta_{1,1} & t_g - \delta_{1,1} \end{pmatrix} \), where \( \delta_{1,1} \) is the \( g \times g \) Kronecker matrix, which is symplectic and such that \( |\det(C\tau + D)| = |\tau_{1,1}| \). The algorithm to reduce \( \tau \) is similar to [17, Algorithm 6.8]; this is Algorithm 2.

\[
\text{Algorithm 2 Reduce } \tau. \quad \text{Input: } \tau \in \mathcal{H}_g \quad \text{Output: } \tau' \in \mathcal{F}_g'.
\]

1. \( \tau' \leftarrow \text{Minkowski reduction of } \tau \).
2. Subtract an integer matrix to \( \tau' \) so that \( |\text{Re}(\tau'_{i,j})| \leq \frac{1}{2} \).
3. If \( |\tau'_{1,1}| \leq 1 \), do \( \tau' \leftarrow N_0 \cdot \tau' \) and go back to Step 2.
4. \text{return } \tau'.

PROPOSITION 4.1. Algorithm 2 terminates.

†Compared with [9], we compute more, and we do it in Magma, not in C. Hence the slower timings.
Proof. We generalize the lemmas in [17, §6.4]; the proof is rather technical. Lemma 6.9 holds in genus $g$; Lemma 6.14 becomes
\[
(m_2 \ldots m_g)(\text{Im}(M(Z))) \leq c_1(g) \max\{m_1(Y)^{-1}, (m_2 \ldots m_g)(Y)\}
\]
where $c_1(g)$ is the constant in Minkowski’s inequality [14, Proposition I.2.1, p. 13].

We generalize Lemma 6.12, as follows. Let $R_g$ be the set of Minkowski-reduced matrices and let $Q'_g(t)$ be defined as in [14, Definition I.2.3]. Then the remark after [14, Definition I.2.2] and [14, Proposition I.2.2] proves that there is a $t' > 2$ such that $R_g \subset Q'_g(t')$. Consider the set of matrices $\tau'$ obtained during the execution of Algorithm 2 for which $y_1 \geq 1/t'$; this set injects in the set $L_g(t')$, defined in [14, Definition I.3.2]. Applying [14, Theorem I.3.1] yields the result that there are only a finite number of steps in which $y_1 > 1/t'$; note that $c$ is the number of such steps (that is, the cardinality of the set in [14, Theorem I.3.1]).

Lemma 6.11, with the bound $y_1 \leq 1/t'$, holds in genus $g$, since $t' > 2$. Combining all the lemmas, as in [17, Propisition 6.13], proves termination since, after $k$ iterations,
\[
2^{k-c} \leq c_1(g)^2 \max\{m_1(Y)^{-3} (m_2 \ldots m_g)(Y_0)^{-1}, (m_2 \ldots m_g)(Y_0)m_1(Y_0)^{-1}\}.
\]

Bounding the number of steps in the algorithm requires making a few theorems explicit, namely, [14, Proposition I.2.2] (making $t'$ explicit) and [14, Theorem I.3.1] (determining $c$). We believe that the number of steps is exponential in $g$. Furthermore, each step requires computing the Minkowsksi reduction of a $g \times g$ matrix, which has a cost of $O(2^{1.3g^3})$ arithmetic operations [12]. Hence the running time of this reduction is exponential in $g$.

The conditions on $z$, which can be met using Proposition 2.3, are
\[
|\text{Re}(z_i)| \leq \frac{1}{2}, \quad |\text{Im}(z_i)| \leq \frac{\sum_{j \in [1..2g]} |\text{Im}(\tau_{i,j})|}{2}.
\]

We note that [3] uses another approach, the so-called Siegel reduction, with weaker conditions than the ones we impose here, for example using LLL reduction instead of Minkowski reduction. It is apparently enough to limit the number of terms in the naive algorithm.

4.2. Naive algorithm

In [3], the authors compute an ellipsoid containing the indices of the terms one needs to sum to get an approximation of $\theta(z, \tau)$ up to $\epsilon$. Its size depends on $R$, defined as the solution to the equation $\epsilon = (g/2)(2^g/\rho^g) \Gamma(g/2, (R - \rho/2)^2)$, where $\Gamma$ is the incomplete gamma function and $\rho$ is the smallest vector after an orthogonal change of basis.

Neglecting the dependency in $\tau$ and $z$, we get the rather coarse bound of $O(R^g)$ terms needed. We complete the analysis in [3] by computing an explicit estimate on $R$.

Proposition 4.2. Treating $z, \tau$ (and hence $\rho$) as constants, we have $R = O(\sqrt{P})$, that is, summing $O(P^{g/2})$ terms is sufficient to get a result accurate to $P$ bits.

Proof. Assuming that $g$ is even (which we can do since $\Gamma$ is growing in the first parameter for $R$ large enough), we use integration by parts $g/2$ times to prove that
\[
\Gamma(g/2, d) = (g/2 - 1)!e^{-d} + \sum_{i=1}^{g/2} (g/2 - 1) \ldots (g/2 - i) d^{g/2 - i} e^{-d}
\]
\[
\leq \frac{g}{2} (g/2 - 1)! d^{g/2 - 1} e^{-d} \leq e^{-d + g/2} \log d \log (g/2).
\]

Hence
\[
g/2 \rho^g \Gamma(g/2, d) \leq 2^{-d} \log_2 e + g/2 \log d + \log (g/2) + g \log (2/\rho).
\]

Asymptotically, that is, for $R$ large enough, taking $d = P \log_2 e + g \log P + g \log (2/\rho) + g = O(P)$ is enough for the right-hand side to be smaller than $2^{-P}$. Hence $R = O(\sqrt{P})$. \(\square\)
The terms can be computed using induction relations, which exist whatever the genus: if $g - 1$ indices are fixed, there exists a relationship between three consecutive terms for the remaining index. However, exploiting those relationships gets increasingly complicated and harder to code efficiently as the genus grows. We assume that such induction relations are used in the naïve algorithm: that is, that the cost of computing each term is only $O(M(P))$ and that the memory needs are $O(1)$ or $O(g)$. Under this assumption, the cost of the naïve algorithm is $O(M(P)P^{g/2})$ operations, which agrees with our analyses in genus one and genus two.

4.3. The function $F$

We use, once again, the $\tau$-duplication formula (equation (3.5)) with $a = 0$

$$\theta_i(z, 2\tau)^2 = \frac{1}{2^g} \sum_{k \in \{0, \ldots, 2^g-1\}} \theta_{i \oplus k}(z, \tau)\theta_k(0, \tau),$$

where $\oplus$ is the bitwise XOR. This gives us a function $F : \mathbb{C}^{2^g+1} \to \mathbb{C}^{2^{g+1}}$

$$((\theta_0(0,0) \ldots, \theta_g(0,0)), ((\theta_0(0,0), \theta_0(0,0)), \ldots, (\theta_0(0,0), 0, 2)) \mapsto ((\theta_0(0,0), (z, 2\tau)), (\theta_0(0,0), (0, 2))).$$

Just as in genus two, we solve the problem of computing the correct square root by evaluating $\theta$ at low precision: this requires a number of operations independent of $P$.

The trick used in Proposition 3.4 can be generalized, using $\mathcal{H}_g = \mathcal{H} \otimes \ldots \otimes \mathcal{H}$ ($g$ times). Hence $F$ can be computed with $2^{g+1}$ multiplications, which is better than $2^{2g+1}$.

4.4. Extending the quasi-linear time algorithm

4.4.1. Defining $\mathcal{G}$. We can study the homogeneity of the formulas defining $F$: equation (3.5) gives, for instance, $\theta(z, 2\tau)^2 = \sum_{i=0}^{2^g-1} \sqrt{\theta_i(z, \tau)^2} \sqrt{\theta_i(0, \tau)^2}$. Combined with the expression of the Borchardt mean, it is then easy to generalize $\mathcal{G}$ in the same way as it is defined in Proposition 3.6. We conjecture that Theorem 3.9 generalizes.

CONJECTURE 4.3. If all the choices of sign are good, $\mathcal{G}$ can be evaluated to $P$ bits of precision in $O(\log P)$ steps.

Finally, defining $\mathcal{G}$ so that Newton’s method is applicable requires finding $2^g - 1$ symplectic matrices $M$ such that

$$\theta_j(M \cdot z, M \cdot \tau)^2 = f_M(\tau) \theta_{\sigma_M(j)}(z, \tau)^2,$$

where $f_M, g_M$ are rational functions and $\sigma_M$ is a permutation. We then define the function $\mathcal{G}$ with Algorithm 3.

**Algorithm 3** Compute $\mathcal{G} (\theta_0(\ldots, 2^g-1(z, \tau/2)/\theta_0(z, \tau/2), \theta_0(\ldots, 2^g-1(0, \tau/2)/\theta_0(0, \tau/2))$.

1: Compute $\theta_i(z, \tau)^2$ using equation (3.5).
2: Compute $\mathcal{G} \left( \theta_0(\ldots, 2^g-1(z, \tau)^2, \theta_0(\ldots, 2^g-1(0, \tau)^2 \right) = \left( \frac{1}{\theta_0(z, \tau/2)\theta_0(0, \tau/2)}, \frac{1}{\theta_0(0, \tau/2)^2} \right).
3: for $M$ within a set of $2^g - 1$ well-chosen symplectic matrices do
4: Set $\sigma_M$ as in Theorem 2.7 (for example, [13, Chapter 5, Theorem 2]).
5: Compute $\lambda_M, \mu_M = \mathcal{G} (\theta_{\sigma_M(0)}(z, \tau)^2, \theta_{\sigma_M(0)}(0, \tau)^2).$
6: return $(\lambda_M, \mu_M)$. 


4.4.2. The final algorithm. We can compute $\lambda_i, \mu_i$ from $z, \tau$ using equation (2.1) in $O(2^g M(P) \log P)$ operations. We can then apply Newton’s method to $\mathfrak{F}$ to compute the quotients of theta functions and theta constants, but only if the Jacobian of the system is invertible. We conjecture that one can choose matrices $M$ to ensure this, as in genus one and genus two.

Hence, as was the case between genus one and genus two, we expect the precision for which our algorithm is better than a naive approach to be smaller as the genus grows.

The total complexity of this method is the same as the complexity of evaluating $\mathfrak{F}$, since Newton’s method (when doubling the working precision at each step) does not add any asymptotic complexity. The complexity of the evaluation of $\mathfrak{F}$ is $O(4^g M(P) \log P)$ bit operations. Although this is exponential in the genus $g$, this is quasi-linear in the precision $P$. Hence, as was the case between genus one and genus two, we expect the precision for which our algorithm is better than a naive approach to be smaller as the genus grows.

Appendix A. Naive algorithm in genus two

Algorithm A.1 computes $\theta(z, \tau)$ in genus two using the partial evaluation of the series and induction relations (3.3) and (3.4) to speed up the computation of each term.

**Algorithm A.1** Naive algorithm for $\theta(z, \tau)$ in genus two.
**Input:** $z$, $\tau$ and $B$ a summation bound.  **Output:** $\theta_i(z, \tau), \theta_i(0, \tau)$ for $i \in \{0..3\}$.

1. $a \leftarrow (1, 1, 1, 1); b \leftarrow (1, 1, 1, 1)$  \[These arrays will store $\theta_i(z, \tau)$ and $\theta_i(0, \tau)$.\]
2. Compute $R(m, n) = Q(m, n) + Q(-m, n)$ for $m, n \in \{0, 1\}$.
3. Compute $T(m, n)$ for $m \in \{0, 1\}$ and $n \in \{-1, 0, 1\}$.
4. Add contributions for $(0, 1)$ to $a$ and $b$, with the correct sign.
5. $u \leftarrow w_1^2 + w_2^2$, $v \leftarrow w_1^2 - w_2^2$
6. for $n = 1$ to $B - 1$
7. \[\text{Add contribution for } (0, n + 1) \text{ to } b, \text{ with the correct sign.}\]
8. $R(0, n + 1) \leftarrow q_2^{2n+1} R(0, n)$
9. $T(0, n + 1) \leftarrow q_2^{2n+1} v T(0, n) - q_2^{4n} T(0, n - 1)$
10. Add contributions for $(0, n + 1)$ to $a$, with the correct sign.
11. for $m = 1$ to $B$
12. $\rho_m \leftarrow q_3^{3m} + q_3^{-2m}$  \[can be computed inductively\]
13. Add contributions for $(m, 0)$ and $(m, 1)$ to $a$ and $b$, with the correct sign.
14. for $n = 1$ to $B - 1$
15. \[\text{Add contribution for } (m, n + 1) \text{ to } b, \text{ with the correct sign.}\]
16. $R(m, n + 1) \leftarrow q_2^{2n+1} \rho_m R(m, n) - q_2^{4n} R(m, n - 1)$
17. $T(m, n + 1) \leftarrow \rho_m q_3^{-2m} T(m, n) - q_3^{-4m} q_3^{-4m} T(m, n - 1)$
18. $T(m, -(n + 1)) \leftarrow q_2^{2n+1} q_3^{-2m} T(m, -n) - q_3^{-4n} q_3^{-4m} T(m, -(n - 1))$
19. Add contributions for $(m, n + 1)$ to $a$, with the correct sign.
20. $R(m + 1, 0) \leftarrow q_1^{2m+1} R(m, 0)$
21. $R(m + 1, 1) \leftarrow q_1^{2m+1} (q_3^2 + q_3^{-2}) R(m, 1) - q_1^{4m} R(m - 1, 1)$
22. $T(m + 1, 0) \leftarrow q_1^{2m+1} u T(m, 0) - q_1^{4m} T(m - 1, 0)$
23. $T(m + 1, 1) \leftarrow q_1^{2m+1} q_3^2 u T(m, 1) - q_1^{4m} q_3^4 T(m - 1, 1)$
24. $T(m + 1, -1) \leftarrow q_1^{2m+1} q_3^{-2} u T(m, -1) - q_1^{4m} q_3^{-4} T(m - 1, -1)$
25. return $a, b.$
In this algorithm, terms of the form $q_k^i$ as well as products thereof must also be computed by induction. We did so in our implementation, but this is deliberately omitted here for brevity. Also, despite the use of notation $T(m, n)$, it shall be understood that only constant storage is used by this algorithm, as can be seen by inspecting where values are actually used. Note that further speed-ups are possible if one tolerates using $O(\sqrt{P})$ extra memory, for instance, by caching the $q_1^n$ and the $q_2^n$.

Appendix B. Generic implementation of $\mathfrak{f}$

Algorithm 1 defines $\mathfrak{f}$ in terms of quotients of theta functions for clarity. Algorithm B.1 below shows how the function $\mathfrak{f}$ is implemented generically, that is, how it operates on general arguments.

Algorithm B.1 Computation of $\mathfrak{f}(a_{1,2,3}, b_{1,2,3})$.
Input: $a_{1,2,3}, b_{1,2,3} \in \mathbb{C}^6$ and a pair $\varepsilon, \tau \in \mathbb{C}^2 \times \mathcal{H}_2$.
We assume that $a_{1,2,3}, b_{1,2,3}$ belong to a narrow enough neighborhood of $(\frac{\theta_{1,2,3}}{\theta_0}(z, \tau/2), \frac{\theta_{1,2,3}}{\theta_0}(0, \tau/2))$, to some constant base precision $P_0$. These coarse estimates serve as a guide to choose the correct signs of square roots when computing $\mathfrak{f}$.

1: $(a_0, b_0) \leftarrow (1, 1)$.
2: for $i = 0$ to $15$ do
3: \hspace{1em} $v \leftarrow i \pmod{4}$, $u = \frac{i-v}{4}$.
4: \hspace{1em} $x_i \leftarrow \frac{1}{2} \sum_{j=0}^{3} (-1)^u a_{v+j} b_j$.
5: \hspace{1em} $y_i \leftarrow \frac{1}{2} \sum_{j=0}^{3} (-1)^u b_{v+j} b_j$.
6: \hspace{1em} $(\lambda_0, \mu_0) \leftarrow \mathfrak{f}(x_{0,1,2,3}, y_{0,1,2,3}), \hspace{1em} \triangleright \text{guide with low-precision approximations}$
7: \hspace{1em} $(x_{0,...,15}, y_{0,...,15}) \leftarrow (\frac{1}{\lambda_0} x_{0,...,15}, \frac{1}{\mu_0} y_{0,...,15})$.
8: \hspace{1em} $(\lambda_1, \mu_1) \leftarrow \mathfrak{f}(x_{8,9,0,1}, y_{8,9,0,1}), \hspace{1em} \triangleright \text{guide with low-precision approximations}$
9: \hspace{1em} $(\lambda_2, \mu_2) \leftarrow \mathfrak{f}(x_{4,0,6,2}, y_{4,0,6,2}), \hspace{1em} \triangleright \text{guide with low-precision approximations}$
10: \hspace{1em} $(\lambda_3, \mu_3) \leftarrow \mathfrak{f}(x_{0,8,4,12}, y_{0,8,4,12}), \hspace{1em} \triangleright \text{guide with low-precision approximations}$
11: return $(\mu_1/\lambda_1, \mu_2/\lambda_2, \mu_3/\lambda_3, -1/\mu_1, -1/\mu_2, 1/\mu_3)$.
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