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Introduction to Deep Carbon: Past to Present

BETH N. ORCUTT, ISABELLE DANIEL, RAJDEEP DASGUPTA, DARLENE TREW CRIST, AND MARIE EDMONDS

Carbon is one of the most important elements in Earth. Its behavior has important consequences for the global climate system, for the origin and evolution of life, for carbon-based energy resources, and for a vast array of carbon-based materials that are central to our daily lives. In short, carbon matters.

Carbon moves between Earth’s surface and interior. The solid Earth, its fluids, and the subsurface biosphere are estimated to contain about 90% of the carbon on the planet. These deep reservoirs control the size and extent of surface carbon sinks. Plate tectonics and other hallmarks of an active planet drive change in the size of these surface carbon reservoirs over geologic time.

Deep carbon science emerged as a new field in the twenty-first century, aiming to better understand carbon’s quantities, movements, forms, and origins in Earth’s subsurface. Scientists set out to answer questions about where deep carbon comes from, what forms it takes, how much lies beneath the surface, and how it is transported into and out of Earth’s interior reservoirs. Although deep carbon exerts fundamental control over the operation of Earth’s well-studied surface carbon cycle, we have a limited understanding of carbon’s sources, sinks, transfers, and quantities below the surface. Deep carbon scientists from a wide range of disciplines – including geoscience, biology, materials science, physics, and chemistry – came together to address this problem by researching carbon in a planetary context. This community of scientists was united under the umbrella of the Deep Carbon Observatory (DCO; http://deepcarbon.net), a decadal research effort seed funded by the Alfred P. Sloan Foundation to promote advances in what is known about deep carbon and its impact on planetary processes. The origins of the DCO and the questions that motivated this field were summarized in Carbon in Earth, published in 2013 (1), which is a companion primer for this volume.

This new book represents a synthesis of the transformational discoveries in interdisciplinary deep carbon science that have occurred over the past decade, highlighting some of the state-of-the-art instrumentation that has come online in the past decade to enable this work. Reflecting the four thematic scientific communities of the DCO, the chapters in this book highlight new understandings of:

(1) carbon-bearing phases and their origins under the extreme physics and chemistry of Earth’s mantle and core (Chapters 2–7);
(2) the nature and origins of Earth’s deep carbon-bearing fluids and the abiotic synthesis of carbon under the umbrella of deep energy (Chapters 12–15);

(3) Earth’s carbon *reservoirs and fluxes*, with a particular focus on out-gassing and in-gassing of carbon in various magmatic and tectonic settings such as convergent and divergent plate margins (Chapters 8–10) and on how such deep interior carbon cycling affects the surface carbon cycle (Chapter 11);

(4) the surprising diversity, extent, and limits of Earth’s subsurface deep life (Chapters 16–19).

The volume concludes with a look toward the future and at how data-driven discovery can reveal new knowledge about carbon’s origins, forms, quantities, and movements in space and time (Chapter 20).

This synthesis effort exists because of the dedicated and voluntary efforts of many members of the deep carbon community, for which the editorial team is extremely grateful. Our deep thanks to all of the authors who contributed their thoughts and talents to this effort, especially to the chapter lead authors Muriel Andreani, David Cole, Fabrice Gaillard, Matthieu Emmanuel Galvez, Erik H. Hauri, Robert M. Hazen, Susan Q. Lang, Doug LaRowe, Cin-Ty A. Lee, Jie Li, Karen G. Lloyd, Cara Magnabosco, Steven B. Shirey, Everett Shock, Vincenzo Stagno, Cynthia Werner, Gregory Yaxley, and Edward D. Young. We also would like to extend our deepest thanks to Elizabeth Cottrell and Shaunna M. Morrison for their extra efforts toward the completion of their chapters. We thank the many scientists who contributed thoughtful reviews of chapters. Josh Wood of the DCO was instrumental in designing many of the graphics in this volume including the cover, and Craig Schiffries of the DCO Secretariat was a welcome champion of this project. Emma Kiddle and Sarah Lambert of Cambridge University Press were endlessly patient and supportive and helped guide this volume to completion. Finally, this entire effort would not have been possible without the support of the Alfred P. Sloan Foundation and DCO Science Advisor Jessie Ausubel.

We would like to dedicate this entire volume to the memories of Erik H. Hauri (Figure 1.1) of the Carnegie Institution of Science and Louise Kellogg of University of California at Davis, whose intellectual curiosity, scientific excellence, and good humor were inspirational, and who will always be remembered.

We acknowledge funding from the Sloan Foundation for making this book possible, and from the NSF (grant OCE-1338842), NASA (grant 80NSSC18K0828), and Rice University for supporting editorial efforts.
Figure 1.1 Erik H. Hauri (1966–2018) was a geochemist at the Carnegie Institution for Science in Washington, DC. He used isotope analysis, modeling, and seismic imaging to study planetary processes and volcanism, with a particular focus on the distribution of water on Earth, the Moon, and other celestial objects. Photograph courtesy of Steven Jacobsen (Northwestern University).
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Origin and Early Differentiation of Carbon and Associated Life-Essential Volatile Elements on Earth

RAJDEEP DASGUPTA AND DAMANVEER S. GREWAL

2.1 Introduction

Earth’s unique status as the only life-harboring planet in the inner Solar System is often linked to its orbit being in the habitable zone that resulted in the stabilization of liquid water on its surface. However, in addition to surface liquid water, the presence of carbon and other life-essential volatile elements (LEVEs) such as nitrogen and sulfur in the surface environment is also critical for the habitability of rocky planets. Earth’s long-term equable climate and chemically habitable surface environment are therefore results of well-tuned fluxes of carbon and other LEVEs, involving the deep and the surficial Earth. Given that Earth developed into a volcano-tectonically active planet with both outgassing and ingassing mechanisms, the surface inventory of LEVEs over million- to billion-year timescales is maintained by interactions of the ocean–atmosphere system with the silicate fraction of the planet. Yet it remains uncertain how and when the initial inventory of LEVEs for the surface reservoir plus the silicate fraction (bulk silicate Earth (BSE) altogether), which set the initial boundary conditions for subsequent planet-scale volatile cycles, got established. The answers to these questions lie within Earth’s formative years – in the building blocks, in the process of Earth’s accretion, and in the early differentiation that made the major reservoirs that constitute the core, the mantle, and the crust–atmosphere.

Earth is a differentiated planet with a central metallic core and an outer shell of dominantly silicate rocks divided into the mantle and crust, which is overlain by the fluid envelope of the ocean–atmosphere system. Direct constraints on carbon and the other life-essential volatile abundance of Earth’s core are lacking (Chapter 3, this volume), although significant concentrations of carbon, sulfur, hydrogen, and nitrogen can be in Earth’s core given that the outer core is 10% lighter than pure Fe–Ni alloy liquid. More is known about the carbon content of the present-day silicate fraction of the planet and its fluid envelope because Earth’s mantle reservoir is sampled to some extent via mantle-derived melts (e.g. Refs. 4–9 and Chapter 9, this volume). Yet the estimates of bulk mantle carbon abundance from concentrations in basalts are uncertain partly because most basalts are partially degassed and basalt generation only directly samples typically the top 100–200 km of the mantle. Nonetheless, largely based on the carbon content of basalts (e.g. C/3He, CO2/Nb, CO2/Ba, and C/40Ar ratios), the BSE abundance of carbon is estimated to be...
Among this range of estimated C budget for the BSE, most estimates have converged to a concentration of 90–130 ppm, and this will be used in this chapter. It can be surmised that this BSE budget of C is an end product of Earth’s accretion and early differentiation, but the uncertainty in the C budget of BSE makes testing such hypotheses quantitatively less rigorous. Further insight could be gained, however, from C to other LEVE ratios (i.e. C/X, where X = N, S, or H; e.g. Refs. 7, 10, 11, 16–18). Specifically, these volatile ratios for the terrestrial reservoirs in general and BSE in particular could be compared with the same ratios in various planetary building blocks and evaluated against the known processes of planet formation and early differentiation.

The key questions focus on what planetary building blocks were responsible for delivering C and other associated LEVEs to Earth and when such delivery processes took place. If the C abundance and the C/X ratios of the BSE as well as the isotopic compositions of all LEVEs are similar to any of the undifferentiated meteorites, it may be concluded that such building blocks were responsible for bringing these volatiles to Earth and no postdelivery process altered their ratios (Figure 2.1). On the other hand, if the C abundance and C/X ratios of the BSE are distinct from these known building blocks, one needs to investigate whether any postdelivery processes could have altered these quantities such that the BSE LEVE geochemistry could be established. For example, if core formation processes fractionate C and/or affect the C/X ratios, then could equilibrium core formation scenarios be responsible for establishing carbon, oxygen, hydrogen, nitrogen, and sulfur in BSE (Figure 2.1)? The timing of volatile delivery is also important. If the LEVEs were delivered during the main stage of accretion, then early differentiation processes like core–mantle segregation and magma ocean (MO) degassing would have played an important role in setting up the relative budgets of the LEVEs in the primary reservoirs (Figure 2.1). The delivery mechanism and the timing of delivery may be intimately linked; however, less interrogation has taken place thus far regarding the delivery mechanism. For example, there is a growing recognition that following an initial period of accretion of undifferentiated planetesimals, differentiated planetary embryos with masses ranging from ~0.01 to 0.1ME (where ME is the mass of present-day Earth) were abundant in the inner Solar System; therefore, accretion of these differentiated bodies significantly contributed to the growth of larger planets like Earth. Did the impacts or merger of differentiated bodies deliver the LEVEs to the BSE and establish the C abundance and the C/X ratios or did post-core formation addition of undifferentiated or differentiated bodies establish the BSE LEVE budget? And what were the relative contributions of the impacts of large differentiated and smaller undifferentiated bodies to bringing in LEVEs versus causing a depletion of LEVEs via atmospheric mass loss?

This chapter will discuss the state of the art on what is known about the origin of C relative to the other LEVEs in the BSE, highlighting open questions and gaps in knowledge. We will discuss constraints based on geochemical comparison of the potential terrestrial building blocks with Earth reservoirs and interrogate each key process of planet formation and early differentiation, such as core formation, MO crystallization, MO
degassing, and atmospheric loss in shaping the absolute and relative abundances of C and the other LEVEs. The current understanding of the fractionation of C and other LEVEs during the core formation process will also be used to put constraints on the C budget of the core.

2.2 Constraints on the Compositions of Terrestrial Building Blocks

2.2.1 Constraints from Isotopes of Refractory Elements

Geochemical models based on elemental abundances and isotopic constraints predict the accretion of bulk Earth primarily from chondritic meteorites.25,26 Because elemental and isotopic fractionation trends for bulk silicate samples and chondritic meteorites have well-defined relationships, it is widely assumed that the building blocks of Earth belong to a class of primitive objects that are sampled by chondritic meteorites.27 Close similarity of the
abundances of refractory lithophile elements between the BSE and CI led to an early development of a CI model for Earth. Allègre et al. further consolidated this model by arguing that volatile depletion trends in the BSE are matched most closely by CI chondrites. However, a distinct disparity of oxygen (second most abundant element in the BSE by mass) isotopes (i.e. $^{16}$O, $^{17}$O, and $^{18}$O) between CI chondrites and the BSE, which could not be explained by any fractionation or differentiation models, was one of the first observed isotopic variations that challenged the CI model for Earth. Over the past decades, isotopic dissimilarity between CI chondrites and the BSE has been extended from $\Delta^{17}$O (deviation from a reference mass-dependent fractionation line in a triple isotope of oxygen plot) to several radiogenic as well as non-radiogenic isotopic anomalies for a wide suite of refractory elements with contrasting geochemical behaviors: lithophile elements ($\varepsilon^{48}$Ca (Ref. 31), $\varepsilon^{50}$Ti, $\mu^{142}$Nd), moderately siderophile elements ($\varepsilon^{54}$Cr, $\varepsilon^{64}$Ni, $\varepsilon^{92}$Mo), and highly siderophile elements (HSEs; $\varepsilon^{100}$Ru) (Refs. 32, 33 and references therein). Interestingly, the BSE isotopic compositions for all of these elements are almost indistinguishable from enstatite chondrites (E-chondrites). This has led to the development of an E-chondrite model for Earth. Tracking the isotopic evolution of the growing BSE by taking into account the alloy–silicate partitioning behavior of several lithophile, moderately siderophile, and HSEs during core–mantle equilibration, Dauphas proposed that half of the first 60% of accreted mass was composed of E-type chondrites, while the remaining 40% was all E-type chondritic materials. However, there are a few outstanding issues with an E-chondritic model for Earth, namely: (1) the Ca/Mg ratio of the BSE (0.11836) is distinctly higher than that of E-chondrites (0.08037), suggesting that the BSE has an enriched refractory elemental abundance relative to E-chondrites; (2) E-chondrites have an Mg/Si ratio that is lower than that of the BSE sampled by upper-mantle rocks, which can only be explained by either incorporation of Si into the core or via an unsampled lower mantle with a low Mg/Si ratio; and (3) $\delta^{30}$Si of the BSE is 0.3–0.4‰ higher than $\delta^{30}$Si of E-chondrites and aubrites. Experimentally determined Si isotopic fractionation parameters rule out the possibility of explaining the Si isotopic composition as well as the Mg/Si ratio of the BSE via incorporation of Si in the core if Earth was primarily accreted from E-chondrites. Although there are studies that argue for a lower mantle or at least a portion of the lower mantle being richer in silica compared to Earth’s upper mantle, such findings are debated. To circumvent these issues, Dauphas et al. proposed that the bulk Earth and the E-chondrites sample an isotopically similar reservoir with their subsequent chemical evolution offset by ensuing nebular fractionation and planetary differentiation processes. In summary, a large number of geochemical systematics point to the bulk Earth being made from E-chondrite-type materials, although questions on the major element and volatile element abundance mismatch remain.

### 2.2.2 Constraints from Isotopes of Highly Volatile Elements

In contrast to constraints from refractory elements, constraints from highly volatile elements (i.e. C, N and H (water)) paint a different picture on the potential sources of LEVEs.
Although ordinary chondrites (OCs), which sample S-type asteroids in the inner belt (2.1–2.8 AU), have similar amounts of bulk water as the BSE, the D/H ratio of the BSE is not similar to that of OCs,\textsuperscript{46} but rather is strikingly similar to that of carbonaceous chondrites, especially CI chondrites,\textsuperscript{47} which are representative of C-type asteroids (beyond 2.8 AU) (Figure 2.2a). Similarity of $^{15}$N/$^{14}$N between the BSE and CI chondrites also points toward a carbonaceous chondritic origin of volatiles on Earth (Figure 2.3b).\textsuperscript{13,48,49} $^{13}$C/$^{12}$C of the BSE cannot distinguish between a chondritic or cometary origin of C (Figure 2.2b).\textsuperscript{50,51} However, a clear distinction of the $^{15}$N/$^{14}$N ratio of the BSE from the corresponding cometary values would necessitate C delivery by CI chondrites as well, assuming all the major volatiles (i.e. C, N, and water) were sourced from a similar parent body.

Although thus far direct matching of the isotopes of C, H, and N of the BSE with undifferentiated meteorites has been the approach\textsuperscript{59} to determining the source of the LEVEs on Earth, there is a growing realization that there may be fractionation of stable isotopes during early terrestrial differentiation, such as devolatilization, MO degassing, and core–mantle fractionation. Indeed, such fractionation processes may be able to reconcile some of the observed differences between the LEVE isotopic compositions of the BSE and the chondrites.\textsuperscript{60} For example, carbon isotopic compositions of many CI chondritic materials are distinctly lighter ($\delta^{13}$C, approximately $-15$ to $-7\%$) than the average carbon isotope composition of Earth’s mantle ($\delta^{13}$C, approximately $-5\%$). Similarly, the sulfur isotope composition of Earth’s mantle has also been argued to be non-chondritic.\textsuperscript{63} Graphite–Fe–carbide melt carbon isotope fractionation experiments\textsuperscript{64} showed that $^{12}$C preferentially incorporates into the metallic phase, leaving a $^{13}$C-enriched signature in the graphite or diamond. If similar fractionation behavior applies between silicate MO and core-forming alloy liquid, then core formation could explain how Earth’s mantle evolved to have a heavier carbon isotope value compared to the chondritic building blocks.

### 2.2.3 Constraints from Theoretical Modeling

Because isotopic compositions of refractory elements suggest bulk Earth to be composed of materials similar to E-chondrites while volatile elements favor their delivery via CI chondritic material, the timing of admixing of C-rich material into the accreting zone of Earth becomes key. Such admixing could have taken place either during the primary stage of Earth’s growth or after the main phase of accretion. Similarly, delivery of C-bearing materials may have occurred via accretion of undifferentiated bodies similar to chondrites or via amalgamation of differentiated bodies with C abundances in relevant reservoirs of those bodies set by core–mantle differentiation and atmospheric losses.\textsuperscript{16–18} Theoretical models have been used to simulate the early evolution of the Solar System by accounting for dynamics of planetary accretion along with geochemical, cosmochemical, and chronological relationships between accreting and resulting bodies.\textsuperscript{65,66} Constrains from Hf/W chronometry predict that Mars-sized planetary embryos were formed from mostly E-type
Figure 2.2 Comparison of isotopic compositions of (a) hydrogen and nitrogen and (b) carbon and nitrogen for several Solar System objects and reservoirs. The solar reservoir is depleted while the cometary reservoir is enriched in the heavier isotopes of nitrogen and hydrogen relative to all classes of meteorites as well as the BSE. Although $\delta^{13}$C alone cannot distinguish between the meteoritic and cometary sources, the isotopic compositions of all major LEVEs suggest that the BSE had a similar parent reservoir as carbonaceous chondrites.

Data sources: Carbonaceous chondrites, Refs. 48, 49; E-chondrites, Refs. 52, 53; comets, Ref. 54; angrites and Vesta, Refs. 51, 55; and solar, Refs. 56–58.
Recent advancements like pebble accretion models predict that gas giants like Jupiter also grew synchronously to their present-day mass via trapping of proto-solar nebular gas within the lifetime of the protoplanetary disk. However, the growth of gas giants is thought to rapidly deplete the asteroid belt, which would mean minimal interaction of C-rich carbonaceous chondritic material that condensed in the outer parts of the Solar System with the growth zone of terrestrial planet accretion within 2 AU. With the consideration that the presence of giant planets in the system affects the mixing and delivery of LEVEs from the outer regions to the terrestrial planet-forming region in the disk, the migration of giant planets has been argued to be necessary to perturb the orbits of cometary and asteroid-like bodies, bringing a fraction of these to the inner regions, where they can collide with terrestrial planets, delivering additional volatile elements to the rocky planets. A specific planetary migration model, the Grand Tack scenario, postulated that the inward and outward movement of Jupiter likely repopulated the asteroid belt in the inner parts of the Solar System with C-type chondritic material. However, these models cannot constrain the net mass of volatile-rich material being delivered, as they allow for a total influx of volatile-rich material \( \geq 0.5-2.0 \% \) of present-day Earth’s mass, assuming volatile-rich CI chondrites have water in the range of 5–10 wt.\%. Delivery of a C budget that is larger than the present day in the BSE would require offsetting via later differentiation processes, while C delivery being restricted to the present-day budget of the BSE would have to be unaffected by later differentiation processes. A model such as Grand Tack does not directly constrain the relative timing of acquiring the C- and water-rich
chondritic materials in the terrestrial planet-forming regions with respect to specific giant impact events. However, with the Moon formation being a specific event, similarity or a lack thereof between C and other LEVE budgets and volatile isotope signatures of Earth and Moon may shed light on when LEVE-rich materials were brought in with respect to the Moon-forming event. Little is known about the C budget of the Moon or the lunar mantle;\textsuperscript{70,71} however, if water and carbon were co-delivered, the appreciable water content of lunar glasses and melt inclusions\textsuperscript{72,73} and the E-chondritic nature of late veneer\textsuperscript{32} can only be reconciled if volatiles were delivered to the Earth–Moon system before\textsuperscript{74,75} or during the Moon-forming impact.\textsuperscript{18} However, if C and other LEVEs were delivered during the main stage of Earth’s accretion, then differentiation processes like core–mantle separation, as well as the delivery mechanism of volatiles – either by smaller, undifferentiated planetesimals composed of primarily CI-chondritic material or via relatively large, differentiated planetary embryos heterogeneously composed of material sourced from both inner and outer parts of the Solar System – can provide additional information on the origin of LEVEs in the BSE.

### 2.3 C and Other Volatiles: Abundances, Ratios, and Forms in Various Classes of Meteorites and Comparison with the BSE

The present-day BSE is estimated to be depleted in C and other highly volatile elements relative to all classes of undifferentiated meteorites by at least an order of magnitude and by as much as two orders of magnitude compared to the more primitive carbonaceous chondrites (Table 2.1).\textsuperscript{13} For example, carbonaceous chondrites are C rich,\textsuperscript{48,54,76} while enstatite and OCs are relatively C poor.\textsuperscript{54,61} Among various carbonaceous chondrites, CI chondrites are the most C rich,\textsuperscript{54,76–79} and they are also richer in other LEVEs such as N (0.19–0.32 wt.%\textsuperscript{54,76,77}) and H (1.55–2.02 wt.%\textsuperscript{54,77}) compared to other types of carbonaceous chondrites such as CV, CO, CM, and CR (Table 2.1). Severe depletion of C in the BSE relative to CI chondrites can be explained either by accretion of extremely small quantities of CI chondrites as late additions or via accretion of larger quantities of CI chondrites, but subject to subsequent loss during accretion or differentiation. Such loss of C from carbonaceous building blocks may be expected given that primary carbon is present as soluble as well as insoluble organic molecules in carbonaceous chondrites, which are expected to be unstable at the high temperatures occurring during inner-Solar System processes. Similarly, the carbonates that are products of secondary alterations in carbonaceous chondrites are also expected to volatilize during delivery and accretion in the inner-Solar systems bodies. Even though E-chondrites may have C abundances that are not much greater than that in the BSE, such concentrations are more likely to survive the delivery to the inner-Solar System bodies given their presence in the form of more refractory graphite, diamonds, and carbides.\textsuperscript{80} It remains unclear, however, in what form and abundance C was in E-chondrite parent bodies before thermal metamorphism. It cannot be ruled out that unprocessed E-chondritic protoliths were more C rich and may have even contained
organics. Despite the survival potential of refractory C-bearing phases in E-chondrites in the inner-Solar System processes, it is generally thought that the E-chondrites had much less water than the present-day BSE, although the H budget of the BSE has significant uncertainty owing to poor constraints on the water budget of the mantle.

In contrast to absolute abundances, the relative abundance of C with respect to other volatile elements in the BSE (i.e. C/H, C/N and C/S) is a powerful tracer to constrain the C abundance of Earth and provides additional constraints on the processes that must have fractionated the geochemical reservoirs relative to the cosmochemical reservoirs (Figure 2.3).

Due to the comparable 50% condensation temperatures of C and N as well as their abundances being positively correlated in various classes of chondrites, comparison of the

Table 2.1 C content and C/S, C/N, and C/H weight ratios of major terrestrial reservoirs and chondritic building blocks

<table>
<thead>
<tr>
<th>Reservoirs</th>
<th>C (wt.%)</th>
<th>C/S</th>
<th>C/N</th>
<th>C/H</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Terrestrial reservoirs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSE</td>
<td>0.011 ± 0.002</td>
<td>0.49 ± 0.14</td>
<td>40.00 ± 8.00</td>
<td>1.13 ± 0.20</td>
</tr>
<tr>
<td>Mantle</td>
<td>0.008 ± 0.002</td>
<td>0.36 ± 0.10</td>
<td>72.73 ± 37.72</td>
<td>2.00 ± 0.70</td>
</tr>
<tr>
<td>Crust–ocean–atmosphere</td>
<td>0.002 ± 0.000</td>
<td>8.89 ± 2.22</td>
<td>12.5 ± 3.22</td>
<td>0.51 ± 0.04</td>
</tr>
<tr>
<td>Core</td>
<td>0.50 (?)</td>
<td>0.32 (?)</td>
<td>85.00 (?)</td>
<td>8.40 (?)</td>
</tr>
<tr>
<td><strong>Carbonaceous chondrites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>0.63 ± 0.24</td>
<td>0.32 ± 0.12</td>
<td>21.74 ± 19.16</td>
<td>10.40 ± 0.00</td>
</tr>
<tr>
<td>CV</td>
<td>0.92 ± 0.43</td>
<td>0.42 ± 0.20</td>
<td>23.96 ± 24.16</td>
<td>10.20 ± 0.00</td>
</tr>
<tr>
<td>CM</td>
<td>1.89 ± 0.48</td>
<td>0.58 ± 0.15</td>
<td>21.01 ± 8.35</td>
<td>3.20 ± 0.00</td>
</tr>
<tr>
<td>CI</td>
<td>4.24 ± 0.77</td>
<td>0.72 ± 0.13</td>
<td>19.66 ± 11.69</td>
<td>4.80 ± 0.00</td>
</tr>
<tr>
<td><strong>Enstatite chondrites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EH</td>
<td>0.36 ± 0.13</td>
<td>0.06 ± 0.02</td>
<td>13.73 ± 7.26</td>
<td>11.00 ± 0.00</td>
</tr>
<tr>
<td>EL</td>
<td>0.48 ± 0.16</td>
<td>0.15 ± 0.05</td>
<td>24.43 ± 9.40</td>
<td>11.00 ± 0.00</td>
</tr>
<tr>
<td>** Ordinary chondrites**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.11</td>
<td>0.06</td>
<td>&gt;104.00</td>
<td>2.50 ± 0.70</td>
</tr>
<tr>
<td>L</td>
<td>0.09</td>
<td>0.04</td>
<td>46.10 ± 1.00</td>
<td>3.00 ± 1.00</td>
</tr>
<tr>
<td>LL</td>
<td>0.09</td>
<td>0.05</td>
<td>51.22 ± 1.20</td>
<td>2.60 ± 0.50</td>
</tr>
</tbody>
</table>

The mantle, the crust-ocean-atmosphere, and the BSE averages and 1σ standard deviations are from Hirschmann and Dasgupta for C/H, Bergin et al. for C/N, and Hirschmann for C/S. The carbonaceous chondrite data for C, H, and N are from and references therein. The C/S data for all chondrites are from and references therein. The core compositional estimates are using bulk Earth concentrations from and assuming complete core–mantle equilibration. The data for C contents are from for terrestrial reservoirs, from carbonaceous chondrites, from for E-chondrites, and from and references therein.
The C/N ratio of the BSE with that of the building blocks can help track the accretion and differentiation history of C in the early Earth. Recently, Bergin et al. estimated the BSE C/N ratio to be 40 by calculating the mantle C content using CO2/Nb and CO2/Ba ratios of possibly undegassed ocean island basalts (Figure 2.3). This C/N ratio is similar to the estimate of Halliday, but lower than the estimate of Marty. We will adopt the C/N ratio from the latest studies. The C/N ratios of volatile-rich CI and CM as well as slightly volatile-poor CO and CV chondrites are lower than the C/N ratio of the BSE by approximately a factor 2, while E-chondrites also have low C/N ratios (5–25; Figure 2.4a). Although OCs show large scatter in C/N ratios due to uncertainties in determining extremely low C and N contents, their average C/N ratios are higher than that of the BSE (Figure 2.4a). Because the average C/N ratio of all classes of chondrites lies in the range of 5–30, the superchondritic
C/N ratio of the BSE has been postulated to be a legacy of either preferential incorporation of N into the core or loss of an early N-rich atmosphere. However, ureilites, a class of achondrites and assumed to be the mantle restite of an asteroidal body, are extremely C rich (average 3 wt.% C) with intergranular veins of graphite and traces of diamonds. It is interesting to note that the C/N ratio of ureilites is much higher than that of the BSE; therefore, if the C/N ratios of this achondrite are representative of an ureilite parent body and such a parent body significantly contributed to Earth’s accretion, then preferential loss of N as a necessary condition for bulk silicate reservoirs in Earth is precluded.

Assuming a similar C inventory in the mantle as discussed earlier, the C/H ratio of the BSE has been estimated to be 1.13 ± 0.20. The C/H ratio of BSE is lower than all classes of chondritic meteorites (Figure 2.4). OCs have a C/H ratio that is two to five times greater than that of the BSE, while E-chondrites, which are extremely water poor, have a 20-times higher C/H ratio. Carbonaceous chondrites, which have the closest match to the terrestrial D/H ratio, also have a higher C/H ratio; CI and CM chondrites, which are C and water rich, have a C/H ratio that is four to six times higher; while CO and CV chondrites, which are relatively C and water poor, have a C/H ratio that is 12–15 times higher. Therefore, in contrast to a superchondritic C/N ratio, a subchondritic C/H ratio can be explained if C was preferentially incorporated into the core or lost to space relative to H during terrestrial differentiation.

Sulfur has a much higher solar nebula condensation temperature than C, N, and H; therefore, it is not a highly volatile element. Sulfur abundance in the BSE, especially in the mantle, is also better known relative to that of other highly volatile elements of interest (Figure 2.3). Therefore, the C/S ratio can also act as an important tracer to track the evolution of C in the early Earth. The C/S ratio of the BSE is higher than that of C-depleted E-chondrites, but it is similar to or lower than that of C-rich carbonaceous chondrites (Figure 2.4c). Therefore, a near-chondritic C/S ratio in the BSE stipulates that either both C and S showed similar loss/gain behavior during early differentiation processes or they were primarily delivered in post-differentiation processes via undifferentiated, chondritic materials.

Because the C/H ratio of the BSE is subchondritic, the C/S ratio is near-chondritic, while the C/N ratio is superchondritic, H, N, and S have widely different geochemical behaviors relative to C during core formation or MO degassing and/or they track different stages of terrestrial accretion. The following sections will explore whether there are known processes that can explain the difference between the LEVE geochemistry of the BSE and those of carbonaceous chondrites.

**2.4 Establishing LEVE Budgets of the BSE After Core Formation?**

**2.4.1 The Role of Late Accretion**

The theory of the addition of undifferentiated meteorites after the completion of metal–silicate differentiation chiefly stems from the approximately chondritic relative abundance of HSE (e.g. Re, Os, Ir, Ru, Pt, Rh, Pd, and Au) concentrations in Earth’s mantle and the
BSE, plus the fact that the BSE is not as depleted of HSEs as it would have been if the entire HSE inventory of the bulk Earth was available before equilibrium core formation took place.\textsuperscript{93,94} Assuming that core formation originally left the silicate Earth virtually HSE free and later additions of chondritic materials elevated the HSE abundances to the present level, the chondritic mass added is estimated to be 0.5\% of Earth’s mass (0.005 ME). Walker\textsuperscript{93} noted that this estimate may be \textasciitilde1.5 times higher or a factor of four lower\textsuperscript{95} depending on the exact concentrations of HSEs in the chondritic materials being added. Willbold et al.\textsuperscript{96} also calculated that in order to offset the pre-late accretion \textsuperscript{182}W-excess composition of the BSE, 0.08 ME chondritic mass needs to be added. Given that many carbonaceous chondrites are rich in LEVEs, many studies have surmised that late accretion of these materials brought all of the LEVEs to the BSE.\textsuperscript{71,97–99} If this was the mechanism, then the core formation would have no influence on the relative abundance of various LEVEs. Indeed, the addition of 0.0030–0.0075 ME chondritic materials with 3.48–3.65 wt.\% C to the BSE would set the BSE C budget to \textasciitilde100–250 ppm C (or \textasciitilde360–900 ppm CO\textsubscript{2} in the mantle\textsuperscript{8}). Although this C budget may be sufficient to match even the enriched basalt source regions, as briefly discussed by Dasgupta,\textsuperscript{8} there are several challenges in invoking CI-type carbonaceous chondrite as the chief or sole source of the BSE C and other LEVEs. Section 2.2 already discussed which elemental and isotopic compositions of the BSE are not satisfied if the BSE is chiefly made up of carbonaceous chondrites. Section 2.2 also outlined how the elemental abundance of C and the C/S ratio of the BSE can be satisfied if CI-type carbonaceous chondrite accreted to Earth after core formation was complete, but the C/N and C/H ratios and possibly $\delta^{13}$C and $\delta^{34}$S of the BSE are difficult to explain. Here, we specifically discuss what challenges exist in invoking other known meteorites as the late-accreting materials to explain the entire inventory of carbon and other LEVEs in the BSE.

Given E-chondrites (e.g. (low enstatite) enstatite chondrite (EL) and (high enstatite) enstatite chondrite (EH)) are depleted in water and also poor in C and N,\textsuperscript{52} bringing LEVEs in general and water in particular to Earth exclusively by E-chondrite is not thought to be a realistic mechanism. EH and EL chondrites also have distinctly lower C/N and C/S ratios compared to the BSE (Figure 2.4a and c). Hence, unprocessed E-chondrite, known from the studied samples, could not have brought LEVEs to Earth after core formation in the right proportions. This is at odds with recent propositions that, based on Ru isotopic composition, argued for the late veneers having E-chondritic character.\textsuperscript{32,33} One issue in evaluating E-chondrites as plausible terrestrial building blocks based on volatile element geochemistry is that all known E-chondrites studied thus far are heavily metamorphosed; hence, before thermal metamorphism, these chondrites might have been more LEVE rich and C could have been originally organic.\textsuperscript{100}

OCs are depleted in volatiles with respect to carbonaceous chondrites chiefly because the volatile-rich matrix volume percentage is less than that of carbonaceous chondrites.\textsuperscript{54} In fact, bulk C content of most primitive OCs can be perfectly explained by its matrix material being entirely CI-type material.\textsuperscript{48} OC matrices are drier, however, with bulk H of
OCs falling below the concentration of what would be expected if the entire OC matrix was made up of CI-type materials.\textsuperscript{54} Therefore, the C/H ratio of OCs is higher than that of the BSE (Figure 2.4b). Similarly, the C/S ratios of OCs are lower and the C/N ratios of OCs are distinctly higher compared to the estimates for the BSE (Figure 2.4a and c). Hence after core formation, OC delivery cannot be considered as the chief process of origin of Earth’s LEVEs.

Among all stony meteorites, ureilites are the only group of primitive achondrites that are rich in C and depleted in N, leading to higher C/N ratios.\textsuperscript{101–103} Carbon in ureilites is also present in relatively non-labile phases (i.e. as graphites, nanodiamonds, and lonsdaleite) and hence is likely to survive high-temperature accretional processes. Primarily motivated by their high C/N ratios, recent studies\textsuperscript{11,88} have suggested that C-rich achondrites such as ureilites may be responsible for establishing the abundances of LEVEs in the BSE through post-core formation addition. While the C/N ratio of the BSE could be heavily shaped by the addition of a ureilite-like achondrite, the C/S ratio of ureilite is significantly higher than that estimated for the BSE. Hence, any attempt to match the C/S ratios of the BSE through addition of a ureilite-like achondrite-rich late veneer requires a very unique consideration of the composition and extent of core–mantle equilibration of proto-Earth.\textsuperscript{11} No model of ureilite-like late-veneer addition can explain the C/N and C/S ratios simultaneously. For example, scenarios of C-rich late-silicate addition in which the superchondritic C/N ratio can be established also result in a superchondritic C/S ratio.\textsuperscript{11}

Overall, late accretion alone does not seem to account for the C budget and C to other LEVE ratios of the present-day BSE (Figure 2.5). Hence, other early Earth processes need to be considered.

### 2.4.2 The Role of Post-core Formation Sulfide Segregation

The segregation of sulfide melt has been shown to be a necessary process for explaining the HSE geochemistry of the BSE.\textsuperscript{112} This would also deplete the BSE in terms of its S inventory, but owing to the low solubility of C in sulfide-rich melts (Figure 2.6a)\textsuperscript{17,18,113–116} caused by strong non-ideality of mixing between C- and S-rich components in Fe-rich alloy melts, such sulfide segregation should also elevate the C/S ratio of the BSE. Hence, if late accretion establishes a chondritic C/S ratio, sulfide segregation should alter such a ratio. N also is not compatible in S-rich Fe-alloy melts,\textsuperscript{18} hence the S/N ratio of the BSE would also drop after sulfide melt segregation. Similarly, it is also unclear what the effects of late-stage sulfide melt segregation might be on the H budget of the BSE. If H is stored in nominally anhydrous silicate minerals in solid, post-core formation BSE, partitioning of H between segregating sulfide melts and solid silicate minerals could influence the H inventory and hence the C/H ratio of the BSE. If H partitions preferentially into sulfide liquid over relevant nominally anhydrous silicate minerals, then the C/H ratio may also increase above the chondritic value.
2.4.3 The Role of MO–Atmosphere Interactions and Atmospheric Loss

Because C and other LEVEs are atmophile elements, they were likely heavily concentrated in the proto-atmospheres at various stages of MO evolution and terrestrial accretion. Hence, it is worth considering under what circumstances silicate magma–atmosphere interactions and possible atmospheric loss through impact-driven blow-off could influence the inventory of LEVEs in the BSE. The timing of LEVE delivery is of critical importance in determining the role of silicate–atmosphere interactions (and atmospheric blow-off). For example, if a large fraction of core formation takes place before the LEVEs were available to the growing Earth, then such core formation would have had negligible influence on the BSE LEVE budget, with MO–atmosphere processes being more important. On the other hand, if LEVEs were delivered throughout the terrestrial

![Figure 2.5 Application of alloy–silicate partition coefficients and solubilities of LEVEs in the silicate melts to examine the effect of core formation, with varying degrees of alloy–silicate equilibration, with or without loss of an early atmosphere formed via MO degassing on the remnant abundances of LEVEs in the bulk silicate reservoir. (a) LEVEs, when delivered as 0.015 ME late-accreting materials (i.e. 0% alloy–silicate equilibration), cause the volatile abundance to be higher than the present-day BSE. Core formation with increasing degrees of alloy–silicate equilibration increasingly depletes the remnant MO in all LEVEs, with C being much more depleted than other LEVEs, leading to subchondritic C/N, C/H, and C/S ratios. (b) Combining early atmospheric loss with core formation cannot offset C loss to the core due to the lower solubility of C relative to the other LEVEs in the silicate MOs. Bulk Earth volatile abundance data are from McDonough, while the alloy–silicate partition coefficients in a deep MO (P = 50 GPa, T = 3500 K; e.g. Siebert et al.) for C, N, S, and H are from the parametrized relationships of Chi et al., Grewal et al., Boujibar et al., and Clesi et al., respectively. Solubility constant data for C, N, S, and H in the silicate melt are from Armstrong et al., Roskosz et al., O’Neill and Mavrogenes, and Hirschmann et al.

![Diagram showing the effect of core formation and atmospheric loss on the abundance of LEVEs in the BSE.](https://www.cambridge.org/core/core/2DD590DAC33871A821E7C9D2826C40D3)
accretion history,\textsuperscript{13,51,119} then both atmosphere–MO interactions and metal–silicate equilibration could have played roles in establishing the LEVE budget of the BSE. If the BSE C–N–S–H budgets were established chiefly by loss of proto-atmosphere overlying MO, then N needed to be lost preferentially to C and C needed to be lost preferentially to H. In other words, the proto-atmosphere overlying MO has to be N rich relative to C, C rich relative to H, and with similar abundances of C and S. Indeed, the N-depleted nature of Earth has been explained previously by loss of an N-rich atmosphere.\textsuperscript{120} But evaluation of whether an atmosphere with a concentration of LEVEs in the order N > C–S > H can be generated overlying a silicate magma reservoir depends on the mixed-volatile solubility in shallow MO as a function of oxygen fugacity ($f_{O_2}$; effective partial pressure of oxygen). Hirschmann\textsuperscript{11} considered a simple model evaluating the fractionation of C, N, H, and S between silicate MO, overlying atmosphere, and equilibrating core-forming liquid alloy with three distinct $f_{O_2}$ conditions at the MO surface (i.e. IW – 3.5 (reduced), IW – 2 (intermediate $f_{O_2}$), and IW + 1 (oxidized), where IW refers to the log $f_{O_2}$ set by equilibrium of metallic iron and iron oxide (FeO)). Among these, the most oxidizing condition is not very realistic during or soon after core formation because, for a well-mixed MO with a near-constant Fe$^{3+}$/Fe$_T$ ratio, the $f_{O_2}$ gradient is such that the shallow MO is always more reduced.\textsuperscript{121–123} Thus, if a well-mixed MO is close to equilibrium with an Fe-rich core at its base, its surface should be more reduced and therefore, for MO–atmosphere interactions, the relevant $f_{O_2}$ would be less than IW. The only way this

Figure 2.6 Experimental data showing the effects of S and Si contents in the Fe-rich alloy melt on C solubility. (a) Carbon solubility decreases monotonically with increases in sulfur content in the alloy melt. Si- and N-bearing alloys have lower C solubility for a given S content in the alloy melt. (b) Carbon solubility decreases linearly with increases in Si content in the alloy or decreases in oxygen fugacity ($f_{O_2}$) of silicate–alloy systems. The presence of S in the alloy does not have a major effect on carbon solubility in silicon-bearing alloys.

Data for N-free alloys are from Dasgupta et al.,\textsuperscript{99,114} Chi et al.,\textsuperscript{71} Armstrong et al.,\textsuperscript{108} and Li et al.,\textsuperscript{16,117} while data for N-bearing alloys are from Dalou et al.\textsuperscript{85} and Grewal et al.\textsuperscript{18}
may be different is if at higher pressures the \( f_{O_2} \) gradient reverses (reduction with increasing depth) and iron disproportionation and subsequent Fe–metal segregation leads to oxidation of metal-free MO.\textsuperscript{124} Solubility data for most LEVEs are lacking or sparse for peridotitic or ultramafic silicate melts due to difficulty in obtaining a glass and reliable chemical analyses for such compositions.\textsuperscript{125} Based on the data available for silicic to mafic silicate liquids, for log \( f_{O_2} < IW - 0.5 \) and with decreasing \( f_{O_2} \), N becomes much more soluble (reaching the weight percentage level chiefly as N–H species\textsuperscript{85,126,127}) than C (tens of ppm by weight mostly as CO\(_3^{2-}\) and to some extent as C–H and C–N species\textsuperscript{18,71,99,108,117,125,128,129}), with the latter mostly decreasing with decreasing \( f_{O_2} \) and then leveling off with stabilization of C–H species. Similar to N, H also remains quite soluble in silicate melt in the form of OH\(^-\) and H\(_2\)O even in fairly reducing conditions such as log \( f_{O_2} \) of IW – 1 to IW – 2, with molecular hydrogen, H\(_2\), contributing to some degree.\textsuperscript{111} Therefore, at log \( f_{O_2} < IW - 1.5 \), atmospheric blow-off could lower the C/H ratio from a chondritic value, but this would result in an MO C/N ratio that is subchondritic. Similarly, S is much more soluble in mafic–ultramafic silicate melts (several thousands of ppm\textsuperscript{110,130,131}) compared to C and hence loss of an atmosphere would result in a residual silicate MO with a C/S ratio distinctly lower than that of chondritic value. Therefore, no condition exists where a proto-atmosphere overlying an MO can attain all of the compositional characteristics necessary to leave an MO with C/N, C/S, and C/H ratios of the modern-day BSE (Figure 2.5). Hence, late accretion of chondritic materials to an alloy-free MO followed by an atmospheric loss cannot be the chief origin of BSE LEVEs.

An alternative suggestion\textsuperscript{120} is for atmospheric loss to help define the BSE C/N and C/H ratios, but at conditions where C would be retained in the form of carbonate or bicarbonate ions either as dissolved aqueous species or in the crust, mediated by the presence of a liquid water ocean. According to this model, a superchondritic C/N ratio and a subchondritic C/H ratio could have been attained via loss of an N-rich atmosphere overlying an ocean. This mode of atmospheric loss is supported by the dynamical model of a giant impact that shows that such an impact would preferentially remove the atmosphere relative to the ocean.\textsuperscript{132} However, it is unclear what the water chemistry would be in these oceans, which, if they existed, is expected to be highly anoxic and thus may not sequester significant dissolved carbonates.

### 2.5 Establishing the Volatile Budget of the BSE through Equilibrium Accretion and MO Differentiation

The discussion on the origin of LEVEs in the BSE thus far considered building blocks and processes after the core formation was mostly complete. This approach would be appropriate if all of the LEVEs were delivered through late accretions. The discovery of a solar component (e.g. neon) in deep plume-derived magma,\textsuperscript{133,134} however, suggests that Earth might have trapped nebular gas early within the first few millions of years of the formation
of the Solar System. Indeed, the possibility of acquiring volatile elements such as primordial noble gases directly from nebular gas has been proposed in a number of studies.\textsuperscript{135,136} Although nebular gas can persist for \(~10\) Myr, its median lifetime (i.e. the time at which half of all systems lost their nebular gas disks) is \(~2.5\) Myr.\textsuperscript{137} Given the mean time of terrestrial accretion (i.e. the time to have grown to 50\% of the final mass) is \(~11\) Myr\textsuperscript{138} while the mean accretion timescale of Mars is \(1.9^{+1.7}_{-0.8}\) Myr,\textsuperscript{67,139} it is likely that although the entire proto-Earth mass may not have equilibrated with the solar nebula, at least a few Mars-sized embryos that contributed to the initial proto-Earth mass likely inherited nebular volatiles. These constraints suggest that early accreting material may have been LEVE poor but likely not LEVE free. However, the LEVE compositions do not suggest direct Solar contribution to be important (Figure 2.2).

The \(^{182}\text{Hf}/^{182}\text{W}\) ratio of iron meteorites suggests metal–silicate separation in protoplanetary bodies occurred as early as \(~1\) Myr after the formation of the Solar System. Accordingly, core formation would influence the initial distribution of LEVEs among the planetary reservoirs.\textsuperscript{8,11,14,16,17,71,85,99,117} Over the past decade, a significant body of research has tried to understand the fate of C and other LEVEs (S, N, and H) during core formation processes and associated alloy–silicate equilibration.\textsuperscript{14–18,71,85,99,106,109,117,140–142} These investigations chiefly focused on determining the partition coefficients of LEVEs between Fe-rich alloy melts and coexisting silicate melts (i.e. \(D_x^{\text{alloy/silicate}}\) (= concentration of an element in the alloy melt divided by concentration of the same element in the equilibrium silicate melt), where \(x = \text{C, N, S, etc.}\)). If \(D_x^{\text{alloy/silicate}}\) is \(>1\) and if a given LEVE, \(x\), is available during core formation, then it should be preferentially sequestered in the metallic core. On the other hand, if \(D_x^{\text{alloy/silicate}} < 1\), the LEVE, \(x\), present during core–mantle fractionation should preferentially concentrate in the silicate Earth. \(D_x^{\text{alloy/silicate}}\) values provide the framework to understand how a given LEVE is expected to be distributed between the metallic and silicate portions of a differentiated planet if alloy and silicate melts equilibrated before separation.

The most robust constraints available on the alloy–silicate partitioning of LEVEs are obtained through high pressure–temperature experiments. Determinations of \(D_C^{\text{alloy/silicate}}\) at high pressure–temperature exist chiefly for graphite/diamond-saturated conditions (i.e. experiments conducted in graphite capsules). Concentrations of C in Fe-rich alloy melts at graphite/diamond saturation and in the absence of any other light nonmetals show small dependence on pressure and temperature (not shown)\textsuperscript{14,16} and are \(~5–7\) wt.\%. However, C solubility in Fe-rich alloy melts decreases strongly with increasing S and Si content, and at S of content 22–36 wt.\% or Si content \(>10–12\) wt.\%, C solubility is \(<1\) wt.\% (Figure 2.6a and b). Carbon solubility in Fe-rich alloy melts also diminishes with increasing Ni content in the S-free or S-poor alloy.\textsuperscript{71,115,116,143} Unlike in alloy melts, C solubility in equilibrium silicate melts is tens to hundreds of ppm and mostly decreases with decreasing \(f_{\text{O}_2}\) (Figure 2.7). The MOs of Earth and other inner-Solar System bodies are expected to be ultramafic to mafic; that is, relatively poor in silica and rich in MgO.
Because of the difficulty of rapidly cooling such depolymerized silicate liquids from well-constrained high pressures–temperatures to glasses at ambient conditions, which is necessary for reliable quantitative analyses of carbon and hydrogen, C solubility data in such ultramafic–mafic liquids at core-forming reduced conditions are sparse. To address this, experimental studies have been conducted with a silicate melt of varying polymerization so that a meaningful extrapolation of C solubility and $D_C^{\text{alloy/silicate}}$ to desired silicate melt composition can be made.
2.5.1 Carbon Speciation in MO

$D_C^{alloy/silicate}$ and C solubility in silicate melts are affected by the incorporation mechanism of C in the silicate melt structure. Irrespective of the saturating phase such as CO$_2$-bearing vapor or graphite/diamond, carbon can dissolve in silicate melt as molecular CO$_2$ (CO$_2^{mol}$: 144–148), as carbonate anions (CO$_3^{2-}$: 125,149,150) bonded to cation modifiers, possibly as molecular CO or carbonyl, and as possible C–H, C–N complexes. For mafic–ultramafic melts, the chief species of interest is CO$_3^{2-}$, which complexes most strongly with Ca$^{2+}$ cations and also with Na$^+$, Mg$^{2+}$, and maybe K$^+$. Most experiments on carbon dissolution at reducing conditions employed mafic compositions of variable degrees of polymerization (i.e. tholeiitic to alkali basalts or even more silicic melts). The most common approach to extrapolating C solubility and $D_C^{alloy/silicate}$ to systems containing peridotitic compositions is to use a compositional parameter NBO/T, where “NBO” is the total concentration of non-bridging oxygen in the silicate melt and “T” is the total number of tetrahedral cations. Although this method is thought to give reasonable predictions of ultramafic melt C solubility as CO$_3^{2-}$, Duncan et al. showed that the NBO/T approach may overpredict the extent of CO$_3^{2-}$ dissolution in silicate melts if an increase of NBO/T is correlated with an increase in CaO rather than MgO in melts. This is because Ca$^{2+}$ cations complex with CO$_3^{2-}$ much more than Mg$^{2+}$, although peridotitic melts are still predicted to have higher CO$_3^{2-}$ dissolution capacities than basalts. Figure 2.7 shows CO$_3^{2-}$ dissolution as a function of $f_O^2$ and shallow MO conditions. Also shown in Figure 2.7 are other possible species such as C–H that may become important at low $f_O^2$.

2.5.2 $D_C^{alloy/silicate}$ and Its Impact on Carbon Distribution between BSE versus Core in Various Scenarios of Equilibrium Core Formation

Figure 2.8 provides the available data of $D_C^{alloy/silicate}$, showing their dependence on alloy composition and $f_O^2$ at shallow MO conditions. Shallow MO $D_C^{alloy/silicate}$ at log $f_O^2$ of IW – 2 to IW – 0.5 are in the order of ~10$^3$, with the values increasing with increasing pressure and decreasing $f_O^2$ and decreasing with increasing temperature and melt depolymerization. In more reducing conditions where the Si content becomes significant in the equilibrium Fe-rich alloy melts and where decreasing C dissolution as CO$_3^{2-}$ is offset to some extent by the increasing fraction of C–H complexes (Figure 2.7), $D_C^{alloy/silicate}$ may be somewhat lower and may not monotonically increase with decreasing $f_O^2$ (Figure 2.8b). Application of empirical parameterizations of $D_C^{alloy/silicate}$ as a function of temperature, pressure, $f_O^2$, silicate melt composition, and alloy composition (e.g. Ni content) to conditions that many studies considered relevant for the deep terrestrial MO (e.g. pressure = 45–65 GPa, temperature = 3500–4000 K, log $f_O^2$ = IW – 2) yields values in the order of 10$^3$–10$^4$. The existing constraints on $D_C^{alloy/silicate}$ in graphite-saturated conditions therefore suggest that carbon is highly siderophile. If core formation was an equilibrium process (i.e. if the entire terrestrial core mass equilibrated with a global silicate MO), post-core formation silicate Earth would be severely depleted in carbon (≤10 ppm).
with the extent of depletion being dependent upon the available bulk carbon that participates in such core–mantle fractionation.\textsuperscript{8,17,71,99} This analysis does not imply that the core formation process was a single-stage alloy–silicate equilibration event, but rather what the C distribution between Earth’s metallic and nonmetallic portions would be for an average condition of core–mantle separation.

Figure 2.9 shows more realistic scenarios of alloy–silicate equilibration and subsequent core segregation in terrestrial MO where the depth, temperature, and \(fO_2\) evolve with the extent of accretion.\textsuperscript{158} This style of core–mantle fractionation is described as multistage, equilibrium core formation. Competing arguments exist in the literature as to whether, with continuing accretion, proto-Earth’s MO evolved from a relatively reduced to an oxidized condition\textsuperscript{158,159} or a relatively oxidized to a reducing condition.\textsuperscript{160} Figure 2.9a therefore shows various plausible \(fO_2\) paths of MO evolution of a growing Earth and computes the change of \(D_{C^{\text{alloy/silicate}}}\) along those paths, following Li et al.\textsuperscript{16} It must be noted that the current data sets of \(D_{C^{\text{alloy/silicate}}}\) do not show any effects of pressure–temperature in relatively reducing conditions (e.g. \(\log fO_2 < IW - 1.5\)). In such reducing conditions, the controlling variables appear to be \(fO_2\), the Si content of the metal, and the water content of the silicate melt. At \(\sim IW - 2 < \log fO_2 < IW\), however, the key variables controlling \(D_{C^{\text{alloy/silicate}}}\) are pressure, temperature, \(fO_2\), and silicate melt composition. Figure 2.9b, however, shows that irrespective of MO condition, \(D_{C^{\text{alloy/silicate}}}\) remains \(\gg 1\), and in fact deeper MO, toward the later stage of accretion, leads to even higher \(D_{C^{\text{alloy/silicate}}}\) predictions than those experimentally measured at shallow MO conditions. Therefore, the multistage core formation model also leads to C being stripped off highly efficiently from the silicate MO, leaving behind the BSE that is \(< 1–10\text{ ppm}\) for a bulk Earth with 1000 ppm C (Figure 2.9c).
Figure 2.9 The effects of different accretion scenarios on the core–mantle partitioning behavior of carbon. (a) Four possible evolution paths for the FeO content of the mantle with its growth. The “very reduced” and “reduced” paths simulate the accretion of progressively oxidized material with time, and the “oxidized” path simulates accretion of progressively reduced material with time. All of the models converge at log $f_O^2$ of IW – 1.8, or present-day FeO content (8 wt.% ) of the primitive upper mantle. (b) $D_{\text{alloy/silicate}}^C$ at each step of accretion (i.e. accretion of 1% $M_E$), calculated using parametrized relationships from Li et al. For the “very reduced” and “reduced” paths, where methyl (or alkyl) groups would be the predominant dissolved carbon species in the silicate melt, eq. (4) is chosen from Li et al., whereas for the “intermediate” and “oxidized” paths, where carbonate groups would be the predominant dissolved carbon species in the silicate melt, eq. (3) is chosen from Li et al. (c) Post-core formation MO resulting from a bulk system with 1000 ppm C and assuming 100% alloy–silicate equilibration at each accretional step. All of the models lead to MO with distinctly less C that those estimated for the BSE. (d) Carbon content in Earth’s core converges at ~3300 ppm at the end of all accretional models.
2.5.3 Comparison of $D_{\text{alloy/silicate}}^C$ with Alloy–Silicate Melt Partitioning of Other LEVEs

The preceding section argues that equilibrium core formation either via homogeneous or heterogeneous accretion results in a nonmetallic Earth that is too depleted in C compared to the present-day BSE. Explaining the origin of LEVEs in the BSE through equilibrium core formation is exacerbated when $D_{\text{alloy/silicate}}^C$ is compared with the alloy–silicate partition coefficients of other LEVEs such as S, N, and H.

The partition coefficient of sulfur between alloy and silicate melts, $D_{\text{alloy/silicate}}^S$, has been experimentally constrained in a number of studies\(^{106,140,142}\) but only a few recent studies measured $D_{\text{alloy/silicate}}^S$ and $D_{\text{alloy/silicate}}^C$ simultaneously.\(^{16-18}\) These studies show that over the entire range of shallow MO conditions explored experimentally thus far, $D_{\text{alloy/silicate}}^C \gg D_{\text{alloy/silicate}}^S$, with $D_{\text{alloy/silicate}}^C/D_{\text{alloy/silicate}}^S$ varying between ~1000 and 20 as log $f_{O_2}$ varies from IW–4.5 to IW–0.5. Therefore, under any conditions of alloy–silicate equilibration, C is more siderophilic than S and equilibrium core formation leaves a subchondritic C/S ratio for the silicate MO.

Experiments also exist that constrained $D_{\text{alloy/silicate}}^N$.\(^{18,109,127}\) Among these, the recent studies that constrain both $D_{\text{alloy/silicate}}^C$ and $D_{\text{alloy/silicate}}^N$ from the same experiments\(^{18,85}\) show that nitrogen is only mildly siderophile in relatively oxidizing conditions and possibly even lithophile in relatively reducing conditions (e.g. log $f_{O_2} <$ IW – 3). Therefore, $D_{\text{alloy/silicate}}^C/D_{\text{alloy/silicate}}^N$ is ~6–120 at 1–7 GPa, 1400–1800°C, and $f_{O_2}$ of IW – 3.5 to IW – 0.5, and hence any models of equilibrium core formation would also produce a subchondritic C/N ratio for the post-core formation BSE.

Alloy–silicate partitioning studies for H are limited, and two available studies\(^{107,161}\) provide contrasting data. Okuchi\(^{161}\) estimates the $D_{\text{alloy/silicate}}^H$ value at a fixed pressure of 7.5 GPa and as a function of temperature, but does not provide any pressure effect. Based on the experiments of Okuchi,\(^{161}\) H is mildly siderophile. On the other hand, Clesi et al.\(^{107}\) conducted experiments at 5, 10, and 20 GPa with C-rich alloy melts and measured $D_{\text{alloy/silicate}}^H$ of 0.04–0.77. Therefore, it remains unclear whether H is retained mostly in the core of differentiated planets or in the silicate fraction. Despite the discrepancy in the available experimental data on $D_{\text{alloy/silicate}}^H$, the BSE could attain a subchondritic C/H ratio via an equilibrium core formation process where much more C would be sequestered to the metallic core than H (Figure 2.4). However, if the $D_{\text{alloy/silicate}}^H$ data of Clesi et al.\(^{107}\) are appropriate, then equilibrium core formation would lead to a BSE C/H ratio that is much lower than what is estimated for the present-day BSE.

2.6 C and Other LEVE Budgets of the BSE: A Memory of Multistage Accretion and Core Formation Process with Partial Equilibrium?

The discussion presented thus far suggests that no single process of volatile delivery such as via late accretion of any known class of meteorites or comets, through loss of an atmosphere overlying a MO,\(^{23}\) being subjected to equilibrium core formation processes,
or sulfide segregation to the core\textsuperscript{112,162} can simultaneously explain carbon’s absolute as well as relative abundance compared to other LEVEs. This does not mean that these processes did not impact the volatile inventory of the BSE, and it is plausible that all of these processes acted in tandem. However, the nature of the fractionation of C with respect to H, N, and S for each of these processes is such that even if they acted together, not all of the attributes of the BSE volatile budget can be satisfied. This brings us to consider other styles of terrestrial accretion that may have been essential in establishing the LEVE budget of modern Earth.

\textbf{2.6.1 Disequilibrium Core Formation}

Models of protoplanetary disk dynamics, dust and planetesimal accretion, and planetary migration show that although the first 50\% of proto-Earth mass growth was continuous, rapid, and completed within the first few million years of Solar System formation, the protracted growth of Earth spanning \textasciitilde 100 Myr\textsuperscript{163} involved few abrupt increases in the accreted mass via several giant impacts of Mars-sized or perhaps even larger bodies.\textsuperscript{164} The final such impact is thought to be the Moon-forming giant impact.\textsuperscript{165,166} A key aspect of accretion via these impacts is that proto-Earth collided with differentiated planetary embryos. Merger of proto-Earth with large differentiated bodies is thought to have taken place via near-disequilibrium merger of the core of the impactor with proto-Earth’s core owing to limited emulsification of the impactor’s core and the lack of complete mixing of the core with the entrained silicate melt.\textsuperscript{167,168} Therefore, core formation involving giant impacts may leave a silicate fraction with a very different LEVE budget than that predicted by equilibrium core formation models. One critical question is whether any differentiated, large impactor could bring LEVE attributes that would help proto-Earth to evolve to the present-day BSE. A full-parameter space involving not only the LEVEs but also other nonvolatile, highly siderophile, and moderately siderophile elements, major elements, and stable isotope anomalies, as well as various accretion and core formation model assumptions, is not yet explored. However, recent studies\textsuperscript{16–18} showed how having an S-rich or Si-rich Fe-alloy in the cores of planetary embryos allow attaining high C/N and C/S ratios in the mantles of such embryos. This would occur as the cores of these embryos reach the C solubility limit and expel graphite or diamond to the overlying silicate fraction (Figure 2.10).\textsuperscript{16–18} Therefore, a merger of the silicate reservoirs of such embryos with the proto-silicate Earth reservoir could give rise to the BSE LEVE inventory. Using inverse Monte Carlo simulations, Grewal et al.\textsuperscript{18} showed that if the merger of the impactor is in perfect disequilibrium, depending on the core size of the impactor and bulk S content, the impactor could be similar in size as Mars (\textasciitilde 0.1 Me); Figure 2.10). It is also showed that the bulk C content of such an impactor would not need to be enriched in carbon and could have a bulk C concentration (\textasciitilde 1000–5000 ppm C)\textsuperscript{17,18} similar to those of E-chondrites. These model results are intriguing because these potentially circumvent the long-standing challenge of reconciling the volatile element isotope constraints\textsuperscript{31,59} and constraints from the isotopic anomalies of lithophile and siderophile elements\textsuperscript{31,32} in the major building blocks.
of Earth. Some of these latest studies on the origins of terrestrial volatiles through late-stage accretion of a differentiated planetary embryo are also conceptually similar to models that call for the addition of a highly reduced rocky body to the growing Earth to potentially explain the superchondritic Sm/Nd and $^{142}$Nd/$^{144}$Nd anomalies observed in Earth’s present mantle.\textsuperscript{169,170} The concept of bringing carbon and other LEVEs via accretion of the mantle of a differentiated embryo with little post-impact equilibration is also similar to the suggestion that Earth’s Nb/Ta may be explained by accretion of a differentiated asteroid with a reduced S-rich core that efficiently sequestered Nb.\textsuperscript{171} Grewal et al.\textsuperscript{18} also posited that Earth’s volatile-delivering impactor may have been the Moon-forming giant impactor, given the geochemical similarity, including volatiles, between the BSE and the Moon. This is again broadly consistent with Wade and Wood,\textsuperscript{172} who demonstrated that near-disequilibrium accretion of a reduced planetary embryo of 0.1–0.2 $M_E$ could explain the isotopic constraints, FeO contents, and Nb/Ta and Hf/W ratios of the silicate Earth and Moon.

### 2.7 Carbon as a Light Element in the Core

One by-product of our discussion thus far is constraint on the concentration of C in the core. One of the main uncertainties in constraining the C budget of Earth’s core is the bulk C content in the growing Earth through time in the first ~100–120 Myr of the Solar System.
It is not realistic to conceive that Earth’s building blocks and therefore the bulk C content did not change through the accretion history, but for simplicity here we assume a fixed C budget for the entire history of core formation or MO equilibration. If core formation was achieved by a single-stage equilibrium event at a deep MO, although not a physically realistic process, C content in the core as shown by Dasgupta\(^8\) would be ~0.2 wt.% for a bulk Earth C content of ~730–1000 ppm. For a multistage core formation, with evolving depth–temperature–\(f\)\(O_2\) conditions of alloy–silicate equilibration, the core would finally contain ~0.34 wt.% C (Figure 2.9d). Finally, in the model where the C–N–S budget of the BSE is attained via late-stage merger of a large differentiated planetary embryo, the impactor’s S-rich core contributes ~100–700 ppm C to Earth’s core.\(^{17,18}\) Therefore, depending on the volatile budget of the growing Earth leading to the giant impact, from a completely C-free proto-Earth to a proto-Earth with 1000 ppm bulk C, the final core C content would be between 700 ppm and 0.4 wt.% The upper bound derived here is similar to the previous constraint\(^{14}\) placed using the mantle C abundance. Wood et al.\(^{60}\) also attempted to place constraint on the C content of Earth’s core based on the combined effects of C and S in the alloy on alloy–silicate partitioning of W and Mo, with the chief effect being W and Mo becoming more siderophile with increasing C in the alloy melt. By coupling S and C delivery in the final 13% of accretion, Wood et al.\(^{60}\) showed that in order to obtain the known Mo and W abundances of the mantle, the bulk C content of the core needs to be <1 wt.% Badro et al.\(^{160}\) also reached a similar conclusion that, in order to simultaneously satisfy the geochemical and geophysical constraints, Earth’s core composition cannot contain C as one of the major light elements. Therefore, all of the constraints thus far point to Earth’s core being the largest C reservoir, yet C being a minor light element in the core.

### 2.8 Conclusion

The origins of Earth’s LEVEs, including C, remain debated. Such debate stems in part from the uncertainty regarding the whole-Earth budget of C and other volatile elements and in part from the fate of these elements in putative planetary building blocks throughout their journey in the protoplanetary disk and planet formation process. While the abundance of each LEVE in the BSE is poorly constrained, the ratios of various LEVEs (along with their isotopic compositions) are more reliable geochemical indices to isolate key processes. Some of the key processes to consider are the accretion of undifferentiated chondritic meteorites, compound-specific condensation of the LEVEs, fractionation of the LEVEs during alloy–silicate differentiation, and MO–proto-atmosphere partitioning aided by redox-controlled solubility. Probing each of these processes in the light of the evolution of the LEVE ratios suggests that no single process or combination of processes can result in the currently estimated abundance of LEVEs in the BSE. However, a new paradigm is emerging where the late-stage growth of Earth via the impact and accretion of differentiated planetary embryos (0.1–0.2 ME) may not only explain the abundances of C–N–S, but also satisfy
the broad geochemical similarity of Earth and the Moon. Despite the similarity in the
arguments put forward by many recent studies that call for the accretion of one or more
large planetary embryos with little post-impact equilibration of the impactor’s core with the
terrestrial mantle/MO, differences remain in their details. For example, Grewal et al.\textsuperscript{18}
proposed accretion of a relatively oxidized planet with an S-rich core, whereas Wade and
Wood\textsuperscript{172} called for accretion of a reduced planet with S-rich core. Future studies, therefore,
will have to investigate how to reconcile these differences while fulfilling all of the
geochemical constraints, both for non-volatile lithophile and siderophile elements and
LEVEs. Nonetheless, it appears inevitable that a large planet like Earth’s LEVE budgets
were shaped by its protracted growth history with episodes of planetesimals, planetary
embryos, and planet accretion, whereas other smaller planets that grew quickly lacked some
of these possible supply and modification mechanisms of key ingredients. Whatever the
accretion mechanism may be, as long as mostly volatile-depleted materials accreted on Earth
throughout its core formation history, C as well as N and H are going to be minor elements in
the bulk core. As the search continues to find other rocky, habitable worlds beyond our Solar
System, the origins of C–H–N–S on Earth provide a guiding framework.

2.9 Limits of Knowledge and Unknowns

The limits of knowledge on the origin of Earth’s C and other LEVEs derive from current
unknowns about many fundamental questions regarding the formation and evolution of
Earth and other rocky planets in the Solar System, as well as about the compositions and
processes in Earth’s deep interior. The condensation temperature of C that dictates the
formation of solid C-bearing compounds from gases is thought to be extremely low,\textsuperscript{173}
leading to the idea that most C brought to the inner Solar System at the early stage of planet
formation is largely lost from the building blocks. However, it remains unknown whether
some of the refractory C-bearing phases such as graphite and carbide could have contrib-
uted to the C budget of Earth during its early growth stage.

Experimental data on alloy–silicate elemental partitioning for mixed-volatile systems,
especially in conditions approaching the deep MO of Earth, are still lacking and are needed
in order to refine some of the current ideas based on extrapolated values from relatively low
pressure–temperature experiments. Similar experimental data are needed for volatile iso-
topic systems as well, which are even more restricted,\textsuperscript{174,175} and for many systems, such as
C,\textsuperscript{64} H, and S,\textsuperscript{175} they are either nonexistent or do not extend to the pressure–temperature
and compositional space directly relevant for MOs.
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**Questions for the Classroom**

1. How well do the chondritic meteorites (undifferentiated materials; i.e. mixtures or metals, sulfides, and silicates), derived from the main asteroid belt, represent the building blocks of Earth and other rocky planets and planetary embryos in the inner Solar System? In other words, should the plausible compositions of building blocks including their LEVE budgets remain restricted to the known classes of meteorites?

2. How could we improve our knowledge on the concentration of C, N, S, and H in the BSE? What other approaches can be used to determine the mantle inventory of LEVEs?

3. How can we improve our understanding of the relative contributions of giant impacts versus impacts of planetesimals on the acquisition of LEVEs for large, rocky planets?

4. What information from our knowledge on the origins of LEVEs on Earth can be applied to build a framework for exoplanetary chemical habitability?
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3
Carbon versus Other Light Elements in Earth’s Core

JIE LI, BIN CHEN, MAINAK MOOKHERJEE, AND GUILLAUME MORARD

3.1 Introduction
Carbon is a candidate light element in Earth’s core.1–3 The core consists of a liquid outer shell ranging from 2971 to 5210 km in depth and a solid inner sphere with a radius of 1220 km.4 Without direct samples, its iron-dominant composition has been inferred from seismological, geochemical, and cosmochemical observations, together with mineral physics constraints from laboratory measurements and theoretical simulations. Both the outer and inner cores are lighter than iron or iron–nickel alloys at relevant pressure–temperature (P–T) values, indicating the presence of one or more elements with smaller atomic numbers than iron.5 Candidates for the light alloying elements of the core include hydrogen (H), carbon (C), oxygen (O), silicon (Si), and sulfur (S).

Earth’s core may be the largest repository for terrestrial carbon. As the fourth most abundant element in the solar photosphere, carbon occurs in carbonaceous chondrites and ordinary chondrites as a major or minor element.6 The silicate Earth is depleted in carbon with respect to CI chondrite by more than two orders of magnitude, and by five- to ten-fold after accounting for evaporative loss to outer space during accretion.7 Some of the missing carbon in the silicate Earth is likely found in its core, considering the large solubility of carbon in the iron-rich melt8–10 and the strong affinity of carbon for iron metal during core–mantle differentiation.11–14 Core sequestration can also explain the $^{13}$C enrichment in silicate Earth relative to Mars, Vesta, and chondrites.15 Cosmochemical and geochemical considerations suggest that the core may contain as much as 1 wt.% (5 at.%) carbon.15 A lower estimate of 0.2 wt.% carbon in the core is derived by assuming that carbon depletion follows the volatility trend.7 More details are found in Chapter 2. A core containing 1 wt.% carbon would exceed the combined budget of known carbon in the atmosphere, hydrosphere, biosphere, crust, and mantle by one order of magnitude (Figure 3.1). Even with the lowest estimate of 0.1 wt.% carbon, the core would still account for more than half of Earth’s total carbon budget.

Constraining the carbon budget of the core is crucial for identifying Earth’s building blocks and reconstructing its accretion history. In this chapter, we review constraints on the carbon content of the core from the phase relation, density, and sound velocities of iron–carbon alloys and compare carbon with other light elements in terms of their ability to
match the physical properties of the core. We will also provide a brief discussion of how carbon may have redistributed among various Earth reservoirs through geological time.

3.2 Constraints on Carbon versus Other Light Elements in Earth’s Core

3.2.1 Constraints from Phase Relations of Iron–Light Element Systems

Carbon as a core component has attracted special attention through the proposal of a carbide inner core. Based on long extrapolations of equation of state (EoS) data available at the time, Fe$_3$C with 6.67 wt.% C was predicted to be the first phase to crystallize from an Fe–S–C liquid to form the inner core, even for carbon contents below 1 wt.%.

Testing the model of a carbide inner core requires knowledge of the phase relations at core pressures. As an initial step, the simplified Fe–C binary system has been investigated through experiments and thermodynamic modeling (Figure 3.2). At 1 bar, the system has a eutectic point between iron and Fe$_3$C at 4.1 wt.% carbon. At pressures above 10 GPa, the eutectic point lies between iron and Fe$_7$C$_3$ with 8.41 wt.% carbon, hence Fe$_7$C$_3$ is expected to solidify from any composition on the carbon-rich side of the eutectic point at core pressures.

While some studies support the predicted shift of the eutectic composition toward the iron end member with increasing pressure, others conclude that the eutectic composition contains 3 ± 1 wt.% carbon between 40 and ~100 GPa in pressure and ~2 wt.% carbon at the pressure of the inner core boundary (ICB). If the outer core contains less carbon than the eutectic composition, then a hexagonal close-packed (hcp) Fe incorporating carbon instead of Fe$_7$C$_3$ would be the liquidus phase to form the inner core.

The carbide inner core model can also be tested against the density increase across the ICB. Isochemical freezing of pure Fe or an Fe–light element (Fe–L) alloys produces 1.7% or 2.4% increases in density. These are smaller than the 0.6–0.9 g/cm$^3$ or 4.7–7.1% observed density increases, suggesting that the inner core contains less of the light elements than the outer core. In the ICB condition, a candidate Fe–L composition must reproduce the observed density contrast. For a simplified Fe–L binary, a match is possible.
only if the core composition is on the Fe-rich side of the eutectic point. Moreover, the light element contents of the solid and liquid must be sufficiently high and different to match the density contrast. If the eutectic composition is below 1 wt.%, it is unlikely to find a binary Fe–C composition with 5% density contrast between coexisting solid and liquid. It follows that carbon alone is unable to account for the density contrast at the ICB. The presence of sulfur and/or oxygen could help if they partition more strongly into the liquid phase. If the eutectic carbon content is as high as 3 wt.%, then a match by an Fe–C binary composition is possible (Figure 3.2).

Fe–L binary phase relations at 1 bar differ according to the nature of the light element, as is known from the metallurgy literature.26 The phase relations at pressure and temperature conditions relevant for Earth’s core are drastically different from those at 1 bar (Figure 3.3).

The Fe–S binary exhibits eutectic behavior between Fe and FeS at 1 bar and the sulfur content of the eutectic decreases with pressure (Figure 3.3). At core pressures, we may expect that a eutectic liquid containing <10 wt.% sulfur coexists with a solid with slightly less sulfur.23,29,31,32 Therefore, sulfur alone cannot explain the density contrast at the ICB. At least 1–2 wt.% sulfur is likely to be present in the liquid core in addition to carbon and may enhance the stability of carbides or Fe–C alloys on the liquidus.9

The Fe–Si binary shows a narrow melting loop and only slight enrichment of silicon in the liquid at pressures up to 120 GPa (Figure 3.3). The eutectic composition contains 25 wt.% silicon at 21 GPa pressure33 and <10 wt.% silicon at 80 GPa or higher,34 and falls below 1.5 ± 0.1 wt.% at 127 GPa pressure.30 Such a silicon-poor eutectic composition implies that FeSi may be a candidate for the inner core. Because Si stabilizes the
Figure 3.3 Fe–S, Fe–Si, and Fe–O binary phase diagrams and eutectic compositions. (a) Phase diagrams on the Fe-rich side of Fe–S, Fe–Si, and Fe–O systems at 1 bar (upper) and 330 GPa (lower). (b) Eutectic composition as a function of pressure. Data sources are Refs. 21 and 28–30. bcc = body-centered cubic.
body-centered cubic (bcc) structure, the inner core may be hcp Fe alloyed with Si or a
mixture of a Si-rich bcc phase and a Si-poor hcp phase.\textsuperscript{35,36} On the other hand, the silicon-
poor eutectic composition and the nearly equal partitioning of silicon between solid and
liquid iron at the ICB pressure\textsuperscript{23,37} imply that silicon alone cannot explain the ICB density
contrast.

While oxygen is a leading candidate for the light element in the liquid outer core, little
oxygen is expected to be present in the solid inner core. At 1 bar, the Fe–O binary is
characterized by a vast liquid miscibility gap.\textsuperscript{26} At core pressures, the Fe–O system is more
likely to be a eutectic with nearly pure Fe coexisting with Fe–O liquid (Figure 3.3). The
eutectic oxygen content increases with pressure and exceeds 10 wt.% at >100 GPa.\textsuperscript{21}
Given its low solubility in solid Fe, the amount of oxygen in the inner core is probably
negligible, but oxygen is the best candidate to explain the density difference between the
solid and liquid cores.

3.2.2 Constraints from Densities of Fe–C Alloys and Compounds

The presence of light elements in Earth’s core was initially inferred from comparing the
observed density of the core with the measured density of iron under corresponding
conditions. The pressure of the core is well constrained by geophysical and seismological
data.\textsuperscript{4} The temperature profile of the core is more uncertain and bears at least ±500 K
uncertainties.\textsuperscript{38} Compared with pure iron or iron–nickel alloys at the core P–T condi-
tions,\textsuperscript{39–42} the core is lighter than pure iron by 5–8% in the liquid outer shell and by 2–5%
in the solid inner sphere.\textsuperscript{5,43–45}

A viable composition model of the core must account for the density deficits. This is a
straightforward and effective test, but requires knowledge of the phase relation and EoS of
relevant Fe alloys in solid and liquid states at multi-megabar pressures and temperatures
exceeding 4000 K. A wide range of mixtures of iron with C, O, Si, and S have been
proposed as possible constituents of the outer core, whereas the solid inner core is most
likely an iron alloy or a compound of iron with one of the light elements,\textsuperscript{1–3} and therefore
the test is somewhat simpler for the inner core.

Stimulated by the suggestion that the density of Fe\textsubscript{3}C should be close to the observed
value of the inner core,\textsuperscript{9} measurements and calculations of the densities and elastic
properties of iron carbides have been carried out (Tables 3.1 and 3.2). First-principles
simulations coupled with structure search algorithms have been used to predict the iron–
carbon alloys that are likely to be stable at Earth’s inner core conditions. The energetically
competitive stoichiometry ranges from Fe:C of 3:1 to 1:1 and includes Fe\textsubscript{3}C, Fe\textsubscript{7}C\textsubscript{3}, Fe\textsubscript{5}C\textsubscript{2},
Fe\textsubscript{2}C, and FeC stoichiometry.\textsuperscript{46,47}

3.2.2.1 Fe\textsubscript{3}C

The natural form of Fe\textsubscript{3}C (cementite) occurs in iron meteorites and is known as cohenite.
The composition of synthetic Fe\textsubscript{3}C ranges from C deficiency with 4.2 wt.% or 17 at.% C
At 1 bar and 300 K, Fe₃C has an orthorhombic structure (Figure 3.4). Although metastable at ambient conditions, the crystal structure remains unchanged to 187 GPa at 300 K⁴⁹,⁵₀ and to 25–70 GPa and 2200–3400 K.⁵¹ Upon heating at pressures above 145 GPa, Fe₃C decomposes into a mixture of solid orthorhombic Fe₇C₃ and hcp Fe, then melts incongruently above

### Table 3.1 Elasticity parameters for solid Fe–C alloys

<table>
<thead>
<tr>
<th>Composition (wt.% L)</th>
<th>ρ₀ (g cm⁻³)</th>
<th>K₀ (GPa)</th>
<th>K₀'</th>
<th>P (GPa)</th>
<th>T (K)</th>
<th>Method</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe₃C</td>
<td>7.70(1)</td>
<td>175(4)</td>
<td>5.2(3)</td>
<td>0–73</td>
<td>300</td>
<td>PXD</td>
<td>¹²¹</td>
</tr>
<tr>
<td></td>
<td>7.70(1)</td>
<td>174(6)</td>
<td>4.8(8)</td>
<td>0–30</td>
<td>300</td>
<td>PXD</td>
<td>⁶¹</td>
</tr>
<tr>
<td></td>
<td>8.03(1)</td>
<td>290(13)</td>
<td>3.76(18)</td>
<td>0–187</td>
<td>300</td>
<td>PXD</td>
<td>⁵⁰</td>
</tr>
<tr>
<td></td>
<td>7.67</td>
<td>167</td>
<td>6.7</td>
<td>0–35</td>
<td>300</td>
<td>PXD</td>
<td>⁴⁹</td>
</tr>
<tr>
<td>Fe₇C₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fm Fe₃C</td>
<td>7.68(1)</td>
<td>192(3)</td>
<td>4.5(1)</td>
<td>0–31</td>
<td>300–1473</td>
<td>PXD</td>
<td>⁶³</td>
</tr>
<tr>
<td>pm Fe₃C</td>
<td>161(2)</td>
<td>5.9(2)</td>
<td>0–50</td>
<td>300</td>
<td>SXD</td>
<td>⁶²</td>
<td></td>
</tr>
<tr>
<td>pm Fe₇C₃</td>
<td>7.68(1)</td>
<td>201(12)</td>
<td>8.0(1.4)</td>
<td>4–158</td>
<td>300</td>
<td>SXD</td>
<td>⁶⁴</td>
</tr>
<tr>
<td>nm Fe₇C₃</td>
<td>7.75(2)</td>
<td>307(6)</td>
<td>3.2(1)</td>
<td>7–167</td>
<td>300</td>
<td>SXD</td>
<td>⁶⁴</td>
</tr>
<tr>
<td>fm Fe₇C₃</td>
<td>7.62(1)</td>
<td>186(5)</td>
<td>6.9(2.2)</td>
<td>0–7</td>
<td>300</td>
<td>PXD</td>
<td>⁷⁰</td>
</tr>
<tr>
<td>Nonlinear Fe₇C₃</td>
<td>7.59(2)</td>
<td>166(13)</td>
<td>4.9(1.1)</td>
<td>7–20</td>
<td>300</td>
<td>PXD</td>
<td></td>
</tr>
<tr>
<td>pm Fe₇C₃</td>
<td>7.68(2)</td>
<td>196(9)</td>
<td>4.9(2)</td>
<td>20–66</td>
<td>300</td>
<td>PXD</td>
<td></td>
</tr>
<tr>
<td>fm Fe₇C₃</td>
<td>7.61(1)</td>
<td>201(2)</td>
<td>4 (fixed)</td>
<td>0–18</td>
<td>PXD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pm Fe₇C₃ b</td>
<td>7.70(2)</td>
<td>253(7)</td>
<td>3.6(2)</td>
<td>18–72</td>
<td>300–1973</td>
<td>PXD</td>
<td>⁴¹</td>
</tr>
<tr>
<td>Vₚ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe bcc</td>
<td>5800</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>⁸⁹</td>
</tr>
<tr>
<td>Fe₃C</td>
<td>5330–5140</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>¹²²</td>
</tr>
<tr>
<td></td>
<td>5890</td>
<td>−3990</td>
<td>1290</td>
<td>0–50</td>
<td>300</td>
<td>NRIXS</td>
<td>⁵⁵</td>
</tr>
<tr>
<td></td>
<td>6103(413)</td>
<td>−8671</td>
<td>1900</td>
<td>0–68</td>
<td>300</td>
<td>HERIX</td>
<td>¹²³</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1138</td>
<td>9823</td>
<td>60–153</td>
<td>300</td>
<td>NRIXS</td>
<td>⁵⁴</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2160</td>
<td>660</td>
<td>70–154</td>
<td>300</td>
<td>NRIXS</td>
<td>⁶⁹</td>
</tr>
<tr>
<td>Vₛ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe bcc</td>
<td>3000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>⁸⁹</td>
</tr>
<tr>
<td>Fe₃C</td>
<td>3010–3030</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>¹²²</td>
</tr>
<tr>
<td></td>
<td>3050(70)</td>
<td>1450</td>
<td>240</td>
<td>0–50</td>
<td>300</td>
<td>NRIXS</td>
<td>⁵⁵</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−961</td>
<td>4429</td>
<td>60–153</td>
<td>300</td>
<td>NRIXS</td>
<td>⁵⁴</td>
</tr>
<tr>
<td></td>
<td></td>
<td>843</td>
<td>242</td>
<td>70–154</td>
<td>300</td>
<td>NRIXS</td>
<td>⁶⁹</td>
</tr>
</tbody>
</table>

⁴³ θ₀ = 490(120) K, γ₀ = 2.09(4), q = −0.1(3).
⁴⁴ θ₀ = 920(14) K, γ₀ = 2.57(5), q = 2.2(5).

HERIX = high-energy-resolution inelastic X-ray scattering; NRIXS = nuclear resonant inelastic X-ray scattering; PXD = powder X-ray diffraction; SXD = single-crystal X-ray diffraction.
Table 3.2 Elasticity parameters for liquid Fe–L alloys

<table>
<thead>
<tr>
<th>Composition (%L)</th>
<th>(\rho_0) (g cm(^{-3}))</th>
<th>(K_0) (GPa)</th>
<th>(K_0')</th>
<th>(P) (GPa)</th>
<th>(T) (K)</th>
<th>Method</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt.% at.%</td>
<td>(\text{Fe})</td>
<td>7.02</td>
<td>109.7(7)</td>
<td>4.66(4)</td>
<td>1811</td>
<td>Shockwave</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>5.19(3)</td>
<td>24.6(6)</td>
<td>6.65(4)</td>
<td>50–350</td>
<td>7000</td>
<td>FPMD</td>
<td>82</td>
</tr>
<tr>
<td>(\text{Fe–S})</td>
<td>10</td>
<td>6</td>
<td>5.2</td>
<td>48.0(2.0)</td>
<td>4</td>
<td>0–6</td>
<td>1770</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5.5</td>
<td>63</td>
<td>4.8</td>
<td>0–20</td>
<td>1773–2123</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>12.5</td>
<td>4.41</td>
<td>35(1)</td>
<td>4.9</td>
<td>0–8</td>
<td>1673</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>17.4</td>
<td>4.07</td>
<td>25(1)</td>
<td>5.3</td>
<td>0–8</td>
<td>1673</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>19.7</td>
<td>6.28</td>
<td>83.7</td>
<td>4.98</td>
<td>150–300</td>
<td>4000</td>
</tr>
<tr>
<td></td>
<td>11.7</td>
<td>7</td>
<td>5.43</td>
<td>5.08</td>
<td>6000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>9.8</td>
<td>5.72</td>
<td>49.6</td>
<td>5.02</td>
<td>6000</td>
<td></td>
</tr>
<tr>
<td>(\text{Fe–C})</td>
<td>0–4</td>
<td>0–0.9</td>
<td>0.8</td>
<td>6.91</td>
<td>83.9</td>
<td>5.9(2)</td>
<td>0–4</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>6.91</td>
<td>100(1)</td>
<td>6.2(6)</td>
<td>7–150</td>
<td>1700</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.0–4.0</td>
<td>0.4–0.9</td>
<td>10.9(4)</td>
<td>55.3(2.5)</td>
<td>5.2(1.5)</td>
<td>2–7</td>
<td>1500</td>
</tr>
<tr>
<td></td>
<td>5.7</td>
<td>1.3</td>
<td>6.5</td>
<td>54(3)</td>
<td>4</td>
<td>0–10</td>
<td>1973</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>16</td>
<td>6.51</td>
<td>110(9)</td>
<td>5.1(3)</td>
<td>7–70</td>
<td>2500</td>
</tr>
<tr>
<td>(\text{Fe–Si})</td>
<td>17</td>
<td>9.3</td>
<td>5.88</td>
<td>68(1)</td>
<td>4</td>
<td>0–12</td>
<td>1773</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>6.33</td>
<td>75</td>
<td>4</td>
<td>0–5</td>
<td>1650</td>
<td></td>
</tr>
<tr>
<td>(\text{Fe–O})</td>
<td>22</td>
<td>7.5</td>
<td>5.45</td>
<td>128</td>
<td>3.85</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>(\text{Fe–H})</td>
<td>0.8</td>
<td>0.01</td>
<td>6.2</td>
<td>82.4</td>
<td>4.79</td>
<td>125–200</td>
<td>4000</td>
</tr>
<tr>
<td></td>
<td>5.63</td>
<td>62.9</td>
<td>4.76</td>
<td>6000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.02</td>
<td>5.88</td>
<td>73.1</td>
<td>5.02</td>
<td>4000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.23</td>
<td>53.2</td>
<td>4.82</td>
<td>6000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(\rho = 7.10 – 0.0732x – (8.28 – 0.874x) \times 10^{-4}(T – 1823), x = \text{wt.}\%\ C, T \text{ in K.}\)

FPMD = first-principles molecular dynamics.
Cemenite is ferromagnetic at ambient conditions and its Curie temperature is sensitive to small deviations from stoichiometry. It undergoes ferromagnetic to paramagnetic transition and spin-pairing transition at high pressures.

The density of Fe₃C at ambient conditions is 2.5% smaller than that of fictive hcp iron, corresponding to ~1.4% density reduction for 1 wt.% carbon (i.e. a compositional expansion coefficient αᵥ of 1.4). Pressure-induced magnetic transitions lead to abrupt but small reductions in density and/or compressibility. The calculated density of Fe₃C at the ICB pressure and 300 K is comparable to that of the inner core, but too low when thermal expansion is considered (Figure 3.5). A more appropriate test requires knowledge of the thermoelastic parameters of the non-magnetic phase.
3.2.2.2 Fe$\text{}_{7}$C$\text{}_{3}$

The metallurgical form of Fe$\text{}_{7}$C$\text{}_{3}$, known as Eckström–Adcock carbide, adopts a hexagonal structure at 1 bar and 300 K (Figure 3.3). An orthorhombic structure is also observed and may be stabilized with silicon impurities. Non-stoichiometry is also observed in Fe$\text{}_{7}$C$\text{}_{3}$ and ranges from 8.0 to 10.8 wt.% (29–36 at.%) C, where the C-excess end member exceeds Fe$_{2}$C stoichiometry. The crystal structure of Fe$\text{}_{7}$C$\text{}_{3}$ remains stable up to 185 GPa and 5200 K, but it undergoes pressure-induced magnetic transitions. At ambient conditions, the compositional expansion coefficients of h-Fe$_{7}$C$_{3}$ (~1.0) is smaller than that of Fe$_{3}$C (~1.4). The calculated density of the non-magnetic Fe$_{7}$C$_{3}$ is broadly consistent with that of the inner core at the relevant pressures and temperatures, thus supporting the carbide inner core model (Figure 3.5).

3.2.2.3 Fe–C Alloy Near the Iron End Member

In the simplified Fe–C model, the inner core may consist of an Fe–C alloy rather than a carbide. The Fe–C alloy would contain no more than 1 wt.% carbon according to geochemical considerations and the measured solubility of carbon at pressures greater than 40 GPa. However, 1.0–2.5 wt.% carbon may not be sufficient to reproduce the density deficit of the inner core and hence would require the presence of other light elements.

![Figure 3.5 Density of Fe–C alloys and compounds as a function of pressure of iron carbides. CMB = core–mantle boundary. Preliminary reerence Earth model (PREM): black crosses; hcp Fe at 300 K; black solid curve; hcp Fe at 5000–7000 K calculated using the Mie–Grüneisen–Debye EoS. Fe$_{3}$C at 300 K, Fe$_{3}$C at 5000–7000 K. Fe$_{7}$C$_{3}$ at 300 K, Fe$_{7}$C$_{3}$ at 5000–7000 K. Uncertainties are shown as error bars. Liquid with Fe$_{84}$C$_{16}$ composition. Liquid with Fe$_{88}$C$_{12}$ composition.](https://www.cambridge.org/core/terms).
3.2.2.4 Liquid Fe–C Alloy

A carbide inner core implies that the liquid outer core contains more carbon than the eutectic composition at relevant pressures (Figure 3.2). Even if the solid inner core is not made of carbides, a substantial amount of carbon may still be present in the liquid outer core, which occupies more than 90% of the core by mass or volume.

At ambient pressure, adding 1.3–2.8% carbon only reduces the density of liquid Fe by ~1% ($\alpha_c = 0.4–0.8$). Experimental measurements of an Fe liquid with 2.8 wt.% carbon suggest an $\alpha_c$ of 2–4 at the core–mantle boundary (CMB) pressure of 136 GPa and 3000 K, which is in broad agreement with the calculated value of 1.3, considering uncertainty and extrapolation. The larger $\alpha_c$ values at core pressures are consistent with Fe–C liquid being less compressible than Fe liquid. Even with $\alpha_c = 2–4$, 1.8–2.7 wt.% carbon is needed to explain the 5–8% density deficit in the outer core. This is higher than the upper limit from cosmochemical and geochemical considerations; hence, carbon cannot be the sole light element in the outer core.

3.2.2.5 Other Light Elements

All candidate light elements have been shown to reduce the density of solid Fe (Figure 3.6). The fitted compositional expansion coefficients of light elements in solid Fe alloys are comparable to the calculated results for liquid Fe alloys. On the per wt.% basis, carbon may be slightly more efficient than O, Si, and O at reducing the density of iron, and therefore a slightly smaller amount is needed to account for the 5–8% density deficit in the outer core (Table 3.3). Combinations of light element such as that of sulfur and silicon are found to satisfy the density constraints.

Figure 3.6 Compositional expansion coefficients of light elements in solid iron alloys. The values are derived from fits to solid Fe–L alloys and compounds.
3.2.3 Constraints from Sound Velocities of Fe–C Alloys and Compounds

Comparison between the preliminary reerence earth model (PREM) and iron reveals a prominent mismatch in the shear wave velocity, $V_S$, between the inner core and Fe or Fe–Ni alloys at corresponding pressures and 300 K (Figure 3.7). The discrepancy cannot be explained by the effect of temperature alone\textsuperscript{76–78} and has been attributed to partial melting,\textsuperscript{79} strong pre-melting effects,\textsuperscript{80,81} and/or the presence of light elements.\textsuperscript{55} In contrast, the compressional wave velocity, $V_P$, in the inner core is broadly consistent with that of hcp Fe (Figure 3.7). In the outer core, the bulk sound velocity may be comparable to or as much as 4% higher than liquid iron at corresponding conditions.\textsuperscript{43,82} The presence of light elements, therefore, should not significantly affect the $V_P$ of iron for this match to hold.

The sound velocities in the core increase linearly with density, following Birch’s law (Figure 3.7). The velocity–density relations of solid and liquid Fe are consistent with Birch’s law, but for solid Fe the $V_P$ slope at 300 K or along a Hugoniot is steeper than that of the core. For $V_S$, deviation from Birch’s law behavior was predicted by theory\textsuperscript{83} and observed at high temperatures,\textsuperscript{77} although this is not resolved in all studies.\textsuperscript{84} A candidate Fe–L alloy must reproduce the velocity gradients in the core.

The speed of sound traversing the inner core is anisotropic by 3–4% in $V_P$ and ~1% in $V_S$.\textsuperscript{85,86} The anisotropy in sound speed may reflect convective alignment of anisotropic hcp Fe crystals\textsuperscript{87} or an Fe–L alloy.\textsuperscript{88} A candidate inner core phase needs to exhibit large enough elastic anisotropy to match the observations.

### 3.2.3.1 Fe$_3$C

As a candidate for the inner core phase, Fe$_3$C stands out in terms of its potential to account for the observed anisotropy. If the measured and calculated strong anisotropy in the sound

| & Solid$^a$ & Liquid at CMB$^b$ & Liquid at ICB$^b$ & LE, wt.%$^c$ & LE, wt.%$^d$ |
|---|---|---|---|---|---|
| H | 8.7 | – | – | 0.6 | 0.9 |
| C | 1.4 | 1.3 | 1.3 | 4 | 6 |
| O | 1.2 | 1.1 | 1.0 | 4 | 7 |
| Si | 0.8 | 0.7 | 0.6 | 6 | 10 |
| S | 0.8 | 0.8 | 0.7 | 6 | 10 |

Compositional expansion coefficient is defined as the relative amount of density reduction per wt.% light element.\textsuperscript{59}

$^a$ Li and Fei.\textsuperscript{3}$^b$ Badro et al.\textsuperscript{74}$^c$ Amount of light element needed to account for 5% density deficit in the outer core.$^d$ Amount of light element needed to account for 8% density deficit in the outer core. LE = light element.
velocity of Fe₃C at ambient conditions\(^92,93\) is applicable at core conditions, then only a small degree of alignment would be needed for Fe₃C to match the observations. Existing data suggest that Fe₃C may provide a good match for the \(V_S\) in the inner core. At ambient conditions, the \(V_S\) of Fe₃C is similar to that of bcc Fe (Table 3.1). At 300 K, a magnetic transition near 5 GPa leads to a reduction in the \(V_S\) and its Birch’s law slope so that the extrapolated \(V_S\) of Fe₃C at the inner core pressure is much smaller than that of hcp Fe and closer to the core values.\(^55\) The high-spin to low-spin transition near 50 GPa leads to a further decrease in the Birch’s law slope.\(^54\) Moreover, at high temperatures, the \(V_S\) of Fe₃C deviates from Birch’s law behavior toward the inner core values; hence, it can potentially explain the anomalously low \(V_S\) in the inner core without invoking partial melt or strong pre-melting effects.\(^94\)

A potential match in \(V_P\) is also consistent with existing data. The range of measured \(V_P\) of Fe₃C at 1 bar and 300 K encompasses that of bcc Fe (Table 3.1). The magnetic transition to the paramagnetic phase of Fe₃C results in elastic softening and a shallower Birch’s law slope of \(V_P\), whereas the paramagnetic to non-magnetic transition does not seem to produce a visible effect.\(^54\) At 300 K and inner core pressures, the extrapolated \(V_P\) of Fe₃C is higher than that of the inner core (Figure 3.7). A close match is possible if \(V_P\) at high temperature is lowered by a suitable amount as a result of deviation from Birch’s law.

Figure 3.7 Sound velocity of Fe–C alloys and compounds. \(V_P\) and \(V_S\) of Fe carbides and liquid Fe–C as a function of density. Data are from Refs. \(^54\), \(^65\), \(^69\), \(^89\), and \(^90\). The velocities of Fe–Ni alloys (not shown)\(^91\) are similar to that of Fe. The top axis denotes the pressure range of the outer core (OC) and inner core (IC) according to the density–pressure relationship in PREM.
3.2.3.2 Fe\textsubscript{7}C\textsubscript{3}

The most compelling support for an Fe\textsubscript{7}C\textsubscript{3} inner core comes from its ability to match the anomalously low $V\textsubscript{S}$ and high Poisson ratio, in addition to reproducing the density deficit.\textsuperscript{58,69} While the ferro- to para-magnetic transition at 7.0–7.5 GPa does not seem to have obvious effect on sound velocities, significant shear softening accompanies the magnetic collapse at 40–50 GPa, resulting in pronounced reductions in $V\textsubscript{P}$, $V\textsubscript{S}$, and their Birch’s law slopes (Figure 3.7). At pressures relevant to Earth’s inner core, the extrapolated value of $V\textsubscript{S}$ of Fe\textsubscript{7}C\textsubscript{3} at 300 K is only slightly higher than the observed value. There is likely a good match for $V\textsubscript{S}$ after considering further reduction at high temperature. It remains to be tested whether Fe\textsubscript{7}C\textsubscript{3} can simultaneously match $V\textsubscript{S}$, $V\textsubscript{P}$, and anisotropy.

3.2.3.3 Fe–C Alloy Near the Iron End Member

First-principles calculations show that adding 1.0–2.5 wt.% carbon into the hcp Fe crystal structure increases its $V\textsubscript{P}$ and decreases its $V\textsubscript{S}$, and this would help explain the observed anisotropy in compressional wave velocities, although there is a mismatch in shear wave anisotropy.\textsuperscript{72}

3.2.3.4 Liquid Fe–C Alloy

Adding carbon increases the $V\textsubscript{P}$ of liquid iron (Table 3.1). For 1 at.% carbon, the average effect is 0.2% at 1 bar. It may increase to an estimated value of 0.8–1.2% at the core conditions, presumably because liquid Fe–C is less compressible than liquid Fe,\textsuperscript{65} or remains at 0.2% at high pressures and high temperatures.\textsuperscript{74} In any case, the $V\textsubscript{P}$ of an Fe–C alloy with <1 wt.% carbon would be consistent with the observed value in the outer core.

3.2.3.5 Other Light Elements

The sound velocities of other Fe–L alloys remain poorly constrained (Figure 3.8 and Table 3.4). The effect of sulfur on the sound velocities is not yet sufficiently understood to allow firm tests of Fe–S models for the core.\textsuperscript{28,74,95–98} Further studies are needed to

Table 3.4 Melting curve parameters of Fe–L alloys

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>c</th>
<th>$P_0$ (GPa)</th>
<th>$T_0$ (K)</th>
<th>$T\textsubscript{cut}$ CMB (K)</th>
<th>$X\textsubscript{cut}$ CMB (at.%)</th>
<th>$dT/dx$ (K/at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe–C</td>
<td>8.5</td>
<td>3.8</td>
<td>0</td>
<td>1420</td>
<td>2990(200)</td>
<td>11(5)</td>
<td>110(80)</td>
</tr>
<tr>
<td>Fe–O</td>
<td>17</td>
<td>3.8</td>
<td>0</td>
<td>1800</td>
<td>3200(200)</td>
<td>30(3)</td>
<td>33(11)</td>
</tr>
<tr>
<td>Fe–18 wt.% Si</td>
<td>23.6</td>
<td>1.89</td>
<td>0</td>
<td>1600</td>
<td>–</td>
<td>4</td>
<td>–</td>
</tr>
<tr>
<td>Fe–S</td>
<td>10.5</td>
<td>3</td>
<td>21</td>
<td>1260</td>
<td>2870(200)</td>
<td>15(5)</td>
<td>89(56)</td>
</tr>
</tbody>
</table>

The parameters are fitted to the Simon–Glatzel equation $(T\textsubscript{m}/T\textsubscript{m0})^c = (P\textsubscript{m} - P\textsubscript{m0})/a$. Data are from Morard et al.\textsuperscript{75}
resolve the disagreements concerning oxygen as a major light element in the core.\textsuperscript{74,99} Computations suggest that an Fe–H alloy with 1 wt.% H can reproduce the density and $V_P$ of the liquid outer core and therefore could be the primary alloy element, but Fe–H alloys cannot reproduce the $V_S$ of the inner core.\textsuperscript{100,101}

### 3.2.4 Constraints from Melting Temperatures of Fe–C Alloys

An independent constraint on the carbon content of the outer core can be obtained from the melting temperatures of iron alloys (Figure 3.8). The outer core is entirely molten, whereas the base of the mantle is mostly solid;\textsuperscript{108} hence, the melting temperature of a candidate Fe–C alloy must be lower than the solidus of overlying mantle at the CMB pressure. In addition, as the geotherm is expected to follow an adiabat, which has a smaller $dT/dP$ slope than the melting curve, the temperature at CMB is expected to be 400–900 K lower than its crystallization temperature at the ICB.\textsuperscript{38,45}

The solidus temperature at the CMB is estimated at 4100–4200 K for peridotitic composition.\textsuperscript{109} For comparison, core temperature profiles for pure Fe or Fe–Ni alloys would lead to a temperature at the CMB of 5400–5900 K,\textsuperscript{38} which clearly exceeds the upper bounds on the mantle side (Figure 3.9); thus, these compositions are incompatible with a molten iron alloy and solid silicate coexisting at the CMB.

Carbon reduces the melting point of iron. Using linear interpolation between pure Fe and the eutectic liquid, the melting point reduction is estimated at >100 K per at.% carbon.

---

Figure 3.8 Sound velocities of Fe–H, Fe–O, Fe–S, and Fe–Si alloys and compounds. Compressional wave velocity $V_P$ (a) and shear-wave velocity $V_S$ (b) versus density relations. PREM;\textsuperscript{4} hcp Fe at 300 K: solid line;\textsuperscript{89} hcp Fe at temperatures between 700 and 1700 K: solid circles;\textsuperscript{77} Fe from shockwave experiments: dashed line;\textsuperscript{76} Fe$_{92}$Ni$_{18}$ at 300 K: crosses;\textsuperscript{91} Fe$_3$S at 300 K;\textsuperscript{102} Fe$_{85}$Si$_{15}$ at 300 K;\textsuperscript{91} FeO at 300 K;\textsuperscript{103} FeH$_x$ at 300 K;\textsuperscript{104} FeH at 300 K;\textsuperscript{105} Fe$_7$S$_3$O$_{23}$ from shockwave experiments;\textsuperscript{106} Fe$_{93}$Ni$_4$Si$_3$ at 300 K.\textsuperscript{107}
Figure 3.9 Melting temperatures of Fe-rich alloys. (a) Melting curves of pure iron,\textsuperscript{38} and Fe–10 wt.% Si\textsuperscript{110} and eutectic melting curves of Fe–Fe\textsubscript{3}S (dashed line,\textsuperscript{31} solid line\textsuperscript{29}), Fe–FeO,\textsuperscript{21} and Fe–Fe\textsubscript{3}C (dashed line,\textsuperscript{111} solid line\textsuperscript{21}). The different melting curves are represented over the pressure range at which experiments were performed without any extrapolation. Pressures for the CMB and ICB are indicated by thick vertical dashed lines. (b, top) Liquidus temperatures in Fe–X systems compared with melting temperatures of mantle materials at the CMB (136 GPa), represented as linear interpolations between the melting point of pure Fe\textsuperscript{38} and the eutectic compositions.\textsuperscript{21} Solidi at CMB pressure for the peridotitic\textsuperscript{109} and mid-ocean ridge basalt mantle\textsuperscript{112} are represented by horizontal bands. (b, bottom) Extrapolated liquidus under ICB pressure for sulfur,\textsuperscript{39} oxygen,\textsuperscript{21} silicon,\textsuperscript{110} and carbon.\textsuperscript{21,52}
at 136 GPa.\textsuperscript{21} At the ICB pressure, the melting point reduction effect of carbon may be similar to that at the CMB\textsuperscript{52} or as much as 350 K/at.\%\textsuperscript{21}

Experimentally determined eutectic melting temperatures agree within 150 K for the Fe–S, Fe–Si, and Fe–O systems.\textsuperscript{3,21,30} Adding 1 at.\% C, O, Si, and S to liquid iron reduces its melting point by 100 K for C and S, 50 K for O, and <30 K for Si at the pressure of the CMB (Figure 3.8). To pass the physical state test, a core with a single light element must contain at least 5 at.\% S or C, or at least 15 at.\% O.\textsuperscript{29} The melting points of Fe–Si alloys are too high and therefore silicon cannot be the only light element in the outer core. The presence of other light elements such as carbon, oxygen, and/or sulfur are required to lower its crystallization temperature.

Compositions containing two or more lighter elements exhibit more complex behavior. While the alloying effect of oxygen on the eutectic point of the Fe–S system was found to be minor,\textsuperscript{113} shock experiments at 100–200 GPa estimated that the presence of 8 wt.\% (2.4 at.\%) oxygen and 2 wt.\% (1.2 at.\%) sulfur would reduce the melting point of iron by 600 K.\textsuperscript{106,114} This is more than twice the combined reductions of oxygen (120 K) and sulfur (120 K), suggesting non-ideal mixing in the ternary system.

### 3.3 Implications of Carbon as a Major Light Element in the Core

If the inner core consists of Fe\textsubscript{7}C\textsubscript{3} with 8.41 wt.\% carbon, the average concentration of carbon in the core would be at least ~0.3 wt.\%, implying that the core has nearly one order of magnitude more carbon than the total amount in the surface reservoirs and silicate Earth, and hence it is by far the largest carbon reservoir in Earth (Figure 3.1). The bulk Earth would contain 0.1 wt.\% carbon, higher than the estimated 0.03 wt.\% for a half-mass condensation temperature of 40 K.\textsuperscript{7,115} This result would question the validity of the volatility trend for highly volatile elements such as carbon.

Recent experiments show that Fe\textsubscript{7}C\textsubscript{3} exhibits the highest electrical resistivity among all Fe–L alloys.\textsuperscript{116} As a major element in the core, carbon may influence the thermal transport properties of the core, with implications for the evolution of the geodynamo.

### 3.4 Carbon in the Core Over Time

Carbon may move across the CMB over geological time if chemical disequilibrium was introduced during Earth’s accretion or subsequent evolution. Earth’s core may have been initially out of equilibrium with the mantle,\textsuperscript{117} or the silicate Earth may have acquired most of its highly volatile elements through a late veneer.\textsuperscript{118} Furthermore, chemical equilibrium at the CMB may have been perturbed as a result of secular cooling or inner core growth, which may have enriched or depleted carbon in the outer core depending on the carbon partitioning between the solid and liquid (Figure 3.2). Experiments suggest that mobility of carbon along grain boundaries may allow its transport over geologically significant length scales of 10 km over the age of Earth.\textsuperscript{119} Facilitated by mantle convection, rapid
grain-boundary diffusion may have brought core-derived carbon to Earth’s surface and thus connected the billion-year deep carbon cycle to the near-surface million-year shallow carbon cycle.

Ongoing carbon sequestration by the core may have resulted from subduction of the hydrothermally altered oceanic lithosphere carrying carbonates and organic matter into the deep Earth. While CaCO$_3$ in slabs may have been preserved under reducing lower-mantle conditions, the MgCO$_3$ component could have been destabilized by metallic iron-form diamonds or iron carbides. Slab-derived Fe–C mixtures are expected to partially melt in the D” layer. The melt may have accumulated near the CMB over time and episodically drained into the core (Figure 3.10).

3.5 Conclusion

We have evaluated constraints on the carbon budget of Earth’s core by comparing the density, velocity, and elastic anisotropy of Fe–C alloys and compounds at core conditions with seismic observations. Existing data support the model of the inner core consisting of...
iron carbide \( \text{Fe}_7\text{C}_3 \), which could solidify from an \( \text{Fe}–\text{C}–\text{S} \) liquid core containing up to 1 wt. % carbon. \( \text{Fe}_7\text{C}_3 \) is unique in its ability to match the anomalous \( V_S \) and high Poisson ratio of the inner core. Its density and \( V_P \) are also broadly consistent with the PREM, but need to be further tested against the anisotropy observations. On the contrary, \( \text{Fe}_3\text{C} \) seems unstable and too light to match the inner core density. Given the upper limit of 1 wt.% carbon in the core, an \( \text{Fe}–\text{C} \) alloy is unable to generate the observed density deficit in the inner core.

The presence of 1 wt.% carbon in the outer core provides a good match to the \( V_P \) and is consistent with the coexistence of a molten iron alloy with solid silicate at the CMB. However, 1 wt.% carbon is insufficient to account for the density deficit in the outer core and cannot reproduce the density contrast at the ICB, and therefore other light elements such as H, O, S, or Si must be present in the outer core.

Earth’s core remains potentially by far the largest carbon reservoir of the planet. It may participate in the long-term global carbon cycle through carbon transport across the CMB via grain-boundary diffusion, mantle convection, and sequestering slab-derived \( \text{Fe}–\text{C} \) melts.

The outer core likely contains multiple light elements. At least 1–2 wt.% sulfur is likely to be present in the outer core and would help account for its density deficit and the core’s largely molten state. Oxygen may be required in the liquid outer core to explain the density contrast at the ICB, although the amount of oxygen remains uncertain. Silicon does not help explain the density contrast across the ICB or the coexistence of the liquid core with the overlying solid mantle. Existing data are insufficient to resolve the competing models of core composition because of limited data coverage in the relevant pressure–temperature–composition space and uncertainties in experimental measurements and theoretical simulations. Future studies should focus on expanding the experimental data range and investigating complex systems that contain more than one light element.

### 3.6 Limits to Knowledge and Unknowns

Earth’s core is potentially by far the largest carbon reservoir of the planet. To assess the role of the core in Earth’s deep carbon cycle, we need to test the hypothesis of iron carbide as the dominant component of the solid inner core and quantify the carbon content of the liquid outer core. In the past decade, research in deep carbon has significantly improved our knowledge of the physical properties and melting behavior of carbon-bearing iron alloys at the extreme pressure and temperature conditions in the deep Earth. Limits to our knowledge mainly stem from incomplete data coverage for the relevant pressures, temperatures, and compositions. For simplified compositions, the properties of liquid iron or iron alloys are still limited to relatively low pressures and temperatures far below the relevant ranges of the core. Investigations of complex iron alloys containing nickel and two or more light elements have only covered small subsets of the entire plausible pressure–temperature–composition space. Effects of temperature on the magnetic transitions and elasticities of solid iron alloys remain poorly constrained. Direct measurements of the densities and velocities of solids at inner core pressures are not yet available.
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Questions for the Classroom

1. How do researchers infer the presence of volatile elements such as carbon in Earth’s liquid outer core?
2. As a candidate for the principal light element in Earth’s core, what are the strongest arguments for and against carbon?
3. What is the plausible range of carbon content in Earth’s core, and how do we know this?
4. Why was an iron carbide proposed as a candidate for the dominant component of Earth’s solid inner core? How can we test this hypothesis?
5. Why is the knowledge of the eutectic composition of binary systems Fe–X, where X is an element lighter than iron such as hydrogen, carbon, oxygen, silicon, or sulfur, important for constraining Earth’s core composition?
6. How do pressure and temperature affect magnetism in iron-rich alloys?
7. What are “spin-pairing” or “high-spin to low-spin” transitions in iron-rich alloys?
8. How is the elasticity of an iron alloy affected by pressure-induced magnetic transition?
9. How do light elements such as carbon affect the thermodynamic stability of iron–nickel alloys?
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Carbon-Bearing Phases throughout Earth’s Interior

Evolution through Space and Time

VINCENTO STAGNO, VALERIO CERANTOLA, SONJA AULBACH, SERGEY LOBANOVI, CATHERINE A. MCCAMMON, AND MARCO MERLINI

4.1 Introduction

Carbon (C) occurs in the mantle in its elemental state in the form of graphite and diamond, but also as oxidized compounds that include carbonate minerals and carbonated magmas, as reduced components such as methane and carbide, and as gaseous phases in the C–O–H chemical system. The occurrence of C-bearing phases characterized by different oxidation states reflects magmatic processes occurring in Earth’s interior that link to its oxygenation through space and time. Improving our understanding of the physical and chemical behavior of carbon at extreme conditions sheds light on the type and depth of possible reactions taking place in the interior of Earth and other planets over time and allows the identification of deep carbon reservoirs and mechanisms that move carbon among different reservoirs from the surface to the atmosphere, thereby affecting the total terrestrial budget of carbon ingassing and outgassing.

Carbon occurs in diverse forms depending on surrounding conditions such as pressure, temperature, oxygen fugacity (\(f_{O_2}\)), and the availability of chemical elements that are particularly reactive with carbon to form minerals and fluids. Despite the low abundance of carbon within Earth, the stability of C-rich phases in equilibrium with surrounding minerals provides an important geochemical tracer of redox evolution in Earth and other planets, as well as an important economic resource in the form of diamonds.

Knowledge of carbon cycling through the mantle requires an understanding of the stable forms of carbon-bearing phases and their abundance at pressures, temperatures, and \(f_{O_2}\) values that are representative of Earth’s interior. Such information is necessary to identify potential carbon reservoirs and the petrogenetic processes by which carbon may be (re)cycled through the mantle over time, eventually being brought to the surface by magmas and to the atmosphere as dissolved gaseous species.

Accurate estimates of carbon abundance in Earth’s interior are challenging for many reasons, such as the unknown primordial budget of carbon, the low solubility of carbon in the dominant silicate minerals of the upper and lower mantle, the low modal abundance of accessory carbon-bearing minerals and graphite/diamond in mantle xenoliths, and because magmas occurring at shallow depths are the product of igneous differentiation, magma chamber processes, and degassing. Experimental studies conducted at high
pressures and high temperatures help to constrain the initial carbon budget resulting from accretion and core–mantle differentiation processes. These estimates can then be used to determine the amount of carbon in the present-day terrestrial mantle by simulating possible reactions within simplified mantle mineral assemblages that identify the roles of pressure, temperature, and bulk chemistry on carbon speciation.

This chapter addresses fundamental questions about carbon within Earth: At which depths does carbon transform into different phases? How has the redox state of the mantle influenced carbon speciation throughout geological history? Are carbonate minerals more stable than diamonds or CO₂ fluids under certain conditions? Can minerals control the distribution of carbon within the mantle? Answers to these questions reveal how carbon has evolved in the mantle through time and where it may reside in the present-day mantle.

4.2 The Abundance, Speciation, and Extraction of Carbon from the Upper Mantle over Time

Estimates of carbon abundance in Earth’s interior can be made through analysis of mantle rocks sampled as peridotitic and eclogitic xenoliths carried to the surface by successively erupted lavas, combined with experimental investigations of the carbon contents of synthetic liquids and minerals at upper- and lower-mantle pressures and temperatures. Carbon abundance in upper-mantle rock-forming minerals such as olivine, orthopyroxene, clinopyroxene, and garnet in equilibrium with carbonated magmas (Na₂CO₃, Ref. 4; olivine tholeiite with ~4 wt.% CO₂, Ref. 5) were shown to be in the range of a few ppm, as also detected in synthetic minerals representative of the transition zone and lower mantle (<1 ppm; Refs. 6 and 7). These findings highlight the extreme geochemical incompatibility of carbon and the role of magmas as its main carriers in space and time.

Experimental investigation of carbon solubility in magmas has revealed that most carbon is generally present as molecular CO₂ and CO₃²⁻ molecules. Their concentrations follow a linear positive trend with pressure and alkali content (K₂O + Na₂O) and show a negative correlation with SiO₂ from alkali basalts to rhyolites and the water content of the melt.⁸ Among the diverse suites of effusive products, basaltic lavas that have erupted along mid-ocean ridges have dissolved CO₂ concentrations that are inherited from deep mantle source rock and can therefore be used to estimate the mantle abundance of CO₂. However, due to the low solubility of CO₂ in magmas during ascent and decompression, the possibility of tracking its history from the carbonated source rock to the surface is limited to few known undegassed lavas (e.g. Siqueiros and 2πD43 popping rocks). Using the observed correlation of undegassed CO₂ versus trace elements (e.g. Rb, Ba, and Nb) from olivine-hosted melt inclusions, LeVoyer et al.⁹ determined a global average CO₂ content of 137 ± 54 ppm, corresponding to an average flux out of mid-ocean ridges (60,864 km length) of 1.8 × 10¹² mol-yr⁻¹. This estimate pertains to a depleted mantle source, given that the carbon content of the bulk silicate Earth, generally determined from mantle plume-like magmas, is higher, ranging from 500 to 1000 ppm.³ In addition, the LeVoyer value is
higher than the 72 ppm measured from Siqueiros melt inclusions by Saal et al.,\textsuperscript{10} but much lower than the 1300 ± 800 ppm measured in the 1990s by Dixon et al.\textsuperscript{11} on alkalic Atlantic lavas. Whether these carbon contents reflect those of the primordial mantle strongly depends on the origin of carbon, its initial budget at the time of Earth’s accretion, and the petrological processes capable of mobilizing deep carbon.

Based on recent experimental studies, it was proposed that mantle carbon was inherited at the time of accretion from a Mercury-sized oxidized C-bearing S-rich body, which established the partitioning of carbon between the metallic core and silicate magma ocean during solidification of the terrestrial mantle.\textsuperscript{12} An initially delivered carbon content ranging from 700 to 1000 ppm has been proposed for a reduced or S-rich impactor with a mass of 5–30% of Earth in order to match the current carbon concentration in the mantle. The mobilization of this primordial carbon, likely in the form of elemental carbon in Fe(Ni) alloys and CH\textsubscript{4} in the magma ocean as proposed by Li et al.,\textsuperscript{12} links to the evolution of the mantle redox state over time. This issue remains controversial, however, and there is still an open debate on the different C species (CH\textsubscript{4}, CO\textsubscript{2}, and CO) that can be transported by mantle magmas (Ref. 8 and references therein).

Late addition of oxidized meteoritic bodies and enrichment of the post-core formation mantle in Fe\textsubscript{2}O\textsubscript{3} consequent to the loss of Fe to the metallic core have been proposed, among a plethora of other processes, to explain the increase of fO\textsubscript{2} from conditions where C would be stable as diamond and in Fe(Ni) alloys (fO\textsubscript{2} ≈ iron–wüstite buffer (IW) – 2; Refs. 13 and 14) to conditions where C\textsuperscript{4+} is the dominant species incorporated in carbonate minerals and melts (IW + 1 < fO\textsubscript{2} < IW + 5). Geochemical tracers such as Ce in zircons believed to have crystallized in equilibrium with Hadean magmas\textsuperscript{15} and the V/Sc ratio of erupted continental basalts\textsuperscript{16} have been used to argue in favor of a constant mantle redox state over the last 4.4 billion years at values where C\textsuperscript{4+} is stable, and therefore able to mobilize carbon as CO\textsubscript{2} and/or CO\textsubscript{3}\textsuperscript{2–} dissolved in magmas. In contrast, based on the reconstruction of the mantle redox state over time using the V/Sc ratio of Archean spreading ridge-derived metabasalts, Aulbach and Stagno\textsuperscript{17} found that the ambient mantle became gradually more oxidized by ∼1.5 log units between ca. 3 Ga and 1.9 Ga, when fO\textsubscript{2} values similar to modern mid-ocean ridge basalts (MORBs) are recorded (Figure 4.1a).

Figure 4.1b illustrates how a reduced asthenospheric Archaean mantle expected to host C in the form of diamond (or graphite) and CH\textsubscript{4} becomes more oxidized along a decompression path (Figure 4.1b, red line) as a result of the pressure effect on the equilibrium:\textsuperscript{18}

\[
4 \text{Fe}^{3+} (\text{bulk}) + C^0 = 4 \text{Fe}^{2+} (\text{bulk}) + \text{C}^{4+} (\text{vap/melt/solid}),
\]

until the local fO\textsubscript{2} at which carbon turns into carbonate\textsuperscript{19} is reached (fayalite–magnetite–quartz buffer (FMQ) – 2 log units; Figure 4.1b, blue line) at ∼100 km depth. In Eq. (4.1), Fe\textsuperscript{3+} and Fe\textsuperscript{2+} refer to the ferric and ferrous iron of the bulk peridotite mantle rock, respectively. A similar equilibrium could be written to explain the distribution and fate of other important magmatic volatiles like H\textsubscript{2} and H\textsuperscript{+}, N\textsuperscript{3–} and N\textsubscript{2}, and S\textsuperscript{2–} and S\textsuperscript{6+} in igneous systems dominated by Fe-bearing silicates, with dramatic implications for volcanic outgassing and atmospheric composition over time.
At these depths, carbonate–silicate melts are likely to have formed by redox melting of graphite-bearing mantle at the near-constant $fO_2$ favored by hotter temperatures during the Archaean, until all carbon (~10 ppm in the case of reduced early Earth) was oxidized. Upon further decompression, the Archaean mantle would have continued to become more oxidized until the oxidation state of Archean MORBs, represented by a metabasaltic eclogite suite from Lace in the Kaapvaal craton, is reached below the spreading ridge. Given that redox melting today as well as in the early mantle requires the reduction of Fe$_2$O$_3$ (i.e. Eq. 4.1), the oxidation state of MORBs does not directly reflect the mantle oxidation state at the source, a concept introduced by Ballhaus and Frost in 1994 when they proposed the oxidation of MORBs from a more reduced mantle source due to the coupling between C/ carbonate reactions and Fe$^{3+}$/Fe$^{2+}$ variations upon decompression as represented by Eq. (4.1). This was demonstrated in recent experiments where measured $fO_2$ values of synthetic MORBs appeared different from the $fO_2$ of the coexisting spinel-bearing peridotite rock source by up to ~3 log units. Nevertheless, a gradual increase of Fe$^{3+}$ in the bulk asthenospheric mantle over time has been corroborated by the finding of extremely low Fe$^{3+}$/Fe in
mantle eclogites, which is not correlated with indices of subsequent melt depletion,\textsuperscript{24} as well as V-based estimates of $fO_2$ in komatiites, picrites, and basalts of various ages showing a clear trend in the Archaean that levels out at ca. 2 Ga.\textsuperscript{25}

4.3 The Stability of Reduced and Oxidized Forms of Carbon in the Upper Mantle: Continental Lithosphere versus Convective Mantle

Thermodynamic prediction of the stable form of carbon in the upper mantle can be made using oxy-thermobarometry applied to mantle rocks such as peridotites and eclogites based on the relation between the ferric/ferrous iron ratio of minerals such as spinel and garnet and the buffering capacity of the host rocks. The decreasing $fO_2$ with depth shown in Figure 4.2 links to the volume change of the reactions used as oxy-thermobarometers\textsuperscript{18,26,27} and suggests that the Archaean continental lithospheric mantle down to ~270 km in depth might have equilibrated with elemental carbon in the form of diamond or graphite, plus a small volume of CO$_2$-bearing melts varying from carbonatitic (Figure 4.2, blue line) to kimberlitic (Figure 4.2, red region) in composition. The $fO_2$ at which diamond and CO$_2$-bearing melts can coexist with peridotite and eclogite depends on the effects that temperature (the local geotherm) and the presence of water have on the equilibria:\textsuperscript{19,26}

\[
2\text{Mg}_2\text{Si}_2\text{O}_6 + \text{CaMg(CO}_3\text{)}_2 \rightarrow \text{CaMgSi}_2\text{O}_6 + 2\text{Mg}_2\text{SiO}_4 + 2\text{C} + 2\text{O}_2
\]

enstatite dolomite/melt diopside olivine diamond  

(4.2)

and

\[
\text{CaMg(CO}_3\text{)}_2 + 2\text{SiO}_2 \rightarrow \text{CaMgSi}_2\text{O}_6 + 2\text{C} + 2\text{O}_2.
\]

dolomite/melt coesite diopside diamond  

(4.3)

A direct sampling of deep carbon phases is represented by diamantiferous peridotite and eclogite of Archaean age (1–3% diamonds in the cratonic lithosphere),\textsuperscript{28} while the observation of carbonated magmas of mantle origin, although predicted by experimental phase equilibria studies on synthetic carbonated peridotites and eclogites, appears quite rare (about 490 deposits)\textsuperscript{29} due to a decreasing trend over time coupled to secular mantle cooling and late-stage fractionation and assimilation processes\textsuperscript{30,31} that make these products difficult to identify. The decrease of $fO_2$ with depth in the case of eclogite is expected to result in carbonate minerals (or fluids) being reduced to diamond during subduction of a carbonated oceanic crust at variable depths through oxidation of coexisting garnet and clinopyroxene mineral phases\textsuperscript{26} depending on the Fe$^{3+}$ of the bulk rock.\textsuperscript{26,32}

The Fe(Ni) precipitation curve (Figure 4.2, orange line) marks the $fO_2$ conditions at which diamonds and Fe(Ni) alloys might coexist, therefore promoting the diffusion of carbon into adjacent metal or the formation of Fe(Ni)C intermetallic compounds depending on the local Fe(Ni)/C ratio.\textsuperscript{33,34}

The extent to which the redox state of the continental mantle resembles that of the convective mantle is highly debated. The model proposed in Figure 4.1b is based on
conservative estimates in which a bulk silicate Earth composition\(^{36}\) is used as an analogue for the asthenospheric mantle. For this case, the convective mantle is predicted to follow an \(f_{O_2}\) trend similar to the one in Figure 4.2 for natural mantle peridotites along a decompression path. This model might apply to a convective early Earth mantle not equilibrated with subducted lithologies. However, correlations between geochemical tracers such as CO\(_2\) versus Nb and Ba measured in modern natural oceanic basalts suggest a different trend. These correlations were used to constrain mixing models of two components: a residual mantle peridotitic partial melt plus graphite-saturated partial melts of subducted lithologies (e.g. pyroxenite, MORB-eclogites, sediments) in different proportions. These models, supported by melting experiments, show that generation of CO\(_2\)-rich basalts of up to \(~6\) wt.% in the melt like those from Atlantic popping rocks\(^{37}\) requires the contribution of

---

**Figure 4.2** Log \(f_{O_2}\) (normalized to the FMQ buffer) determined for peridotitic and eclogitic xenoliths using oxy-thermobarometry for spinel/garnet peridotite and eclogite.\(^{18,26,27}\) The blue curve is the \(f_{O_2}\) calculated for Eq. (4.2) along a cratonic geotherm of 40 mW m\(^{-2}\) that defines the stability field between diamond (or graphite) and solid (liquid) carbonate within peridotite rocks. The orange curve indicates where Fe–Ni metallic alloys (with some C) are stable. The green line indicates the \(f_{O_2}\) buffered by Eq. (4.3) (see text).\(^{26,35}\) CO\(_2\)-bearing silicate melts are stable at lower \(f_{O_2}\) values than carbonatitic melts in equilibrium with diamantiferous peridotite due to the temperature effect on Eq. (4.1).\(^{18}\) The yellow arrow indicates the proposed oxidation state of a convective mantle contaminated by variable volumes of subducted carbonated lithologies.\(^{37}\) DCDD/G = dolomite–coesite–diopside–(diamond/graphite).
subduction-related melts originating from partial melting occurring in the carbonate stability field \((f_{O_2} \geq FMQ - 1, DCDD/G\) in Figure 4.2) rather than graphite/diamond-saturated sources. This results in a contaminated convective present-day mantle that is more oxidized than the Archaean continental lithospheric mantle (Figure 4.2).

4.4 The Redox State and Speciation of C in the Transition Zone and Lower Mantle

4.4.1 Carbides and C in (Fe,Ni) Alloys

In contrast to the top of the upper mantle, gaining knowledge of the redox state of the deeper upper mantle (300 km and below) is more challenging due to the lack of rocks that can be sampled at the surface. Previous experimental studies,38,39 recently supported by observations of 53 sublithospheric natural diamonds (termed CLIPPIR due to their Cullinan-like large size, rare occurrence of inclusions, relatively pure nature, and irregular shape and resorption features),40 provide evidence of C-bearing Fe metal occurring at the pressures of the transition zone and lower mantle. This observation would limit the stability of carbon to diamond and carbide phases, which is also supported by the discovery of Fe (Ni)/C alloys trapped in diamonds.40–43 At the base of the upper mantle, the \(f_{O_2}\) at which Fe-carbides (e.g. Fe\(_3\)C and Fe\(_7\)C\(_3\)) would be stable in equilibrium with mantle silicates requires either extremely reducing conditions (~7 log units below the FeNi precipitation curve; orange line in Figure 4.2) or coexistence with olivine and orthopyroxene that is more enriched in ferrous iron\(^{44}\) than would be expected for peridotite. In addition, the Fe–Ni–C solidus temperature ranges between 1150 and 1250°C at 10 GPa,34 which is low compared to generally agreed cratonic geotherms. It is likely, therefore, that Fe–Ni–C alloys are either: (1) stable as molten phases;\(^{34}\) (2) limited in their formation to the grain scale as a result of interaction with surrounding C-saturated reduced fluids;\(^{44}\) or (3) result from solid–solid reactions between preexisting Fe–Ni alloys and subducted carbon (carbonate or diamond) of particularly cold slabs.45 In the deep mantle, carbides can be stable in the form of molten Fe\(_7\)C\(_3\) along with coexisting diamonds\(^{33}\) if C is locally more abundant (>~100 ppm) than Fe. Interestingly, the presence of 100–200 ppm of sulfur in the Fe–Ni–C system at high pressures and temperatures was shown to prevent the formation of carbides and promote precipitation of diamonds even in particularly C-poor (5–30 ppm) regions of the deep mantle,\(^{46}\) thus explaining the occurrence of Fe–Ni–S phases trapped in diamonds.\(^{40}\)

4.4.2 Carbonate Minerals in Earth’s Interior

In contrast to the view that bulk mantle redox conditions are reduced at transition-zone and lower-mantle depths, inclusions hosted in super-deep (sublithospheric) diamonds have also shown the presence of solid carbonates.\(^{47,48}\) These observations raise important questions: (1) Do these inclusions reflect local \(f_{O_2}\) heterogeneities of the deep mantle? (2) What
transformations do solid carbonates experience to preserve their stability at high pressures and temperatures to act as main carbon hosts? The latter question links to the possibility that the $f_{O_2}$ of the transition zone and lower mantle could be buffered by an influx of oxidized carbon in the form of solid carbonate, but questions remain as to which carbonates these might be. The speciation of carbon at conditions from the upper to the lower mantle, whether in the form of diamond or carbonate (either liquid or solid), has been a focus of investigations over the last decades. All experimental studies and theoretical calculations suggest that solid carbonates (i.e. the end members CaCO$_3$, MgCO$_3$, FeCO$_3$, and their solid solutions) are stabilized at conditions of Earth’s lower mantle through a series of high-pressure phase transitions that are summarized below. This conclusion is also supported by the observations of extremely low solubility of carbon in deep mantle silicates such as wadsleyite, ringwoodite, bridgmanite, and ferropericlase in experimental studies conducted at high pressures and high temperatures.$^6^7$

4.4.2.1 Dolomite and Its High-Pressure Polymorphs

It is generally accepted that dolomite, CaMg(CO$_3$)$_2$, is the dominant carbonate mineral up to about 4 GPa within simplified CaO–MgO–Al$_2$O$_3$–SiO$_2$ + CO$_2$ igneous systems, and is then replaced in dominance by magnesite at higher pressures.$^49$ However, both the bulk Ca/(Ca + Mg) ratio of the rock and the presence of a small amount of Fe in the structure that reduces the cation-sized misfit between Ca and Mg may play important roles in stabilizing high-pressure polymorphs at the conditions of Earth’s lower mantle. Upon compression at ambient temperature, the rhombohedral dolomite structure is stable up to 17 GPa.$^50$ Above this pressure, a transition to dolomite-II with triclinic symmetry is observed with no observable volume change. Dolomite-II is stable upon heating to 1500 K;$^51$ however, it decomposes between 2000 and 2400 K below 35 GPa to form a mixture of oxides and diamond.$^52$ Dolomite-II is stable up to 35 GPa, whereupon a second phase transition is observed to triclinic dolomite-III.$^51^52$ Heating dolomite-III above 35 GPa to its melting point without evidence of decomposition demonstrates that dolomite-III can be a stable C-bearing mineral at Earth’s mantle conditions. Theoretical computations indicate that dolomite transforms into a ring-carbonate structure at 115 GPa and 2500°C that features tetrahedrally coordinated carbon and threefold carbonate rings,$^53$ as shown in Figure 4.3.

In a recent experimental study conducted using a laser-heated diamond anvil cell, Dorfman and coauthors$^54$ explored chemical reactions occurring at the boundary between dolomite and Fe metal to simulate subducted carbonates penetrating the reduced lower mantle saturated in Fe metal (about 1 wt.%$^{38}$) at ~51–113 GPa and 1800–2400 K. Their results suggest that the MgCO$_3$ component of subducted crustal dolomite would react with iron metal to form a mixture of diamond + Fe$_7$C$_3$ + ferropericlase, while CaCO$_3$ with a post-aragonite structure would be preserved. This study supports previous experimental observations on the formation of diamond + carbide by reduction of subsolidus carbonates,$^45$ and it demonstrates the potential role of dolomite as a deep carbon reservoir. So far,
however, its transport to the lower mantle appears limited to exotic Ca-rich, Si-poor thick portions of the oceanic slab, likely related to the subduction of sedimentary lithologies.55

4.4.2.2 Deep Carbon Stored as CaCO3-like Phases
Calcite (the rhombohedral form of CaCO3) and aragonite (orthorhombic CaCO3) undergo a series of structural transitions toward denser phases with increasing pressure. Above 15 GPa, a new calcite polymorph, CaCO3-IV, was discovered that shows stability at least up to 40 GPa.56 The density of CaCO3-IV is higher than aragonite (3.78 g/cm3 at 30.4 GPa), which suggests that it might replace aragonite at intermediate mantle depths.56 At pressures of more than ~40 GPa, CaCO3 undergoes yet another phase transition into a so-called post-aragonite phase.57 Compression to pressures of more than ~100 GPa leads to a different polymorph with a pyroxene-like structure based on CO4 groups with $sp^3$-hybridized carbon.57–60 Chemical bonding in $sp^3$-carbonates is different from bonding in carbonates based on $sp^2$-hybridized carbon; thus, $sp^2$–$sp^3$ crossover, if it occurs in mantle carbonates, may disrupt the silicate–carbonate chemical equilibrium. To date, however, the geochemical and geophysical consequences of $sp^2$–$sp^3$ transitions are not well understood. It is noteworthy, however, that calcite was found as an inclusion in a sublithospheric diamond,47 confirming its stability in the lower mantle as a potential carbon reservoir and candidate for potential redox reactions through which diamond itself could form.

4.4.2.3 Magnesite and Fe-Bearing Solid Solutions as Deep Carbon Reservoirs
Magnesite and ferro-magnesite solid solutions have been found to occur as inclusions in diamonds that likely originated in Earth’s lower mantle.48 Despite the lack of evidence of siderite inclusions hosted in such super-deep diamonds, the role of iron in the stability of Fe-carbonates appears relevant in the mid-lower mantle, where spin crossover of Fe$^{2+}$ from high spin (HS) to low spin (LS) changes the physical and chemical properties of
these carbonates,\textsuperscript{61–63} with important implications for their seismic detectability (discussed below).

Magnesite remains stable at up to 100 GPa and 2200 K without decomposition or associated phase transformations.\textsuperscript{64} Congruent melting of magnesite was reported between 2100 and 2650 K at pressures between 12 and 84 GPa, whereas decomposition to MgO and diamond was observed only above \(\sim 3000\) K at similar pressures.\textsuperscript{65} Isshiki et al.\textsuperscript{64} first reported the transformation of magnesite to its high-pressure polymorph, magnesite-II, at \(\sim 115\) GPa and \(\sim 2200\) K. Maeda et al.\textsuperscript{66} discussed phase relations in the MgCO\textsubscript{3}–SiO\textsubscript{2} system up to 152 GPa and 3100 K. They reported a reaction between MgCO\textsubscript{3} phase II and SiO\textsubscript{2} (CaCl\textsubscript{2}-type SiO\textsubscript{2} or seifertite) to form diamond and MgSiO\textsubscript{3} (bridgmanite or post-perovskite) at deep lower-mantle conditions via the following possible reaction:

\[
\text{SiO}_2 + \text{MgCO}_3 \rightarrow \text{MgSiO}_3 + \text{C} + \text{O}_2, \tag{4.4}
\]

indicating that CO\textsubscript{2} dissociates above \(\sim 33\) GPa and at \(>1700–1800\) K to form diamond plus free oxygen and bridgmanite. These results describe a possible mechanism of formation of super-deep diamond in cold slabs descending into the deep lower mantle resulting from the instability of magnesite phase II in the presence of exotic assemblages.

The physical and chemical properties of Fe-bearing carbonates, such as their density, Fe content, elasticity, and optical properties, may have important geological consequences. Melting of FeCO\textsubscript{3} was investigated experimentally at high pressures and temperatures equal to or above the terrestrial geotherm. Experiments indicate that iron carbonates melt incongruently up to \(\sim 70\) GPa and at \(>2000\) K to produce a minor quenched Fe\textsuperscript{3+}-rich phase and CO\textsubscript{2} in the liquid.\textsuperscript{67,68} At higher pressures and similar temperatures, new carbonates were observed with tetrahedral C\textsubscript{3}O\textsubscript{9} rings.\textsuperscript{69} Merlini et al.\textsuperscript{70} reported the transformation of Mg-siderite at pressures and temperatures corresponding to the top of the D\textsuperscript{″} layer (i.e. \(\sim 135\) GPa and \(\sim 2650\) K), with formation of Mg\textsubscript{2}Fe\textsuperscript{(III)}\textsubscript{2}(C\textsubscript{4}O\textsubscript{13}) and a new oxide phase, Fe\textsubscript{13}O\textsubscript{19}, thus demonstrating that self-oxidation–reduction reactions can preserve carbonates in Earth’s lower mantle to 2500 km in depth.

When slabs penetrate the lower mantle, redox reactions take place between the hotter outer part of the slab and the surrounding bulk mantle in order to balance the high Fe\textsuperscript{3+} content of bridgmanite (\(\sim 80\%\) in equilibrium with magnesite and diamonds),\textsuperscript{71} similar to Eq. (4.1). The origin of diamonds in the lower mantle might be therefore linked to redox reactions involving Fe\textsuperscript{3+}-bearing minerals, which could also account for the high proportion of ferropericlase in lower-mantle diamond inclusions.\textsuperscript{72} At greater depths, the high degree of trivalent iron incorporation into high-pressure carbonate structures and iron oxides can influence redox processes in the deep mantle, where changes in \(f\text{O}_2\) could be buffered by the activity of carbon (Eq. 4.5) or oxygen (Eq. 4.6) rather than being controlled by charge balance between iron cations.

\[
4 \text{FeCO}_3 = \text{Fe}_4\text{C}_3\text{O}_{12} + \text{C}, \tag{4.5}
\]

\[
8 \text{Fe}_4\text{C}_3\text{O}_{12} = 6 \text{Fe}_4\text{C}_4\text{O}_{13} + 4 \text{Fe}_2\text{O}_3 + 3 \text{O}_2. \tag{4.6}
\]
4.4.3 Toward Oxy-Thermobarometry of the Deep Mantle and Implications for Carbon Speciation

Through the number of redox reactions that can be written to explore the mechanisms of diamond formation in the transition zone and lower mantle, a fundamental question arises: Is the deep mantle intrinsically buffered by abundant Fe-bearing minerals similarly to the upper mantle? A recent estimate of the deep-mantle redox state was proposed by Kiseeva et al., who measured the ferric iron content of majorite inclusions and developed an oxy-thermobarometer based on the self-redox capacity of majorite as a function of pressure. Figure 4.4 shows the $f_O_2$ values calculated using Eq. (4.7):

$$2\ Ca_3Al_2Si_3O_{12} + 4/3\ Fe_3Al_2Si_3O_{12} + 2.5\ Mg_4Si_4O_{12} + O_2 = 2\ Ca_3Fe_2Si_3O_{12} + 10/3\ Mg_3Al_2Si_3O_{12} + 4\ SiO_2,$$

from majoritic inclusions in super-deep diamonds from the Jagersfontein kimberlite (South Africa). The carbon/carbonate equilibrium buffer refers to experimental measurements of the $f_O_2$ at which diamond and magnesite coexist with transition-zone (wadsleyite/ringwoodite and clino-enstatite) and lower-mantle (bridgmanite and ferropericlase) mineral phases. The results indicate the heterogeneity of mantle $f_O_2$ in the transition zone, varying from about IW to IW + 3, where the high concentration of Fe$^{3+}$ in majorite (between 8% and 30%) is linearly correlated with pressure and likely related to the oxidizing effect of CO$_2$-rich fluids rather than FeO disproportionation. This suggests that carbonate is, at least locally, a stable phase in Earth’s deep mantle, stabilized at an $f_O_2$ value about 2 log units above the iron–wüstite buffer. Carbonate could therefore participate...
in melting processes depending on the local geotherm and promote carbon mobility through the formation of carbonatitic to kimberlitic melts. At higher pressures, ferropericlase and bridgmanite are expected to play major roles in buffering redox conditions through chemical reactions that involve the Fe$^{3+}$-bearing mineral end members. However, the crystal chemistry of these phases has been shown to be extremely complex due to simultaneous element substitution in different sites.75

4.5 Seismic Detectability of Reduced and Oxidized Carbon in Earth’s Mantle

The presence of carbon within the mantle may be detectable using seismic data. A recent multidisciplinary study conducted by Garber and coauthors28 showed that diamondiferous lithologies may be responsible for elevated shear-wave velocities ($V_S$; ≥4.7 km/s) detected at 120–150-km depths in cratonic lithospheric mantle. Diamond and eclogite (known to contain higher concentrations of diamond compared to peridotite)35 are the most likely high-$V_S$ candidates that could explain the observed seismic anomalies, implying the presence of up to about 3 vol.% diamond, depending on the peridotite and eclogite compositions and the local geotherm.

The seismic detectability of carbonates in the upper mantle and transition zone is related primarily to their crystal structure. Sanchez-Valle et al.76 measured the elastic tensor of Mg$_{1-x}$Fe$_x$CO$_3$ with four compositions extending from pure magnesite to pure siderite using single-crystal Brillouin scattering spectroscopy at ambient conditions. They found that Fe substitution has a negligible effect on the adiabatic bulk modulus, $K_S$, of Mg–Fe carbonates, whereas the shear modulus, $\mu$, decreases by 34% from MgCO$_3$ to FeCO$_3$. They concluded that, based on current seismic resolution (with a threshold of 2%), detection of carbonated regions from seismic velocity contrast would require high carbonate contents (~15 wt.% CO$_2$) in eclogite and ≥20 wt.% CO$_2$ in peridotite. These results are supported by the work of Yang et al.,77 who measured the full elastic stiffness tensor of MgCO$_3$ up to 14 GPa at ambient temperature and up to 750 K at ambient pressure using Brillouin scattering in the diamond anvil cell.

In Fe-bearing carbonates, the pressure-induced splitting of iron 3d energy levels into two leads to the possibility of two different spin configurations for Fe$^{2+}$: (1) the HS state with four unpaired and two paired electrons; and (2) the LS state with six paired electrons. The spin pairing of electrons causes a volume collapse of the iron atomic volume, followed by shrinking of the octahedral site and ultimately of the unit cell. The first experimental observation of the HS–LS transition of Fe$^{2+}$ in siderite was reported by Mattila et al.78 using X-ray emission spectroscopy. They observed the transition to occur at ~50 GPa and at ambient temperature in natural siderite powder. Subsequent experimental and theoretical work provided further evidence of the spin transition in Fe-carbonates at ~45 GPa, as well as insights into how the spin transition affects the physical and chemical properties of carbonates.79–86

The spin transition causes changes in the thermoelastic properties of carbonates and may enhance the seismic detectability of carbon in the lower mantle. Liu et al.87 observed
anomalous thermoelastic behavior in natural magnesiosiderite at high pressure and high temperature across the spin transition, including a dramatic increase in the thermal expansion coefficient and decreases in the isothermal bulk modulus and the bulk sound velocity by 75% and 50%, respectively. When compared to MgCO₃ at relevant pressure–temperature conditions of subducted slabs, HS magnesiosiderite with 65 mol.% FeCO₃ is approximately 21–23% denser and its unit-cell volume is 2–4% larger, whereas the LS state is 28–29% denser and 2% smaller than end-member magnesite. These results indicate that dense LS ferromagnesite can become more stable than HS ferromagnesite at pressures above ~50 GPa, providing a mechanism for (Mg,Fe)-bearing carbonate to be a major carbon host in the deeper lower mantle. Fu et al. measured the full elastic stiffness tensor of Mg₀.₃₅Fe₀.₆₅CO₃ up to 70 GPa at ambient temperature using Brillouin light scattering and impulsive stimulated light scattering in a diamond anvil cell. They observed a dramatic softening of the C₁₁, C₃₃, C₁₂, and C₁₃ moduli and stiffening of the C₄₄ and C₁₄ moduli across the spin transition in the mixed spin state. Outside the region of the spin transition, they observed a linear increase of all elastic moduli with pressure. Based on their work, mixed spin-state ferromagnesite is expected to exhibit abnormal elasticity in the mid-lower mantle, including a negative Poisson’s ratio and a drastically reduced compressional wave velocity (V_p). Similar results were obtained by Stekiel et al., who determined the elastic stiffness moduli of FeCO₃ across the spin transition up to 60 GPa and at ambient temperature by inelastic X-ray scattering and density functional theory calculations. Based on calculations employing a pyrolitic mantle model and considering varying amounts of Mg₁₋ₓFeₓCO₃, the presence of magnesiowurtzite solid solutions changed the V_S more than the V_p. At least 3 vol.% of FeCO₃ would be needed to produce a shear velocity contrast of more than 1% due to the spin transition, and 8 vol.% of Mg₀.₈₅Fe₀.₁₅CO₃ would be needed to produce the same contrast between carbonated and non-carbonated pyrolytic mantle.

Our knowledge of the iron spin state of FeCO₃ is limited to near-room temperature conditions, as probing different electronic structures at combined high pressure–temperature conditions is challenging. Temperature broadens the pressure range of the HS to LS transition, but the depth range over which spin transitions take place remains uncertain (Figure 4.5). In addition, siderite is unstable at greater than ~1500 K (greater than ~40 GPa) and decomposes into iron oxides and C-bearing phases. As a result, FeCO₃ is unlikely to occur in the lower mantle at depths greater than ~1200 km. Instead, solid solutions involving iron oxides and sp³-bonded novel Fe-carbonates (Fe₄C₄O₁₃ and Fe₄C₃O₁₂) may be the most common carbon-bearing phases at sufficiently oxidizing conditions.

4.6 Conclusion

In contrast to the immobile behavior of carbon in the Archaean lithospheric mantle, the deep carbon cycle in modern Earth linked with carbon transport through the convective mantle at varying pressure–temperature–fO₂ conditions over time shows evidence of large
heterogeneities in mantle redox state, both vertically and laterally, which likely result from the contribution of subducted lithologies with varying degrees of oxidation through space and time. We conclude that the movement of carbon over geologic time is fundamentally controlled by the level of oxygenation of Earth’s interior, which causes elemental carbon to oxidize to CO₂-bearing magmas, whose rheology mainly controls their transport properties. The observation of both oxidized carbon and metal trapped as inclusions in sublithospheric diamonds testifies to the heterogeneity of mantle F_{O_2}, thereby implying the stability of carbon in various redox states and phases (mineral, melt, or fluid), and even favored by the presence of additional elements like sulfur. The relation between iron oxidation state in mineral inclusions in diamonds and F_{O_2} is an important tool for determining the local redox conditions needed to model carbon speciation. Fluids in equilibrium with reduced mantle regions would be methane dominated and may precipitate diamonds by reduction of Fe, liberating water that could induce partial melting. On the other hand, the possible presence of carbonate as a source of carbon in natural diamond-forming processes is supported by experimental studies at high pressure and temperature that demonstrate the stability of diverse geologically relevant carbonates (and their solid solutions) such as magnesite, calcite/aragonite, and siderite down to the lower mantle. Redox reactions of these carbonates with Fe-bearing minerals in the bulk mantle under initially reducing conditions have been demonstrated to promote the formation of diamond as well as the crystallization of carbide phases, leading to mantle oxidation. Such
“conditioned” mantle regions may eventually allow carbonated melts and fluids to be mobilized along ascending (plumes) or descending (slabs) redox fronts, facilitating melt-mediated carbon transfer between different terrestrial reservoirs. Finally, elemental carbon transported upwards in upwelling mantle regions will be subjected to redox melting upon oxidation due to decompression. The resulting carbonated melts eventually erupt at the surface, where they interact with the hydrosphere and atmosphere. Figure 4.6 summarizes the stability of different carbon species through space and (indirectly) time with a particular focus on the asthenospheric mantle, the continental lithosphere, and subducted slabs.
4.7 Limits to Knowledge and Unknowns

Although great advances have been made, important limits to knowledge remain regarding the stability and mobility of carbon-bearing phases and their interaction with silicates and metals at pressure–temperature–fO₂ conditions relevant to the deep Earth. Redox melting and freezing reactions, as a function of fO₂, are critical in mediating transitions between the relatively refractory forms of carbon, such as diamond/graphite, carbide, and metal alloys, to highly mobile oxidized forms, such as carbonated melts and CO₂-bearing fluids. However, the amount of carbon involved in these reactions, the participating minerals, and the fO₂ in the mantle with depth and through time remain highly uncertain. This uncertainty arises because most of our knowledge relies on indirect estimates based on mostly degassed magmas and direct estimates from mantle xenoliths and diamonds entrained in magmas that are irregularly distributed in space and time. Moreover, mantle xenoliths and diamonds are exclusively or dominantly derived from the lithospheric mantle and may sample multiply reactivated fluid and melt pathways that are not representative of the lithospheric mantle and even less so of the convective mantle. The few sublithospheric diamonds available for study sample anomalous mantle domains characterized by strong compositional and redox gradients at the interface between deeply subducted slabs and ambient mantle.

Thus, although it is assumed that the fO₂ of the metal-saturated mantle below ~250–300 km in depth is effectively buffered close to the iron–wüstite redox buffer (where carbonates and carbonated melts are unstable), sublithospheric diamonds appear to record much higher fO₂ values, linked to the influx of slab-derived oxidizing agents. In addition, the CO₂ content of oceanic basalts has been suggested to require carbonated redox melting rather than graphite-saturated melting, implying higher fO₂ values than are inferred from lithospheric mantle xenoliths. The problem of constraining the dominant fO₂ and redox equilibria with depth is only exacerbated in deep time, where debate over appropriate sample material and redox proxies continues. Progress on deciphering the speciation and distribution of carbon in modern Earth’s interior will be made by combining observations from experiments and theoretical studies with increasingly sophisticated remote-sensing tools. For example, the ponded products of redox melting may be increasingly traceable by geophysics due to the increasingly well-characterized melting relations of carbon-bearing mantle and constraints on the physical properties of carbonated melts (e.g. viscosity, seismic velocity, and electrical conductivity), and they have indeed been linked to low-velocity zones below the oceanic lithosphere. The fate of carbonates in subducting slabs, however, remains poorly constrained, in part due to the unknown variation of mantle fO₂ with depth and time. Carbonates do show rich polymorphism at high-pressure, high-temperature conditions, which renders them stable along the geotherm. Therefore, studies that explore the interaction of carbonates with silicates at well-controlled pressure, temperature, and redox conditions will provide important insights into the survival and mobility of oxidized carbon species in the mantle. Recent advances in experimental design that allow fO₂ to be controlled and monitored at deep mantle pressures will enable the stabilities of various
carbonate minerals to be mapped out as a function of depth for complex systems, combined with their predicted seismic velocities based on their crystal structure. Future improvements in the sensitivity of remote-sensing tools and data processing may allow deep carbonated mantle regions to be detected. Recent studies indicate that Fe-bearing carbonates show remarkably complex chemical and physical behavior at mid-lower mantle depths. The Fe spin transition may shift the chemical equilibrium in favor of Fe-rich carbonates, which in turn would significantly affect their physical properties, with potential implications for carbonate seismic detectability. However, the relevant depth range of spin transitions is not well constrained because of the immense technological challenge of probing spin transitions at combined high-pressure, high-temperature conditions. The iron oxides, oxygen, and elemental carbon that may be produced during reactions that take place when carbonate is transported to the deep mantle may also affect redox conditions and have important (but as yet unexplored) geological consequences.
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Questions for the Classroom

1 Describe the different ways in which carbon bonds with other elements. Which type of bonding is involved in the carbon phases discussed in this chapter? Can carbon bond with any element in the periodic table? Why or why not? Do you think there are any forms of carbon that have not yet been discovered?

2 Select one form of carbon that occurs on modern Earth’s surface (e.g. dolomite) and follow its subduction journey in terms of the chemical reactions that take place involving its carbon atoms. Repeat the exercise for other carbon forms that are found on modern Earth’s surface.

3 Repeat the previous exercise for the subduction of different forms of carbon in early Earth (at least 3 Ga).

4 Which of the chemical reactions in the two previous exercises are redox reactions? Describe how the cycles of other elements may be linked to the deep carbon cycle.

5 What is the estimated content of carbon in Earth as a function of depth? In which phases does carbon dominantly occur? Construct a histogram showing the variations of carbon phases and their abundance with depth. Now repeat the exercise showing only how the abundance of different oxidation states of carbon varies with depth.
6 Why is it so challenging to estimate the amount of carbon in Earth? Why does knowing how much carbon is present matter?

7 Are there any external manifestations of the deep carbon cycle on Earth’s surface? Has this changed through geologic time?

8 How does the deep carbon cycle affect the habitability of modern Earth? Are there any links to climate change? Do any of the answers to these questions change if we consider early Earth?

9 Describe a high-pressure experiment that could help to answer some of the unknowns regarding carbon and its forms inside Earth.

10 Which types of natural samples could help to resolve these unknowns regarding carbon and its forms inside Earth? Note that the natural samples do not have to have been discovered yet.
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5.1 Introduction

The importance of diamond to carbon in Earth is due to the fact that diamond is the only mineral and especially the only carbon mineral to crystallize throughout the silicate Earth—from the crust to the lower mantle. To study diamond is to study deep carbon directly throughout Earth, allowing us to see the inaccessible part of the deep carbon cycle. By using the properties of diamond, including its ability to preserve included minerals, important questions relating to carbon and its role in planetary-scale geology can be addressed:

- What is the mineralogy of phases from Earth’s mantle transition zone and lower mantle?
- What are the pressures and temperatures of diamond growth?
- What is the chemical speciation of recycled and deep carbon?
- What are the reactions that produce reduced carbon?
- What are the sources of carbon and its associated volatiles (H₂O, CH₄, CO₂, N₂, NH₃, and S)?
- How do these findings vary with global-scale geological processes?
- How have these processes changed over billions of years of geologic history?

Diamonds for scientific study are difficult to obtain and the nature of diamond presents special research challenges. Diamonds, whether they are lithospheric or sublithospheric (see the paragraph after next below), are xenocrysts in kimberlitic magma that travel a long path (as much as 150 to >400 km!) during eruption to Earth’s surface. On strict petrologic grounds, by the time a diamond reaches Earth’s surface, there is little direct evidence that it is related to any neighboring diamond. However, the suites of diamonds that occur in close spatial association at Earth’s surface in a mine may have similar physical characteristics and may also record similar pressure–temperature conditions and ages. If so, these features would suggest that the host kimberlite delivered a diamond suite to the surface from a spatially restricted mantle source hundreds of kilometers distant. Kimberlite magmas can
transport some diamonds in mantle blocks that apparently disaggregate near the end of
their upward journey. Nonetheless, each diamond and its inclusions is a case study unto
itself until its association with other diamonds can be confirmed.

The Diamonds and Mantle Geodynamics of Carbon (DMGC) consortium was con-
ceived early in the existence of the Deep Carbon Observatory (DCO) for the specific
purpose of breaking down the traditional barriers to research on single diamonds and
directing research toward global carbon questions. From the outset, the DMGC consortium
focused on making cross-disciplinary research tools available, sharing samples so that
more definitive results could be obtained, and enhancing intellectual stimulation across
research groups so that new ideas would develop. The purpose of this chapter is
to showcase results from the major collaborative research areas that have emerged
within the DMGC consortium: (1) geothermobarometry to allow the depth of diamond
crystallization and constraints on diamond exhumation to be determined (Section 5.2);
(2) diamond-forming reactions, C and N isotopic compositions, and diamond-forming
fluids to understand how diamonds form in the mantle (Section 5.3); (3) the sources of
carbon either from the surface or within the mantle to provide information on the way
carbon and other volatiles are recycled by global processes (Section 5.4); and (4) the
mineralogy, trace element, and isotopic composition of mineral inclusions and their host
diamonds to relate diamond formation to geologic conditions in the lithospheric and deeper
convecting mantle (Section 5.5).

A general review and summary of diamond research can be obtained by consulting
previous works. Much of this literature focuses on diamonds and the mineral inclusions
that have been encapsulated when these diamonds crystallized in the subcontinental
lithospheric mantle (SCLM). These so-called lithospheric diamonds can be classified as
eclogitic or peridotitic (harzburgitic, lherzolitic, or websteritic) based on the composition of
silicate or sulfide inclusions. Lithospheric diamonds crystallize at depths of around
100–200 km and temperatures of around 1160 ± 100°C. Peridotitic diamonds typically
have restricted, mantle-like C isotopic compositions, whereas eclogitic diamonds have
more variable and sometimes distinctly lighter C isotopic compositions. Lithospheric
diamonds are likely to contain appreciable nitrogen (mostly Type I; 0–3830 at. ppm,
median = 91 at. ppm). Their ages range from Cretaceous to Mesoarchean, but most are
Proterozoic to Neoarchean. The study of lithospheric diamonds has led to advances in
understanding of the stabilization of the continents and their mantle keels, the onset of plate
tectonics, and the nature of continental margin subduction, especially in the ancient past.

In the last two decades, attention has turned to the study of diamonds whose inclusion
mineralogies and estimated pressures of origin put them at mantle depths well below
the lithospheric mantle beneath continents. These “sublithospheric” or so-called super-
deep diamonds can occur at any depth down to and including the top of the lower
mantle (660–690 km), but a great many crystallize in the mantle transition zone (e.g.
410–660 km) at higher temperatures (between 100 and 400°C higher) than litho-
spheric diamonds. Unlike lithospheric diamonds, super-deep diamonds are not as easily
classified as eclogitic or peridotitic. However, super-deep diamonds do carry mineral
phases that are the high-pressure derivatives of basaltic and ultramafic precursors such as majorite or bridgmanite, respectively, so a petrologic parallel exists in super-deep diamonds with the eclogitic and peridotitic lithospheric diamond designation. Super-deep diamonds are typically low nitrogen (e.g. Type IIa or IIb) and display quite variable C isotopic compositions, even extending to quite light compositions (Section 5.4.2 and Ref. 20). Age determinations on super-deep diamonds are rare, but the few that exist support their being much younger than lithospheric diamonds — an expected result given the known antiquity of the continents and their attached mantle keels relative to the convecting mantle. The study of super-deep diamonds has led to advances in understanding of the deep recycling of elements from the surface (e.g. H₂O, B, C, and S), the redox structure of the mantle, and the highly heterogeneous nature of the mantle transition zone.

Much of the research described in this chapter focuses on super-deep diamonds since the study of super-deep diamonds has the greatest relevance to the deep carbon cycle.

5.2 Physical Conditions of Diamond Formation

5.2.1 Measuring the Depth of Diamond Formation

An essential question is the depth at which a diamond forms. Geobarometry of diamonds based on the stability of their included minerals has provided important constraints on the deep carbon cycle. Application of these methods has yielded the whole range of depths from 110 to 150 km, corresponding to the graphite–diamond boundary in the lithosphere, to over 660 km, lying within the lower mantle. Thus, these studies have provided direct evidence for the recycling of surficial carbon to lower-mantle depths. Traditional geobarometric methods, however, have several limitations: they can only be applied to rare types of mineral inclusions; touching inclusions may re-equilibrate after diamond growth; non-touching inclusions may be incorporated under different conditions and may not be in equilibrium; and protogenetic inclusions may not re-equilibrate completely during diamond growth.

In order to avoid some of these drawbacks, alternative approaches that are independent of chemical equilibria are increasingly being explored. Elastic geobarometry is based on the determination of the residual pressure on the inclusion, P_{inc}, which builds up on an inclusion when the diamond is exhumed to the surface as a result of the difference in the elastic properties of the inclusion and host. If these properties are known and the entrapment temperature is derived independently or its effect is demonstrably negligible, then the entrapment pressure can be calculated back from the P_{inc} determined at room conditions. The idea of using P_{inc} to calculate entrapment conditions is not new, but practical methods have recently been developed that allow more robust estimates of minerals with known elastic properties. In principle, elastic geobarometry can be applied to any inclusion in a diamond if: (1) the inclusion–diamond interaction is purely elastic, otherwise only minimum estimates can generally be obtained; (2) the geometry of the inclusion–host system is properly considered; and (3) mineral-specific calibrations are available to
calculate \( P_{inc} \) from X-ray diffraction or micro-Raman spectroscopy data. Contrary to common practice, calibrations should take into account the effect of deviatoric stresses, which typically develop in inclusion–diamond systems upon exhumation. For example, Anzolini et al.\(^{31}\) showed that only an accurate choice of Raman peaks could provide reliable estimates for a CaSiO\(_3\)–walstromite inclusion in diamond, yielding a minimum formation depth of 260 km and supporting CaSiO\(_3\)–walstromite as a potential indicator of sublithospheric origin. The effect of the presence of fluid films around the inclusions, which has recently been documented in some lithospheric diamonds,\(^{32}\) still demands proper evaluation. In addition, the ability of diamond to deform plastically, especially under sublithospheric conditions, is well known, but methods to quantify any effects on elastic geobarometry are not available. Therefore, in many cases, only minimum estimates can be obtained. Nonetheless, we are now able to provide depth or minimum depth estimates for a number of new single-phase assemblages that would not be possible with more traditional methods. Future geobarometry of larger sets of diamonds, using both elastic and traditional approaches, will allow more comprehensive data to be gathered on the conditions for diamond-forming reactions and on the deep carbon cycle.

### 5.2.2 Thermal Modeling of Diamond in the Mantle from Fourier-Transform Infrared Spectroscopy Maps

The defects trapped in diamonds can be used to constrain estimates of the temperature that prevailed during the residence of a diamond in the mantle and can help constrain estimates of the return path of carbon to the surface. Pressure and temperature covary with depth in Earth, and the ability of the diamond lattice to record temperature history in its defect structure provides an additional independent constraint on estimates of mantle location. These measurements are therefore complementary to those on inclusions that can be used to determine the pressure and temperature conditions during the \textit{trapping} of inclusions during diamond growth. The general concepts and calibration of a thermochronometer based on nitrogen defect aggregation are well established.\(^{33}\) The technique is based on the kinetics of aggregation of pairs of nitrogen atoms (called A centers) into groups of four nitrogen atoms around a vacancy (called B centers) and measurement of these defect concentrations using Fourier-transform infrared (FTIR) spectroscopy. The FTIR spectroscopy method has long been used as one of the standard characterization techniques for diamonds, mostly for whole stones, but also as FTIR spectroscopy maps showing the distribution of defect concentrations across diamond plates.\(^{34,35}\) Only recently has the full potential of FTIR spectroscopy for determining the thermal history of a diamond been recognized. The major recent developments have been: (1) improvements in the methods for acquiring and processing FTIR spectroscopy maps\(^{34}\); (2) a better understanding of the temperature history that is available from zoned diamonds\(^{36}\); and (3) unlocking the abundant information that is provided by the FTIR spectroscopy signal of platelets – planar defects created with B centers during nitrogen aggregation.\(^{37,38}\)
Figure 5.1a shows a map of “model temperatures” made up by automated fitting of several thousand FTIR spectra in a map of a diamond from Murowa, Zimbabwe. Model temperatures are calculated using a single assumed mantle residence time. The higher model temperatures in the core and lower model temperatures in the rim reflect a growth and annealing history with at least two stages. The key idea is that the N aggregation in the rim only occurs during the second stage of annealing, but that N aggregation in the core occurs throughout the residence period of the diamond in the mantle (i.e. during both stages of annealing). Even if the date of rim growth is not known, there is an interplay between the temperatures of the two stages and the time of rim formation (Figure 5.1b). While these data provide a combination of time and temperature, if the dates of each stage of diamond formation are accurately known (by dating of inclusions) and the date of kimberlite eruption is known, the temperatures during the two stages can be determined. The model in Figure 5.1b assumes core growth at 3.2 Ga followed by a period of annealing, then rim growth and finally a second period of annealing. If a constant temperature prevailed throughout the history of the diamond’s residence in the lithosphere, the ages of the two periods of growth are 3.2 and 1.1 Ga. If the earlier history of the diamond was hotter, the overgrowth must be older. Using this method, the mean temperature variation over very long (billion-year) timescales at a specific location in the lithosphere can be determined.

An alternative way to learn about the history of a diamond is to study the production and degradation of platelets. By comparing transmission electron microscopy and FTIR
spectroscopy measurements on platelets, we now have a much better understanding of the meaning of the FTIR spectroscopy platelet peak characteristics (position, area, width, and symmetry) and how platelets evolve with thermal history.\textsuperscript{37,38} In addition to diamonds with regular platelet behavior and irregular, platelet-degraded behavior, we have identified a new class of sub-regular diamonds with anomalously small platelets that have experienced unusually low mantle temperatures (below about 1120°C).

In summary, improvements in our understanding of the defects incorporated into diamonds will contribute to better quantitative models of carbon precipitation, carbon storage in the mantle as diamond, and carbon exhumation during continental tectonics. Indeed, advances in the correlation of spectral features with newly understood defect types may allow diamond to emerge as a prime mineral for studying the uplift and exhumation in the global tectonic cycle (e.g. Ref.\textsuperscript{[39]}).

5.3 Diamond-Forming Reactions, Mechanisms, and Fluids

5.3.1 Direct Observation of Reduced Mantle Volatiles in Lithospheric and Sublithospheric Diamonds

Some carbon in the deep Earth is not stored in crystalline silicates but as fluids such as highly mobile metallic and carbonatitic liquids or supercritical (also known as high-density) C-H-O fluids. As diamond is thought to crystallize from these species by different mechanisms, its study becomes a key way to understand these carbon-bearing fluids. Reduced volatiles in diamonds have only recently been identified,\textsuperscript{40} although they have long been predicted.\textsuperscript{41} Observations of reduced volatiles in any mantle sample are rare because they must avoid oxidation in the shallow mantle and crust on the way to Earth’s surface. Direct samples of these reduced volatiles are crucial to understanding the redox speciation of mantle fluids and melts since they influence both melt composition and physical properties such as solidus temperature, viscosity, and density.\textsuperscript{42,43}

Experimental results and thermodynamic modeling of C-H-O fluids at pressure and temperature and oxygen fugacities ($f_{O_2}$) relevant to the lithospheric mantle show that methane (CH$_4$) is stable at 2 log units below the fayalite–magnetite–quartz buffer ($\Delta \log f_{O_2}$ (fayalite–magnetite–quartz buffer (FMQ)) < –2) and becomes the dominant C-H-O species at around $\Delta \log f_{O_2}$ (FMQ) 4.5.\textsuperscript{44,45} At diamond-stable pressures, the lithosphere should typically have $f_{O_2}$ between FMQ = –2 and FMQ = –4,\textsuperscript{46} and the implication is that metasomatic and diamond-forming fluids should also generally be reduced.\textsuperscript{47}

Due to their metasomatic origin from fluids with CO$_2$, CO$_3$, or CH$_4$ as the dominant carbon species,\textsuperscript{48} diamonds are the ultimate tracers of carbon cycling into the mantle. Mantle CH$_4$ has recently been directly detected for the first time in diamond samples from both the lithospheric and sublithospheric mantle.\textsuperscript{40,49} Diamond is the ideal carrier, since it shields any trapped reduced volatiles from oxygen exchange during its rapid transport to the surface. Analyses of reduced volatiles, along with any coexisting phases and the host
diamonds, allow us to better understand the storage and transport of reduced volatiles into the mantle. These studies can also help us to evaluate whether methanogenesis occurs in the mantle or whether mantle CH₄ has a subducted origin.

Lithospheric diamonds (depths <200 km) from Marange (Zimbabwe) are rare, mixed-habit diamonds that trap abundant inclusions in their cuboid sectors and also contain octahedral sectors that grew simultaneously. Confocal Raman imaging of the faster-grown cuboid sectors shows that they contain both crystalline graphite and CH₄ inclusions (Figure 5.2). Both graphite and CH₄ are evenly distributed throughout the cuboid sectors, usually but not always occurring together, a syngenetic texture that suggests that they co-crystallized along with diamond from the same C-H-O fluid. Clear octahedral sectors never contain graphite or CH₄.

In fluid inclusion-free diamonds, core-to-rim trends in δ¹³C and N content have been (and probably should not have been) used to infer the speciation of the diamond-forming fluid. Outwardly decreasing δ¹³C with decreasing N content is interpreted as diamond growth from reduced fluids, whereas oxidized CO₂ or carbonate-bearing fluids should show the opposite trends. Within the CH₄-bearing sectors of Marange diamonds, however, such reduced trends are not observed. Rather, δ¹³C increases outwardly within a homogeneously grown zone that also contains CH₄ (Figure 5.2). These contradictory observations can be explained through either mixing between CH₄- and CO₂-rich end-members of hydrous fluids or through closed-system precipitation from an already mixed CH₄–CO₂ H₂O-maximum fluid. The relatively low δ¹³C value of the initial fluid (modeled at approximately −7.4‰), along with positive δ¹⁵N values (calculated using the diamond–fluid fractionation factor from Petts et al.), suggests that the CH₄-rich Marange diamond source fluids may in part have been subduction derived.

Figure 5.2 (a) Cathodoluminescence (CL) image of Marange diamond MAR06b, showing core-to-rim secondary ion mass spectrometry analytical spots. (b) Raman map showing distribution of graphite and CH₄ micro-inclusions in a homogeneously grown cuboid zone. (c) Outwardly decreasing nitrogen content (atomic ppm) with increasing δ¹³C (‰) in this same cuboid growth zone (red) and other cuboid growth zones (gray). The modeled trend (red dashed line) is for a CH₄:CO₂ ratio of 1:1 and assumes an initial δ¹³C for the fluid of −7.4‰. For an assumed water content of 98 mol.%, the observed variation corresponds to 0.7% crystallization of the entire fluid (and 35% of the carbon in the fluid).

For details on modelling, see Stachel et al. 51
Sublithospheric gem-quality monocrystalline diamonds from depths of between 360 and 750 km have also recently been found to contain inclusions with reduced volatile budgets. Specifically, iron- and nickel-rich metallic inclusions are consistently trapped along with CH$_4$ (and H$_2$) in large gem-quality monocrystalline diamonds. This suggests that C-H-O fluids in metal-saturated regions of the deep mantle are buffered to reduced compositions, either dissolved into metallic liquids or existing as CH$_4$-rich fluids.

The key role of CH$_4$ in the precipitation of diamond and its efficient transport through Earth’s mantle has long been inferred on petrological grounds, but it is through these studies on Zimbabwe and sublithospheric diamonds that we now have the first observations of this important fluid species. Further investigation of fluid species in diamonds are needed: (1) to establish the frequency of the involvement of reduced volatiles in diamond formation; and (2) to differentiate the geological environments where transport of carbon and diamond precipitation involves CH$_4$-rich fluids versus carbonate-rich fluids or melts.

5.3.2 Redox-Neutral Diamond Formation and Its Unexpected Effect on Carbon Isotope Fractionation

Using models of diamond crystallization from fluids of specific composition, the variation of carbon isotopic compositions across a diamond crystal can be used to estimate fluid composition, interaction with fluid-hosting wall rock, and C source characteristics. This approach has been applied most successfully to lithospheric diamonds. Studies of garnet peridotite xenoliths demonstrate that subcratonic lithospheric mantle typically lies on the reducing side of the fO$_2$ of the EMOD buffer (enstatite + magnesite → olivine + diamond: the transition from carbonate- to diamond-bearing peridotite), but well above that of the IW buffer (iron → wüstite: where native iron becomes stable). Consequently, in the deep lithospheric mantle, carbon will generally be stored as diamond rather than carbonate or carbide. From the study of mineral inclusions in diamond, we know that strongly depleted harzburgite and dunite are the principal (≈56%) diamond substrates in lithospheric mantle. On this basis, we set out to address two fundamental questions: (1) in what form is carbon transported to lithospheric diamond substrates? And (2) what exactly is the process that drives the conversion of carbon-bearing fluid species into elemental carbon?

Luth and Stachel modeled that <50 ppm O$_2$ has to be removed from or added to depleted cratonic peridotite to move its oxidation state from the EMOD to the IW buffer (or vice versa). This extremely low buffering capacity of cratonic peridotites has two important implications: (1) the redox state of subcratonic lithospheric mantle is fluid buffered and, consequently, studies of peridotite xenoliths can only reveal the redox state of the last fluid with which they interacted; and (2) redox reactions buffered by depleted cratonic peridotite cannot explain the formation of large diamonds or large quantities of diamonds (per volume unit of peridotite).

At the typical fO$_2$ conditions of diamond-stable cratonic peridotite (Δ log fO$_2$ (FMQ) = –1.5 to –3.5), C-H-O fluids will be water rich (90–99 mol.%) with minor amounts of CH$_4$.
and CO₂. During cooling or ascent along a geotherm (cooling plus decompression), such near-water-maximum fluids precipitate diamond isochemically, without the need for oxygen exchange with their peridotitic wall rocks. At conditions just below the EMOD buffer ($\Delta \log f_{O_2}$ (FMQ) = −1.5 to −2.4, at 5 GPa and 1140°C), diamond precipitation can occur by the oxygen-conserving reaction:

$$\text{CO}_2 + \text{CH}_4 \rightarrow 2\text{C} + 2\text{H}_2\text{O} \quad (5.1)$$

At more reducing conditions ($\Delta \log f_{O_2}$ (FMQ) ≤ −3), ascending fluids may precipitate diamond via a second redox-neutral reaction:

$$2\text{C}_2\text{H}_6 \rightarrow 3\text{CH}_4 + \text{C} \quad (5.2)$$

These modes of isochemical diamond precipitation require that fluids remain relatively pure (i.e. that progressive dilution of the fluid through addition of a melt component does not occur). For water-maximum fluids ascending along a normal cratonic geotherm (40 mW/m²), this condition is only met for harzburgite and dunite, whereas the higher melting temperatures of peridotite in the presence of more reducing fluids permits the reaction in Eq. (5.2) to occur in lherzolites as well.

In such fluid-buffered systems, the fractionation of carbon isotopes during diamond growth occurs in the presence of two dominant carbon species in the fluid: either CH₄ + CO₂ or CH₄ + C₂H₆. The equations to model Rayleigh isotopic fractionation in these multi-component systems (RIFMS) were developed by Ray and Ramesh and applied to the geologically likely case (based on xenolith $f_{O_2}$ measurements) of diamond precipitation from ascending or cooling near-water-maximum fluids (reaction 1).

Calculations revealed unexpected fundamental differences relative to diamond crystallization from a single carbon fluid species:

1. Irrespective of which carbon species (CH₄ or CO₂) dominates the fluid, diamond crystallization from mixed CH₄–CO₂ fluids will always lead to minor (<1‰) enrichment in $^{13}$C as crystallization proceeds. In contrast, diamond precipitation through wall rock-buffered redox reactions from a fluid containing only a single carbon species can result in either progressive $^{13}$C enrichment (CO₂ or carbonate fluids) or $^{13}$C depletion (CH₄ fluids) in diamond. These two contrasting models of diamond formation can be tested through $\delta^{13}$C–N content profiles in individual diamonds as the mixed fluid model predicts that zoning profiles should be characterized by progressive $^{13}$C enrichments, whereas the single fluid redox model predicts both $^{13}$C enrichments and depletions, depending on whether the fluids are oxidized or reduced. Notably, the available zoning profile data are more consistent with the mixed fluid model in that coherent trends in $\delta^{13}$C values almost invariably involve rimward enrichments in $^{13}$C and total variations within individual growth zones (i.e. zones precipitated from a single fluid pulse) are generally small (<1‰).

2. Because all mantle-derived fluids should have mantle-like $\delta^{13}$C values near −5‰ irrespective of their redox state, fluid speciation exerts the principal control on...
diamond δ\(^{13}\)C values. For example, the δ\(^{13}\)C value of the first diamond precipitated from a relatively oxidized CO\(_2\)–CH\(_4\) H\(_2\)O fluid in which CO\(_2\) is the dominant fluid carbon species (CO\(_2\)/(CO\(_2\) + CH\(_4\)) = 0.9) will be 3.7‰ lower than the first diamond crystallized from a reduced mixed fluid in which CH\(_4\) is the dominant fluid carbon species (CO\(_2\)/(CO\(_2\) + CH\(_4\)) = 0.1). Accordingly, the observed tight mode of peridotitic diamonds worldwide at δ\(^{13}\)C of −5 ± 1‰ requires that CH\(_4\) generally constitutes ≥50% of the carbon species in peridotitic diamond-forming fluids.

The RIFMS equations were applied to CH\(_4\)-bearing Marange diamonds (Figure 5.2) to model their in situ stable isotope and nitrogen content data. Application of Eq. (5.1) allowed us to perfectly match the observed covariations in δ\(^{13}\)C–δ\(^{15}\)N–N content and at the same time explain the previously counterintuitive observation of progressive \(^{13}\)C enrichment in diamonds (Figure 5.2) that appear to have grown from a fluid with CH\(_4\) as the dominant carbon species.

Importantly, the observation of CH\(_4\) in Marange diamonds (Section 5.3.1) along with detailed in situ isotope analyses have allowed us to confirm the important role of CH\(_4\)-rich fluids in worldwide peridotitic diamond formation. At this time, in situ data on carbon and nitrogen isotope and N content zoning profiles across diamond plates are still fairly scarce. Future research and the acquisition of many more isotopic profiles across peridotitic diamonds is needed to test whether water-maximum fluids are indeed the prevalent way for peridotitic diamonds to form.

### 5.3.3 Progress in Understanding Diamond-Forming Metasomatic Fluids

Gem-quality monocrystalline diamond is often devoid of fluid inclusions, and so the best samples of C-rich diamond-forming fluids are those trapped by fast-growing, so-called fibrous diamond. Here, millions of microinclusions (normally 0.2–0.5 μm in size) populate cuboid diamonds, internal fibrous zones of octahedral diamonds, or an overgrowth of a fibrous ‘coat’ around a preexisting diamond. The microinclusions carry a secondary mineral assemblage and a residual low-density hydrous fluid, which at mantle temperatures constitute a uniform high-density fluid (HDF; either a melt or a high-density supercritical C–H–O fluid). The major elements define four compositional end-members (Figure 5.3): saline HDFs rich in Cl, K, Na, water, and carbonate; high-Mg carbonatitic HDFs rich in Mg, Ca, Fe, K, and carbonate; and a continuous array between a low-Mg carbonatitic end-member rich in Ca, Fe, K, Mg, and carbonate and a silicic end-member rich in Si, K, Al, Fe, and water. The incompatible trace elements are highly enriched in all HDFs, reaching levels of ~1000 times the primordial mantle concentrations, and they are characterized by two main trace element patterns: one with alkali and high field strength element depletions and large ion lithophile element (LILE) enrichments similar to calcalkaline magmas and continental rocks; and the other with lower LILE abundances and smoother overall patterns similar to oceanic basalts. Radiogenic isotopic studies of Sr, Nd, and Pb tracers from HDFs are very scarce; nevertheless, the
available data indicate their derivation from sources varying between the “depleted” convecting mantle and ancient incompatible element-enriched lithosphere (including recycled old continental crust).  

As a rule, the composition of HDF microinclusions in an individual fibrous diamond is homogenous, with only a handful out of the ~250 fibrous diamonds analyzed to date showing conspicuous radial (core-to-rim) changes. These diamonds revealed correlative variations in hydrous silicic fluids films around mineral inclusions and saline and carbonatitic HDF microinclusions in octahedral diamonds and in twinned crystals (macles). Together, these similarities suggest that many lithospheric diamonds could have formed from the four carbonate-bearing HDF end-members known from fibrous diamonds. These HDF fluids provide another growth mechanism that is different from the mechanism by which lithospheric diamonds form from non-carbonate-bearing fluids (see Sections 5.3.1 and 5.3.2).

Diamond formation is a by-product of mantle metasomatism, whereby HDFs migrate through and react with different mantle reservoirs. Their entrapment in the diamond gives us a unique glance at the initial stages of melting and at the enigmatic mantle process known as metasomatism. A strong connection exists between high-Mg carbonatitic HDFs and a carbonated peridotite, indicating that the diamond grew from carbon supplied by the HDFs. Also, the origins of silicic and low-Mg carbonatitic HDFs have been related to the melting of hydrous carbonated eclogites. On the other hand, fibrous diamonds generally make up less than a few percent of a mine’s production, and differences in the

Figure 5.3 (a and b) SiO2 and Cl versus MgO content of HDF microinclusions in 89 fibrous diamonds from different lithospheric provinces (in wt.% on a water- and carbonate-free basis). The high-Mg carbonatitic compositions are close to experimental near-solidus melts of carbonate-peridotite, while the low-Mg carbonatitic to silicic HDFs form an array that is close in composition to experimentally produced fluids/melts in the eclogite + carbonate ± water system. The saline HDF end-members have been related to fluids derived from seawater-altered subducted slabs. Data: DeBeers-Pool, Koingnaas, and Kankan from Weiss et al.; Koffiefontein from Izraeli et al.; Brazil from Shiryaev et al.; Diavik and Siberia from Klein Ben-David et al.; Jwaneng from Schrauder and Navon; Panda from Tomlinson et al.; Wawa from Smith et al.
textures, nitrogen aggregations, diamond ages, and the range of carbon isotopic compositions between fibrous and monocrystalline gem-quality diamonds mean that further work is needed to establish whether HDFs are responsible for the formation of all types of diamonds. Accumulating evidence indicates the involvement of HDFs in the growth of many monocrystalline diamonds – the most abundant type of diamond. The age difference between monocrystalline and fibrous diamonds was bridged by finding fibrous diamonds of Archean age, as well as fibrous diamonds with aggregated nitrogen (25–70% B centers). The interaction of HDFs with depleted garnets was shown to closely produce sinusoidal rare earth element (REE) patterns, which are one of the primary features of harzburgitic garnet inclusions in monocrystalline diamonds. The deep mantle source of saline HDFs has for many years remained ambiguous, until recently, when the first conclusive trace element and Sr isotopic fingerprints indicated that they are derived from seawater-altered subducted slabs. Moreover, clear chemical evolutionary trends in these Northwest Territories Canadian diamonds identify saline HDFs as parental to in situ-forming carbonatitic and silicic melts in the deep continental lithosphere. These advances open a new window on understanding the history of magmatism and metasomatism in the deep SCLM and their relationship to carbon and water mobility and diamond formation.

5.4 Sources of Carbon and Recycling of Volatiles

5.4.1 Atmospheric and Biotic Recycling of Sulfur into the Mantle

An important way to trace potential carbon sources in the deep carbon cycle is by using the petrogenesis of mineral inclusions in diamond. Iron–nickel–copper sulfides represent the most common type of mineral enclosed in diamonds. This overabundance of sulfide inclusions in diamonds compared with silicates suggests that a genetic link exists between sulfides and diamonds, but the exact nature of this relationship remains unclear.

Sulfide inclusion mineralogy implies at least two distinct origins for these sulfides, with Ni-rich specimens akin to peridotitic affinity and, more frequently, Ni-poor specimens that originate from a mafic crustal rock. Re/Os studies have provided robust evidence that sulfide inclusion compositions evolved with age. Sulfides older than 3 Ga are all peridotitic, while eclogitic specimens prevail from the Mesoarchean until the Proterozoic. They display a discrete age distribution with at least one major age peak coeval with continental collision, which is well characterized in the Kaapvaal craton. These observations indicate irreversible changes in crust/mantle dynamics, with episodic subduction events starting ca. 3 Ga that would have driven crustal sulfur into the cratonic keel.

This scenario has major implications for the global budget of volatile elements and its evolution through time. In particular, the flux linking the shallow crust (which is a major sink of volatiles) and the mantle is a key parameter because it allows the recycling of light elements (C, O, H, N, S) and thus partially controls the deep Earth budget.

Unlike carbon or oxygen, for which fractionated isotopic compositions can lead to ambiguous interpretation due to high-temperature fractionation processes or perturbation
by mantle metasomatism, S isotopic systematics provides a unique way to assess the contribution of Archean surficial reservoirs in mantle rocks. Sulfur is present in all of the external envelopes of Earth (ocean, atmosphere, and biosphere). It participates in many chemical (biotic and abiotic) and photochemical reactions. Large variations of $\delta^{34}S$ in sedimentary rocks are mainly attributed to microbe-mediated sulfur metabolisms. On the other hand, in the Archean atmosphere, photochemical reactions involving UV light induced sulfur mass-independent fractionation (MIF). Photochemical products – elemental sulfur and sulfate aerosols – carried anomalous $^{33}S$-enrichment ($\Delta^{33}S > 0$‰) and depletion ($\Delta^{33}S < 0$‰), respectively. Both species have been transferred to seawater and then preserved as two independent isotopic pools in chemical sediments (banded iron formations and black shales) or hydrothermally altered oceanic crust older than 2.4 Ga. MIF sulfur anomalies ceased sharply at the Archean/Proterozoic boundary as a consequence of UV screening by ozone. Thus, multiple S isotopic systematics is a robust tracer of the Archean surficial sulfur, but can also be used to track the fate of specific sedimentary pools.

Pioneering studies of S isotopes in sulfide inclusions reported departure from mantle composition and concluded that altered oceanic crust or sediments were recycled in the diamond growth environment. Multiple sulfur isotope measurements ($\delta^{33}S$, $\delta^{34}S$) provide a more complete assessment of the recycled sulfur pools. In addition to a wide range of $\delta^{34}S$ ($-9‰ < \delta^{34}S < 3.4‰$), eclogitic sulfide inclusions from the Orapa and Jwaneng diamonds carry MIFs that are mostly positive ($-0.5‰ < \Delta^{33}S < 1‰$). While the most anomalous sulfur isotopic compositions match the sulfur compositional trend produced by photochemical reactions with 220-nm radiation previously found in Archean sediments, some $^{34}S$-depleted specimens require additional fractionation, most likely related to biologic activity (Figure 5.4). By comparison, peridotitic sulfides from the Slave and Kaapvaal cratons do not carry significant MIF ($\Delta^{33}S$ from $-0.12$ to 0.19‰). These results provide compelling evidence that MIF S isotopic signatures are not produced by high-temperature processes in the mantle, but indubitably reflect an input of chemical sediments from the surface to the diamond growth region.

Geologic evidence indicates that craton keels have been isolated early from the convecting mantle. This is consistent with the absence of $\Delta^{33}S$ anomalies in mid-ocean ridge basalt (MORB; Figure 5.4) reported by Labidi et al. Surprisingly, however, two independent studies on sulfides from ocean island basalt (OIB) have reported small but significant negative $\Delta^{33}S$ anomalies (down to $-0.8‰$) correlated with strictly negative $\delta^{34}S$ (Figure 5.4). In both Pitcairn (enriched mantle reservoir 1 (EM1)) and Mangaïa (high-$\mu$ mantle reservoir (HIMU)) samples, these trends match the composition previously reported for sulfides from hydrothermal barite veins in altered oceanic crust. Accordingly, these studies indicate that deep mantle heterogeneities inherited from seawater Archean sulfates have been preserved over billions of years. It is worth noting that negative anomalies are underrepresented in the sedimentary record. One of the most exciting hypotheses coming along with the presence of negative $\Delta^{33}S$ in some OIB is that part of the missing surficial sulfur could be stored in the deep mantle.
The data obtained so far on mantle samples tend to indicate that the Archean surficial components recycled in the SCLM differ from those found in some OIB. Additional data are required to confirm this view. The relative abundance of the minor isotope of sulfur, $\delta^{36}\text{S}$, is also affected by both mass-dependent reactions (related to microbial cycling; e.g. Ono et al.96) and mass-independent atmospheric reactions that lead to variations of $\delta^{34}\text{S}$ and $\Delta^{33}\text{S}$. In the future, studying covariations of $\Delta^{33}\text{S}$ and $\Delta^{36}\text{S}$ may help to provide a more complete assessment of the recycled sulfur pools and ultimately add new constraints upon crust/mantle dynamics.

5.4.2 Carbon and Nitrogen Cycling into the Mantle Transition Zone

Studies of the carbon and nitrogen isotopic composition of diamonds represent an opportunity to examine volatile migration within the transition zone (410–660 km depth), a key region within Earth’s interior that may be the main host for recycled material. Seismology and mineral physics show the tendency of subducted slabs to pond at the lower mantle transition zone boundary at ~660 km depth within a region where diamonds capture rare inclusions of majorite garnet97 and assemblages comprising Ca-rich inclusions (CaSi-perovskite, -walstromite, -larnite, -titanite).98 These rare diamonds principally originate from four localities: the Juína area in Brazil, Kankan in Guinea, and Monastery and Jagersfontein in South Africa.
Brazilian diamonds with majorite inclusions exhibit carbon ($\delta^{13}C = -10.3 \pm 5.5\%_\text{oo}$, 1$\sigma$; Figure 5.5a) and nitrogen isotope compositions ($\delta^{15}N = +0.4 \pm 2.9\%_\text{oo}$, 1$\sigma$; Figure 5.5b) well outside of the current mantle range ($\delta^{13}C = -5 \pm 3\%_\text{oo}$ and $\delta^{15}N = -5 \pm 4\%_\text{oo}$). Most likely, these diamond isotopic compositions record subduction-related carbon and nitrogen. The partial melting of former carbonated oceanic crust in the transition zone may produce carbonatitic melts, and the interaction of these melts with ambient convecting mantle may be responsible for the formation of many/most mantle transition zone diamonds and their inclusions (Figure 5.5c).

Some Brazilian diamonds with super-deep Ca-rich assemblages are thought to derive from even greater depth, at the transition zone–lower mantle boundary. These diamonds with distinct carbon isotope compositions ($\delta^{13}C = -5.9 \pm 3.7\%_\text{oo}$; Figure 5.5a) that overlap with the main mantle range are suggested to originate either from homogenized subducted sediments (composed of 80% carbonate and 20% organic carbon) or mantle-related fluids from the convecting mantle (i.e. non-primordial; Figure 5.5c).

The carbon isotope compositions of Kankan diamonds with majorite- and with Ca-silicate inclusions are distinct from Brazilian samples by being $^{13}C$ enriched, with an overall $\delta^{13}C$ of 0.3 $\pm$ 2.2$\%_\text{oo}$, outside the mantle range (Figure 5.5a). This carbon isotopic signature is consistent with derivation from subducted carbonate with no/little former organic carbon involved. The identification of carbonate inclusions in ultra-deep diamonds indicates that carbonate may be efficiently transported deep into the mantle. The positive $\delta^{15}N$ values of transition-zone diamonds from Kankan also strongly support a subduction origin. Modeling of the local covariations of $\delta^{13}C$–$\delta^{15}N$ compositions within individual diamonds indicates that they grew from parental fluids involving both oxidized (majority) and reduced (minority) fluids, highlighting the likely heterogeneity of the transition zone (Figure 5.5c).

Diamonds from Monastery and Jagersfontein containing majorite inclusions exhibit extremely depleted $\delta^{13}C$ values of $-16.7 \pm 1.2\%_\text{oo}$ and $-19.7 \pm 2.1\%_\text{oo}$, respectively, and strictly positive $\delta^{15}N$ values (Figure 5.5a), which are again consistent with subducted material. The relatively low nitrogen contents (<55 at. ppm) of the host diamonds together with the positive chondrite-normalized REE slopes and high $\delta^{18}O$ values of the majorite inclusions are consistent with the formation of these diamonds within hosts that originated from hydrothermally altered basaltic protoliths. The preferred mechanism to form these diamonds is by dissolution and re-precipitation (Figure 5.5c), where subducted metastable graphite would be converted into an oxidized or reduced species during fluid-aided dissolution, before being re-precipitated as diamond. In this situation, carbon remains in the subducting slab and is locally redistributed to form sublithospheric diamonds beneath the Kaapvaal Craton (Figure 5.5c).

The carbon and nitrogen isotopic signatures of transition zone diamonds worldwide indicate that they likely crystallized from fluids derived from subducted material, illustrating the deep cycling of surficial carbon and nitrogen into and through the transition zone. Carbon and nitrogen seem to be efficiently retained in the oceanic lithosphere during subduction, prior to being locally mobilized in the transition zone to form diamonds.
Figure 5.5 (a) Histogram of $\delta^{13}$C values of transition-zone diamonds from Jagersfontein and Monastery (South Africa), the Juína area in Brazil (containing either majorite or Ca-rich inclusions), and Kankan (Guinea). The mantle range (gray band) is defined by the study of fibrous diamonds, mid-ocean ridge basalts, carbonatites, and kimberlites.\textsuperscript{20,21,81,99–107} (b) Histogram of $\delta^{15}$N values of transition zone diamonds from Jagersfontein, Monastery, Brazil, and Kankan.\textsuperscript{99,101,106,107} (c) Schematic history of diamond formation in the transition zone, illustrating the deep recycling of surficial carbon and nitrogen in the mantle. At each locality, transition zone diamonds did not necessarily form during single subduction events.
5.4.3 Earth’s Deep Water and the Carbon Cycle

Water coexists with carbon as CH₄ or CO₂ in mantle C–H–O fluids. Studies of the diamond-bearing carbon cycle also afford a chance to follow water – one of the defining components of Earth’s mantle. The mantle transition zone, from ~410 to 660 km depth, was identified 30 years ago as a potentially major sink for water in Earth,¹¹⁰ where H₂O could incorporate into nominally anhydrous minerals as hydroxyl species. Seismic tomography images of some subducted oceanic slabs ponding within the transition zone¹¹¹ brought into focus the potential for this geochemical reservoir to store volatiles recycled along with the oceanic slabs. Despite experimental verification of the high water storage capacity of high-pressure polymorphs of olivine – wadsleyite and ringwoodite (e.g. Kohlstedt et al.¹¹²) – considerable debate ensued regarding the degree of hydration of the mantle transition zone. Its state of hydration is poorly constrained at regional and global scales because of the compensating effects of temperature, bulk composition, and mineralogy in modeling geophysical observations. Diamonds have a unique role to play in illuminating this problem.

Since the discovery of super-deep diamonds,¹⁸ their immense value in providing samples of the upper mantle, transition zone, and lower mantle has become clear.²⁴,²⁵,⁹⁸,¹¹³–¹¹⁵ Several studies discovered olivine inclusions suggested to have previously been wadsleyite or ringwoodite based on frequent spinel exsolutions¹¹⁶ or their coexistence with other phases thought to be from the transition zone.¹⁸,¹¹⁷,¹¹⁸ During the DMGC consortium initiative on super-deep diamonds, a diamond from the Rio Aripuanã in the Juína district of Mato Grosso, Brazil, was found to contain the first terrestrial occurrence of un-retrogressed ringwoodite (Figure 5.6).²³ This ~30-µm inclusion was estimated to contain ~1.4 wt.% H₂O. Subsequent recalibration of IR absorbance for hydrous ringwoodite by absolute methods (proton–proton scattering) across the Mg₂SiO₄–Fe₂SiO₄ solid solution¹¹⁹ refined this estimate to 1.43 ± 0.27 wt.% H₂O. The observed water content in the ringwoodite inclusion is close to the maximum storage capacity (~2 wt.% H₂O) observed in experiments at conditions representative of cold-slab geotherms.¹²⁰ This constraint is strong evidence that the host environment for the ringwoodite was a subducted slab carrying significant H₂O into the transition zone. With such a restricted data set, it remains to be determined how representative the Juína ringwoodite found by Pearson et al.²³ is for the mantle transition zone at regional scales; however, Nestola and Smyth¹²¹ estimated that when this water content is applied to the whole mantle transition zone (~7% of Earth’s mass), the total water content would be ~2.5 times the volume of water in Earth’s oceans. Even if the single natural specimen represents a local phenomenon of water enrichment, seismological evidence of dehydration melting above and below the transition zone¹²²–¹²⁴ and the report of the super-hydrous “Phase Egg” in a super-deep diamond by Wirth et al.,¹²⁵ along with other recently described phenomena such as the presence of brucite within ferropericlase¹²⁶ and the documentation of ice VII within diamonds originating in the transition zone and lower mantle by Tschauner et al.,¹²⁷ provide stunning evidence of linked water and carbon cycles in Earth’s mantle extending down into the transition zone and possibly as deep as the top of the lower mantle.
The presence of water in ringwoodite, likely hosted in a cool, subducted oceanic slab along with the recycled signature of carbon and nitrogen evident in transition zone diamonds (see Section 5.4.2) indicate that the transition zone as sampled by diamonds is a reservoir that is potentially dominated by subducted slabs and their recycled volatiles. This region of Earth’s mantle is therefore a key zone for the storage and ultimate return of recycled volatiles, including carbon, in Earth.

5.5 Mineral Inclusions and Diamond Types

5.5.1 Experiments to Study Diamond Formation and Inclusion Entrapment

Experiments on diamond formation and growth have two main goals: gaining a better understanding of diamond-forming reactions and simulating the mechanisms for inclusion entrapment. Both goals address an essential step in the deep carbon cycle where carbon is liberated from fluids or melts and reduced to form diamond. Synthetic diamond growth was one of the driving forces of high-pressure technology, but for many years the focus remained on their industrial production, which employs metallic liquid solvents, and not on identifying the growth media of natural diamonds. Arima et al. first synthesized diamond from a kimberlite composition, but since then a very wide range of plausible mantle fluid and melt compositions have yielded synthetic diamonds, including pure carbonates, C–H–O fluids, carbonate–silicate mixtures with water and/or chloride, and metal sulfides. Palyanov et al. achieved diamond nucleation using Na2CO3 + C–H–O fluid mixtures at 1150°C and 5.7 GPa, overcoming the nucleation barrier exhibited by direct graphite transformation that exists throughout cratonic lithosphere conditions. Further studies have shown nucleation and growth to be greatly promoted by the presence of H2O. There is further evidence that NaCl may act to reduce the growth rate. Experiments to synthesize diamonds from reduced C–H–O fluids have been less successful. Diamond formation was found to be inhibited in the

Figure 5.6 Photograph of Juína diamond JuC-29 and a magnified view of the ringwoodite inclusion (right panel, center of image) showing the characteristic indigo–blue color of ringwoodite.
presence of CH₄–H₂ fluids, for example, although recent measurements of CH₄ imply that diamonds do indeed grow naturally with such reduced fluids.

Experiments examining natural diamond growth media are generally performed with excess graphite, and in the absence of an obvious reducing agent the main formation mechanism is dissolution and precipitation along a decreasing temperature gradient. Luth and Stachel have argued that a thermal gradient growth process may form diamonds in the mantle because the dissolved carbon content of a C–H–O fluid in equilibrium with diamond decreases with temperature and also with pressure. Diamond growth from cooling or decompressing fluids overcomes the difficulty of dissolved carbon species being reduced or oxidized by external agents such as ferric or ferrous iron, which are not present in wall rocks at the concentrations required to account for natural macroscopic diamond growth. Calculations show that, in a C–H–O fluid, the greatest change in diamond solubility with temperature occurs at the so-called H₂O maximum, where the carbon content of the fluid is actually at a minimum. This may explain why diamond growth is promoted in experiments with high H₂O concentrations. One problem with this occurring in the mantle is that the H₂O contents of mineral inclusions such as olivine trapped in diamonds should be near H₂O saturation, which seems not to be the case for the lithospheric diamonds measured to date. Reduced CH₄-rich fluids, on the other hand, experience relatively small changes in carbon solubility with temperature, but much larger changes with pressure. This, coupled with problems of H₂ loss from capsules at reducing conditions, may at least partly explain the difficulties in diamond synthesis from CH₄-rich fluids.

Inclusions trapped in diamonds are among the few diagnostic tools that can constrain diamond growth media, and recent experiments have attempted to explore this link by capturing inclusions in synthetically grown diamonds. Experiments using water-rich mixtures containing carbonates and silicates have successfully produced a broad range of mineral, melt, and fluid inclusions at 6–7 GPa and 1300–1400°C (Figure 5.7). Starting compositions were based on fluid inclusion analyses of fibrous diamonds, and polycrystalline and fibrous growth textures were reproduced, which tended toward monoclinic growth at higher temperatures. Bureau et al. used observations of coexisting melt and fluid inclusions to infer the temperature where the two phases become miscible in the system examined. Batalova et al. also captured inclusions in monocrystalline diamonds grown from SiO₂–(Mg,Ca)CO₃–(Fe,Ni)S mixtures at 6.3 GPa and 1650–1750°C. The inclusions, which encompassed quenched carbonate–silicate melts, sulfide melts, and CO₂ fluid, reflected, in part, the growth medium that is generally assumed for natural diamond inclusions, but Bureau et al. demonstrated that carbonate minerals are readily trapped in diamonds that are actually growing from H₂O-dominated liquids.

The alternative to diamond growth from cooling or decompressing C–H–O-rich liquids is precipitation due to redox reactions with iron or potentially sulfide species in surrounding minerals or melts. This would seem to be problematic, as mentioned above, because iron species and sulfides lack the redox capacity to reduce or oxidize macroscopic
diamonds from fluids. With the recognition that the mantle may become metal saturated at depths >200 km, however, a number of experiments have studied a so-called redox freezing scenario where carbonate melts may migrate out of subducting slabs and rise into the overlying metal-saturated sublithospheric mantle. An intriguing result is that the oxidation of iron and reduction of carbonate in these experiments form magnesiowüstite with a wide range of Fe contents, which is consistent with its occurrence in sublithospheric diamonds.

5.5.2 Nanoscale Evidence for Polycrystalline Diamond Formation

Carbon that does not occur as monocrystalline diamond but rather as a polycrystalline diamond aggregate (PDAs; “framesites,” boart, or diamondite) represent a little-studied variety of carbon in the mantle that has the potential to reveal how carbon percolates at shallower levels of diamond stability. The PDAs can make up 20% of the diamond production in some Group I kimberlites (K. de Corte, pers. comm. 2012), but are not reported from Group II kimberlites, nor other diamondiferous volcanic rocks. Their polycrystalline nature indicates rapid precipitation from carbon-oversaturated fluids. Compared to monocrystalline diamonds, individual PDAs often contain a more varied and chemically heterogeneous suite of inclusions and minerals intimately intergrown with the diamond crystals. However, these inclusions are sometimes not shielded from metasomatism and alteration, which can accompany deformation and recrystallization of the diamonds as seen in electron-backscatter diffraction images. The suite of minerals found in PDAs, while derived from Earth’s mantle, is unlike inclusions in diamond; websteritic and pyroxenitic parageneses dominate and olivine is absent. Individual grains commonly are chemically and structurally heterogeneous, suggesting that many grew by reaction between mantle minerals and metasomatic fluids and/or melts. Trace element patterns of the silicates can show signatures of carbonatite metasomatism, supporting their
formation from oxidized fluids. However, some samples contain very reduced inclusions, such as iron carbide.\textsuperscript{150} Thus, a single formation process is unlikely. Like the associated websteritic and pyroxenitic silicates, the non-silicate phases such as magnetite may represent reaction products associated with diamond formation. Jacob et al.\textsuperscript{148} documented epitactic relations between grains of iron sulfide, which oxidized to magnetite and served as nucleation templates for the host diamond crystals, underlining the role of redox reactions in diamond formation. Textural evidence for a high-pressure Fe$_3$O$_4$ precursor phase constrains the depth of formation of the PDAs to the base of the lithosphere. Hence, this variety of diamond, due to its rapid formation, provides insights into the extreme “corners” of the diamond formation process in Earth’s SCLM. Such evidence is often eradicated in larger monocrystalline diamonds, which grow slowly and record time-integrated evidence within the deep carbon cycle. Several questions require answers in order for us to understand the role of PDAs and their context in the deep carbon cycle.

Applying robust constraints on absolute ages proves difficult for PDAs, and the sparse data available suggest episodic formation. Jacob et al.\textsuperscript{149} observed trace element zonation in PDA-hosted garnets from Venetia (South Africa); modeling using known diffusion coefficients showed that the preservation of the zoning requires that these samples precipitated shortly before kimberlite eruption. The garnets show unradiogenic $\varepsilon_{\text{Nd}}$ ($–16$ to $–22$); this implies that they contain older lithospheric material remobilized with the carbon-bearing fluid to form PDAs. However, the nitrogen aggregation states of PDAs (probably from southern Africa) showed that these samples are not exclusively young, but formed in several distinct events over a long time span, possibly more than millions of years.\textsuperscript{151}

Carbon isotope values ($\delta^{13}$C) in PDAs span a range from ca. $–1\%_0$ to ca. $–30\%_0$ ($n = 115$) with peaks at $–5\%_0$ and at $–19\%_0$.\textsuperscript{152,153} The first peak is the typical mantle,\textsuperscript{8} but the second peak at $–19\%_0$ is typical only for PDAs\textsuperscript{8} and, to date, remains unexplained. Nitrogen concentrations and $\delta^{15}$N in PDAs cover large ranges: $4$–$3635$ at. ppm and $–6.1\%_0$ to $+22.6\%_0$,\textsuperscript{152,154,155} but both are independent of $\delta^{13}$C values, arguing against broad-scale fractionation processes.\textsuperscript{5,155,156} Some authors have argued for Rayleigh fractionation of a mantle-derived fluid,\textsuperscript{5,156} while others inferred a subducted fluid origin.\textsuperscript{151,152} A role for a subducted component is supported by the high nitrogen concentrations in some of the diamonds, combined with heavy nitrogen isotopic compositions – typical for material from Earth’s surface.\textsuperscript{151,152}

Collectively, these data imply that PDAs are the product of small-scale reactions with fluids related to both ambient mantle carbon, remobilized SCLM material, and subducted crustal carbon. The formation of PDAs also requires interaction of melts and rocks within the subcratonic lithosphere, and these events are episodic. These fluid-driven, rapid reactions serve to “freeze” carbon as diamond in the subcratonic lithosphere, and they may preserve some of the best evidence for small-scale chemical heterogeneity at the site of formation. Obtaining accurate information on the age and depth of polycrystalline diamond formation is the next step to addressing their role in the deep carbon cycle, since they may represent the shallowest form of diamond-forming fluid.
Lithospheric diamonds are ancient and form during episodes of fluid infiltration into the lithospheric mantle keel in response to large-scale geotectonic processes. Studies of lithospheric diamonds provide the main way to look back at carbon cycling over the past 3.5 billion years. The continental lithosphere has been recognized as an important carbon reservoir, which, after initial melt extraction imposing highly refractory and reducing conditions, was gradually re-enriched and re-oxidized through infiltration of volatile-bearing fluids and melts from episodically impinging plumes and subducting slabs. Kimberlite eruptions, which increased in frequency through time (Figure 5.8), sporadically connect this deep lithospheric carbon cycle to surface reservoirs, but require conditions that are favorable to their formation and extraction from a carbonated mantle source. The cryptic part of the lithospheric carbon cycle involving diamonds can be illuminated through a combination of age dating and chemical characterization of the inclusions in the diamonds, which reveal the nature of their source rocks and their formation conditions. Diamond formation through time reveals a trend, from harzburgitic sources prior to 3 Ga, to the first appearance of eclogitic diamonds ca. 3 Ga and of lherzolitic diamonds and renewed diamond growth in the Proterozoic recording ages from ca. 2.1 to 0.7 Ga (Figure 5.8). Thus, Proterozoic lherzolitic diamond formation is a widespread phenomenon, corresponding to ~12% of inclusion-bearing peridotitic lithospheric diamonds. Refertilization (lherzolitization) of the initially depleted lithosphere and minor associated diamond growth likely occurred in the presence of small-volume melts, producing garnet inclusions with characteristic, generally mildly sinusoidal REE patterns.
The successful eruption of kimberlites has been suggested to require, *inter alia*, metasomatic oxidative “preconditioning” of deep lithospheric pathways in the presence of diamond, and of shallower lithospheric levels through the precipitation of hydrous and Ti minerals from kimberlite precursors. Although harzburgitic source rocks are too Fe$^{3+}$ depleted to permit substantial diamond formation by wall rock-buffered redox reactions, lherzolitization accompanied by (ferrous) iron introduction may have restored sufficient redox buffering capacity to precipitate some diamonds by reduction of carbonate from small-volume melts through simultaneous oxidation of Fe$^{2+}$ to Fe$^{3+}$ of the host rock. Indeed, very depleted initial source compositions inferred from average FeO contents in refractory garnet peridotites from various cratons (5.3–6.8 wt.%) give way to higher FeO contents (6.3–7.4 wt.%) when metasomatized lherzolites are included (data in Aulbach). Some metasomatism was likely accompanied by oxidation and an increase in Fe$^{3+}$/∑Fe, as indicated by the higher $f$O$_2$ determined for enriched compared to depleted mantle xenoliths. Pervasive interaction of the deep mantle column with (proto)kimberlite melts is confirmed by isotopic and trace element studies of mantle xenoliths. Moreover, (hydrous) carbonated melts diluted with silicate components, similar to kimberlites, can be stable at lower $f$O$_2$ than pure carbonatite. Notably, lherzolitic diamond formation is temporally and genetically dissociated from the later-emplaced kimberlite hosts of these diamonds (Figure 5.8). Within this framework, Proterozoic lherzolitic diamond formation has recently been suggested to represent the deep and early component of the refertilization and reoxidation of the lithosphere required for successful kimberlite eruption. Given the recent advances in experimental and thermodynamic groundwork, the task is now to quantitatively delineate carbon speciation in the cratonic lithosphere through space and time, including the potential role of lherzolitic diamond formation as part of the upward displacement of redox freezing fronts that culminate in kimberlite eruption.

### 5.5.4 Diamond Growth by Redox Freezing from Carbonated Melts in the Deep Mantle

The bulk composition and trace element distributions in mineral inclusions in super-deep diamonds provide information about the conversion of carbonate to diamond in the deep upper mantle, transition zone, and lower mantle. Of the wide range of inclusions found in super-deep diamonds, those with bulk compositions consistent with Ca-rich majorite garnet and Ca-rich silicate perovskite have provided the most compelling evidence for the role of carbonated, subducted oceanic crustal materials in their origin (e.g. Refs. 18, 20, 21, 49, 56, 98, 100, 102, 105, 118, 174–176).

Inclusions interpreted as former majorite garnet or Ca-perovskite often exhibit composite mineralogy that is interpreted to have formed by unmixing from primary precursor minerals exhibiting solid solution (e.g. Refs. 12, 20, 21, 56, 102, 175, 177). Inclusions formed as majorite solid solutions typically unmix upon uplift in the mantle to a mixture of pyrope-rich garnet and clinopyroxene (e.g. Refs. 12, 21, 177), and on the basis of majorite
geobarometry, these inclusions originated at pressures of ~7–20 GPa (Figure 5.9), with most inclusions forming in the range of ~10–17 GPa; that is, in the deep upper mantle and shallow transition zone. Super-deep majorite inclusions are almost exclusively high Ca and low Cr, indicating petrogenesis involving mafic protoliths (e.g. Refs. 12, 21, 178, 179).

Inclusions interpreted to have originated as Ca-rich perovskite come in two varieties: Ti rich and Ti poor. Ti-rich inclusions typically unmix to nearly phase-pure...
CaTiO₃-perovskite plus walstromite, larnite, titanite, or wollastonite, whereas CaSiO₃ varieties are typically walstromite. An important feature of nearly all Ca-perovskite inclusions is their very low MgO content, typically <0.5 wt.%, which effectively precludes equilibration in the lower mantle with bridgmanite at mantle temperatures. This observation, together with phase relations in the CaSiO₃–CaTiO₃ system, constrains the original Ti-rich perovskites to have formed between ~10 and 25 GPa, similar to the majorite inclusions. The exception are some rare occurrences of Ti-poor CaSiO₃ inclusions that have moderate MgO contents, and these may have formed in a lower mantle, peridotitic protolith.

A feature common to most Ca-perovskite and majorite inclusions is extreme enrichment in trace elements. Figure 5.9 shows normalized trace element abundances in inclusions compared to the modeled abundances for these phases in either mantle peridotite or subducted basalt at transition-zone pressures. These inclusions are not fragments of ambient solid mantle or subducted basalt, and in many cases the most incompatible elements are four to five orders of magnitude more abundant than expected for minerals in these lithologies. Wang et al. suggested a role for carbonated melt in the origin of Ca-perovskite inclusions, and the distinct trace element patterns in Ca-perovskite and majorite inclusions from Juína, Brazil, indicate that the inclusions crystallized from carbonated melt derived from subducted oceanic crust.

The involvement of recycled crustal components in the origin of super-deep diamonds is supported by observations that the diamond hosts show a wide range of carbon isotope compositions extending to very light values (e.g. ~0% to ~25%), and that majorite garnet and other silicate inclusions have isotopically heavy oxygen isotope compositions. The high and variable ferric iron content of majorite inclusions is also consistent with an oxidized carbonate component in their origin.

The solidus of carbonated basalt is notably depressed at deep upper-mantle and transition zone pressures (e.g. Refs. 57, 179), and in model MORB composition with 2.5% CO₂, a deep a solidus ledge occurs at pressures of 10–15 GPa (Figure 5.9). Model geotherms for hot and average surface slab temperatures intersect the carbonated basalt solidi, and only the coldest slab surface geotherms can escape melting. Carbonated basalt will melt in the deep upper mantle and transition zone and produce alkali-rich silico-carbonate melts.

Mantle peridotite is reducing and expected to be saturated in metal at transition zone depths. Upon infiltration into the mantle, oxidized carbonated melts will reduce to diamond plus oxygen in a process called “redox freezing.” Experiments mimicking this process show that, upon reaction with peridotite at transition zone pressures, such melts can crystallize calcic majorite and Ca-perovskite with compositions matching those found as inclusions. This melt metasomatism can also produce both Fe- and Mg-rich periclase, which are common minerals in super-deep assemblages (e.g. Refs. 12, 191). Some large, gem-quality super-deep diamonds show evidence of growing directly from carbon-saturated metallic melts, testifying to a wide range of redox conditions in deeply subducted material.
Future studies will concentrate on determining the role of low-degree, volatile-rich melts in a wider array of inclusions in super-deep diamonds, elucidate the role of water, model the reactive transport processes by which this melt metasomatism occurs, and determine its role in modifying mantle elemental and isotopic compositions.

5.5.5 Evidence for Carbon-Reducing Regions of the Convection Mantle

The existence, extent, and scale of oxidized versus reduced regions of the convecting mantle are critically important to understanding how carbon moves around at depth. Large and relatively pure diamonds have recently been shown to contain key physical evidence of metallic iron from the deep sublithospheric mantle, suggesting that metallic iron may be one of the principal reservoirs of mantle carbon in this region. As a family, diamonds like the historic 3106 carat Cullinan diamond tend to be large, inclusion poor, relatively pure (usually Type IIa), and in their rough state they are irregularly shaped and significantly resorbed. These characteristics are combined into the acronym “CLIPPIR” (Cullinan-like, Large, Inclusion Poor, Pure, Irregular, and Resorbed) to label this genetically distinct diamond variety.

Out of 81 inclusion-bearing CLIPPIR diamonds, the most common inclusion encountered is a composite, metallic iron–nickel–carbon–sulfur mixture (Figure 5.10). In fact, 60 of the 81 samples contain only this inclusion, which attests to its predominance in the CLIPPIR variety. The metallic inclusions are made up of cohenite ((Fe,Ni)₃C), interstitial Fe–Ni alloy, segregations of Fe-sulfide, and minor occasional Fe–Cr-oxide, Fe-oxide, and Fe-phosphate. A thin fluid layer of CH₄ and lesser H₂ is trapped at the interface between the solid inclusion and surrounding diamond. The mixture is interpreted to have been trapped as a molten metallic liquid.

Other inclusions found in CLIPPIR diamonds represent high-pressure silicates, which provide a constraint for the depth of diamond formation. The second most abundant

inclusion, after the metallic Fe–Ni–C–S, is a mix of calcium silicates interpreted as retrogressed CaSiO₃-perovskite (CaPv), which is a high-pressure mineral stable at depths beyond about 360 km.²⁵,³¹,¹⁹⁵ An additional inclusion phase found was low-Cr majoritic garnet, which provides a maximum depth bracket, since it is not stable deeper than about 750 km.¹⁹⁶ Silicate inclusion phases therefore bracket the depth to 360–750 km, overlapping the mantle transition zone.

The Fe–Ni–C–S inclusions in CLIPPIR diamonds are physical samples of an Fe-rich metallic liquid from the deep mantle, which help to confirm the fundamental process of Fe²⁺ disproportionation at depth.⁴⁹ Disproportionation is driven by the progressive increase in the capacity for silicate minerals to host Fe³⁺ preferentially over Fe²⁺ with increasing pressures, promoting the following reaction: $3\text{Fe}^{2+} \rightarrow 2\text{Fe}^{3+} + \text{Fe}^{0}$. The “oxidized” Fe³⁺ is partitioned into the silicates, but the “reduced” Fe⁰ separates into its own metallic phase, which is thought to generate up to about 1 wt.% metal in the lower mantle.¹⁴²,¹⁹⁷–¹⁹⁹ This metal budget should regulate $f_{\text{O}_2}$, keeping it near the iron–wüstite buffer below ~250 km and establishing a carbon-reducing environment in much of the deep mantle.¹⁴² The solubility of carbon in metallic Fe liquid is very high, up to ~6 wt.%, and it is ~2% in solid Fe metal at lower temperatures. Thus, in regions of the transition zone and lower mantle where metallic Fe exists, the mantle’s entire budget of carbon might be dissolved in Fe metal and diamond would not be a stable phase.

In order to confirm the experiments and theory that the bulk of Earth’s mantle below ~250 km is likely saturated with metallic iron,¹⁹⁸–²⁰⁰ obtaining direct samples is important because the behavior of carbon in the mantle is so strongly affected by oxygen fugacity. In a metal-saturated mantle, carbon is expected to be efficiently reduced and dissolved into the metal phase, or potentially precipitated as carbide or diamond,¹⁴² and this has large-scale implications for the behavior of carbon in the mantle over geologic time. In CLIPPIR diamonds, variably light carbon isotopic signatures as well as the composition of majoritic garnet inclusions suggest the involvement of subducted materials.⁴⁹ This additional observation implies that deeply recycled carbon can enter into carbon-reducing regions of the mantle and become dissolved into metallic phases. Thus, dispersed Fe-rich metal in the deeper, convecting mantle may contain both primordial and recycled carbon, whose proportions may have changed with time. Further research into the influence of metallic iron on carbon in the mantle will explore the evolution of storage and cycling, from core formation to the onset of modern-style plate tectonics.

### 5.6 Limits to Knowledge and Questions for the Future

Limits to knowledge in diamond research have been the typical occurrence of each diamond as a single isolated xenocryst, its pure crystal structure, the rarity of inclusions, and the availability of samples (see Section 5.1). The DMGC consortium was conceived early in the existence of the DCO to help overcome these and other obstacles to reaching the following major goals: (1) a research focus on the most widely occurring carbon mineral on Earth; (2) the use of diamond’s special ability to preserve mineral inclusions,
fluid species, and pathways from great depths and ages to provide a view of the otherwise inaccessible deep carbon cycle; and (3) application of cross-disciplinary research tools and sharing of samples necessary to go beyond a single investigator or research group.

Future directions in diamond research in relation to the bigger picture of carbon in the deep Earth are best summed up with a list of questions:

- What is the source of carbon and other volatiles returned by diamond from the deep mantle?
- How can the findings from diamond studies be extrapolated to the bulk mantle?
- What is the mineralogy and composition of the major deep mantle minerals?
- What is the capacity for carbon and water storage in deep mantle minerals?
- How and why do contrasting (carbonatitic versus metallic versus supercritical C–H–O fluids) diamond-forming environments exist?
- What are the most effective mechanisms for diamond formation in these different mantle environments?
- Do the C and N isotopic compositions of diamonds vary with geologic time, and if so, do they record major geodynamic changes?
- What is the nature of diamond-forming fluids in the lithosphere, what are the mechanisms for their movement through the lithosphere, and what is their relation to geologic events?
- How are accurate entrapment pressures and temperatures determined for mineral inclusions?
- How do the fluids around mineral inclusions in gem diamonds compare with the hydrous–silicic fluids in fibrous diamonds?
- What are the phase transformations in subducting slabs that allow some carbon, water, and other volatiles to be carried to the transition zone?

Taken in total, the studies made by the DMGC consortium will provide new insights into how carbon behaves and resides in both the lithosphere and the deeper convecting mantle. Moreover, through diamond’s remarkable attributes, diamond studies will allow us to go beyond the study of carbon alone, to make fundamental discoveries on the nature of the deep Earth that is inaccessible in any other way, and to understand the spectrum of geological processes that govern how carbon gets into the mantle and the form in which it resides.
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6.1 Introduction

Carbonate-rich magmas in Earth play a critical role in Earth’s deep carbon cycle. They have been emplaced into or erupted onto the crust as carbonatites (i.e. igneous rocks composed of >50% carbonate minerals, with SiO₂ contents <20 wt.%) for the last 2.5 Ga of geological history, and one volcano (Oldoinyo Lengai, Tanzania) has erupted sodic carbonatite lavas since 1960.¹

Carbonate melts are inferred to exist in the upper mantle, largely on the basis of high-pressure experimental studies.²–⁶ Their existence has also been inferred from the mineralogy and geochemistry of some suites of peridotite xenoliths recovered from alkali basalts,⁷–⁹ and they have been observed directly in some inclusions in diamonds¹⁰ and minerals in sheared garnet peridotite xenoliths.¹¹ They may also be present in the mantle transition zone or lower mantle in association with deeply subducted, carbonate-bearing slabs¹²–¹⁴ and as inclusions in lower-mantle diamonds.¹⁵

Because of their low density, low viscosity, and ability to wet the surfaces of silicate minerals in the mantle,¹⁶–¹⁸ carbonate melts are able to migrate upwards from their source regions rapidly and at extremely low melt fractions. They are able to transport significant amounts of incompatible trace and minor elements, volatile elements (H₂O, halogens, sulfur), and major components such as C, Mg, Ca, Fe, Na, and K. This renders them highly effective metasomatic agents and potentially major contributors to fluxes of carbon between reservoirs in the deep and shallow Earth. They are also of particular economic importance as hosts or sources of many critical metals, including the rare earth elements (REEs) Nb, Ta, P, and others.

In this chapter, we review the current understanding of the occurrence, stability, and role of carbonatites emplaced into or onto Earth’s crust and carbonate melts in the deep Earth, from lower mantle to crust. We first outline constraints from high-pressure experimental petrology and thermodynamic considerations on their stability, as functions of variables such as pressure (P), temperature (T), and oxygen fugacity (fO₂). These constraints are then used in the context of different tectonic settings in Earth to infer the presence and nature of carbonate melts in those various locations.
Carbonate melts and carbonatite magmas are also often proposed to be genetically linked to some CO2-bearing silicate melts (melts with >20 wt.% SiO2 and dissolved, oxidized carbon, such as kimberlites, intraplate basalts, continental alkali basalts, etc.) through processes such as carbonate–silicate liquid immiscibility, crystal fractionation, and oxidation of diamond or graphite. Genetic relationships between carbonate melts and CO2-bearing silicate melts in appropriate settings are also considered in this chapter.

6.2 Constraints on Carbonate Stability in Earth’s Mantle

Critical to the stability, distribution, movement, and capacity for mass transport of carbonate melts at mantle pressure and temperature conditions is the fO2 of the ambient mantle. This intensive variable exerts very strong control over the speciation of C in the mantle, which can range from highly reduced metal carbides, to methane fluids, to crystalline graphite or diamond, to oxidized carbon species such as CO, CO2, or CO32− in fluids or melts.19

The various species of carbon in the peridotite upper mantle are further limited by P–T–fO2 conditions relative to: (1) the univariant graphite/diamond phase transition; (2) redox-dependent reactions such as enstatite–magnesite–olivine–diamond (EMOD) and enstatite–magnesite–forsterite–diopside–diamond (EMFDD; see below); (3) the carbonate peridotite (or eclogite) solidus; (4) decarbonation reactions involving carbonate minerals or carbonate in melts, and silicate phases, such as

\[
4\text{MgSiO}_3 + \text{CaMg(CO}_3\text{)}_2 = 2\text{Mg}_2\text{SiO}_4 + \text{CaMgSi}_2\text{O}_6 + 2\text{CO}_2
\]

orthopyroxene + dolomite = olivine + clinopyroxene + CO2 \hspace{1cm} (6.1)

and (5) fluid absent equilibria such as

\[
2\text{MgSiO}_3 + \text{CaMg(CO}_3\text{)}_2 = 2\text{MgCO}_3 + \text{CaMgSi}_2\text{O}_6
\]

orthopyroxene + dolomite = magnesite + clinopyroxene \hspace{1cm} (6.2)

For example, the stability of carbonate phases versus diamond in a melt- or fluid-free, Ca-poor, magnesite harzburgite assemblage is limited in P–fO2 space by the “EMOG/D” reaction (6.2) (enstatite–magnesite–olivine–graphite/diamond):20,21

\[
\text{MgSiO}_3 + \text{MgCO}_3 = \text{Mg}_2\text{SiO}_4 + \text{C} + \text{O}_2
\]

orthopyroxene + magnesite = olivine \hspace{1cm} (6.3)

At depths from around 40–240 km on a typical cratonic geotherm, the univariant reaction will increase slightly in fO2 from about −1.2 log units below fayalite–magnetite–quartz buffer (FMQ) to about −0.5 log units below FMQ.21 At fO2 values above this reaction, CO2-fluid, dolomite, or magnesite will be stable depending on pressure relative to reactions (6.1) and (6.2). At fO2 values below this reaction, graphite or diamond will be stable, depending on pressure relative to the univariant graphite–diamond reaction,22 which lies at a pressure corresponding to about 150 km depth on a cratonic geotherm. The majority of kimberlite-borne garnet peridotite xenoliths for which fO2 has been determined lie below EMOG/D, consistent with the sampling of diamond by deeply sourced kimberlites passing
through the cratonic lithosphere. This also means that carbonate melts are unlikely to be stable at depths throughout most of the cratonic mantle lithosphere, except in minor volumes (perhaps adjacent to conduits for kimberlites) where metasomatic enrichment processes may have locally oxidized the wall-rock significantly.23

In carbon-bearing lherzolite assemblages, the EMFDD reaction (6.4) limits carbonate stability in P–T–fO₂ space:

\[ 3\text{MgSiO}_3 + \text{CaCO}_3 = \text{Mg}_2\text{SiO}_4 + \text{CaMgSi}_2\text{O}_6 + \text{C} + \text{O}_2 \]

orthopyroxene + carbonate = olivine + clinopyroxene + diamond/graphite

(6.4)

At 5 GPa, this reaction lies at about −1.2 log units at 500°C, decreasing to −1.5 log units at 1300°C, for realistic activities of the various components.20

Melting of carbon-bearing peridotite to form melts with high activities of carbonate therefore will be restricted to those regions of the peridotitic upper mantle where the oxidation state is consistent with carbonate stability (i.e. where fO₂ lies above the appropriate limiting reaction at given pressure and temperature).

The magnitude and variation of fO₂ in the mantle have been the subjects of many studies over recent decades. These have used measurements by a variety of techniques (wet chemical methods, Mössbauer spectroscopy, flank method, Fe K-edge micro-X-ray absorption near-edge structure spectroscopy) of Fe⁢³⁺/²Fe in phases in peridotite xenoliths (spinel, garnet, pyroxenes) from the upper mantle, synchrotron Mössbauer measurements of Fe³⁺ in majoritic garnets from the sublithospheric upper mantle or mantle transition zone,24 and Fe³⁺/²Fe measurements on primitive mid-ocean ridge basalt (MORB) glasses25,26 coupled with high-pressure experimental and thermodynamic calibrations of relevant redox-controlling reactions.27–29 These studies indicate that it is likely that carbonate stability in peridotite is generally limited to relatively shallow parts of the continental lithosphere (i.e. depths <100 km; see Section 6.6.2 for more details). In the next section, we review high-pressure experimental constraints on the melting of carbonate peridotite.

### 6.3 Experimental Constraints on the Melting of Carbonate Peridotite in the Mantle

Many high-pressure experimental studies have investigated the phase and partial melting relations of (oxidized) carbonate-bearing mantle lithologies of peridotite at upper-mantle pressures.3,5,6,30–41 The stable species of carbonate in the subsolidus peridotite upper mantle is controlled by some key carbonate–silicate reactions. These include reactions (6.1), (6.2), and (6.5):

\[ \text{Mg}_2\text{SiO}_4 + \text{CO}_2 = \text{MgSiO}_3 + \text{MgCO}_3 \]

olivine + CO₂ = orthopyroxene + magnesite

(6.5)

These reactions have been delineated using high-pressure experiments in the CaO–MgO–SiO₂ ± H₂O (CMS ± H) system.42–49
In more complex natural systems, particularly those containing Fe and alkali metal components, reaction (6.4) intersects the peridotite + CO$_2$ system at the carbonate solidus at about 2.1 GPa and 1030°C (Hawaiian pyrolite + 5 wt.% dolomite$^{30}$), dividing the shallow subsolidus lithospheric mantle into a shallower zone in which crystalline carbonate is unstable at the expense of CO$_2$ fluid and a deeper zone in which dolomite crystallizes as part of a spinel or garnet lherzolite assemblage. At the solidus, this reaction forms an approximately isobaric solidus ledge. At pressures greater than the ledge is a near-solidus field of sodic dolomitic carbonate melt in equilibrium with lherzolite residue. At pressures below the ledge, CO$_2$-rich fluid coexists with spinel lherzolite.

This reaction may act as a barrier to the migration of carbonate melts formed at higher pressures than reaction (6.1) to shallower depths in continental settings where geotherms are likely to intersect it. Dolomitic carbonate melts are predicted to react according to reaction (6.1), and this may lead to elimination of the melt and crystallization of secondary clinopyroxene and olivine at the expense of orthopyroxene and, in extreme cases, conversion of harzburgite or lherzolite mantle to orthopyroxene-free, clinopyroxene-rich wehlrite along with liberation of a CO$_2$-rich fluid. Such a process was inferred to have occurred in some spinel wehlrite xenoliths hosted in the Newer Volcanics of Victoria, southeastern Australia$^{8,50}$ and in the Olmani Cinder cone, northern Tanzania$^{51}$ It has been suggested that only in the circumstances where magma conduits become armored with orthopyroxene-free wehlrite are dolomitic carbonatites able to ascend to pressures less than the solidus ledge, potentially entering the crust, evolving to more calcic compositions, and, in some cases, becoming emplaced in the crust or erupted$^{52}$.

In oceanic settings, convective geotherms are at higher temperatures than conductive geotherms in the continental lithosphere and are not expected to intersect the solidus ledge or by reaction (6.1). At higher pressures and temperatures (3.4 GPa, 1080°C)$^{30}$, the vapor-absent reaction (6.2) intersects the peridotite solidus, dividing the subsolidus regime into a lower-pressure field of dolomite garnet lherzolite and a higher pressure field of magnesite garnet lherzolite. Low-degree partial melts in experimentally investigated peridotite–CO$_2$ ± H$_2$O systems with natural compositions are generally broadly alkali rich and calcio-dolomitic to dolomitic in composition.$^3$ Solidus temperatures are considerably lower than those of volatile-free systems, and although experimental studies that include CO$_2$ and H$_2$O are relatively rare, the available evidence suggests solidus temperatures are even lower.$^3,53$

In the following sections, we apply the experimental and other constraints to infer the existence and behavior of carbonate melts in different tectonic settings.

### 6.4 Carbonate Melts Associated with Subduction Zones

The mantle is believed to have played a key role in controlling the long-term carbon budget in the exosphere through cycling of carbon from the surface to the mantle and back again.$^6,54,55$ The deep carbon cycle is regulated at the surface by the quantity of carbon subducted into the mantle at convergent margins and by volcanic degassing of
mantle-derived melts releasing carbon into the exosphere at mid-ocean ridges, ocean islands, and arc volcanoes. A substantial proportion of the mass of carbon drawn into the mantle at subduction zones (anywhere between 20% and 100%) is recycled back to the surface via fore-arc degassing and arc magmatism, as discussed in detail in Chapter 10 of this volume. Estimates of the net annual flux of carbon ingassing and outgassing via these processes are difficult to constrain with certainty, and range from negligible values to ~60 Mt/year net recycling.

Carbon enters the mantle at subduction zones in sediments, altered oceanic crust, and mantle lithosphere, with the total input flux in the range of ~50–100 Mt/year at modern subduction zones. Sedimentary carbon includes both biogenic organic carbon and carbonate. In more than a third of studied modern subduction zones, carbonate-rich materials make up a substantial fraction of the downgoing sediment, whereas in others it is absent altogether (e.g. Refs. 57, 58). However, organic carbon is expected to be at least a minor component in pelagic sediments and turbidites.

Carbon is deposited during hydrothermal processes at mid-ocean ridges where carbonate (calcite and aragonite) forms during alteration of oceanic crust due to its reaction with CO₂ in seawater; biotic organic carbon in oceanic crust is minor relative to abiotic organic compounds and inorganic carbonates. The top few hundred meters of oceanic crust contain an average of ~2.5 wt.% CO₂, and at deeper levels the carbon content, mostly in the form of organic hydrocarbon species, drops below 0.2 wt.% throughout the remainder of the crustal section. Altered lithospheric mantle that is exposed to alteration by seawater also carries carbonate, although likely at an overall fraction that is much less than that of oceanic crust.

Downgoing slab materials never reach temperatures high enough for “dry” partial melting during blueschist and eclogite facies metamorphism at fore-arc depths (up to ~80 km), and portions of the slab that do not experience pervasive dehydration can effectively transport carbon to greater mantle depths. Nevertheless, at pressures above ~0.5 GPa, carbonate solubility in aqueous fluids increases with temperature, so fluids produced by metamorphic devolatilization of the slab can be effective at dissolving carbonate minerals and mobilizing carbon. Much of this carbon may be redistributed within the slab or sequestered into serpentinized mantle rock that overlies the slab, some of which in turn is dragged down with the descending slab.

At sub-arc depths (80–200 km), slab surface temperatures reach between 600 and 1000°C, and carbonate mineral dissolution becomes much more efficient due to higher solubilities in hydrous fluids and silicate melts at these depths. In some cases, carbonatite liquids may also form via fluid-flux melting of carbonate-rich metasedimentary rocks or carbonate-bearing metagabbros. As a consequence, CO₂ (~CO₃²⁻)-rich fluid phases migrating from the downgoing slab or from buoyantly upwelling slab diapirs can introduce significant carbon flux from the slab to the overlying mantle wedge. Evidence in support of C-rich fluid phases at the slab surface comes from garnet and clinopyroxene inclusions in diamonds from Dachine, South America, which have major and trace element characteristics indicating growth at the surface of a subducting slab at ~200 km depth, possibly in metalliferous metasediment.
Slab-derived fluids migrating into the overlying mantle will experience progressive heating as they ascend through the inverted temperature gradient of the mantle wedge (Figure 6.1).\(^\text{75}\) The introduction of C–O–H fluids or melts results in a significant lowering of the wedge peridotite solidus, such that carbonatite liquids can be produced at temperatures below 950°C.\(^\text{75}\) Such carbonatitic liquids (+ H₂O) are expected to be highly mobile, but will react with the wedge upon ascent and heating to produce carbonated hydrous silicate melts (>1020°C; Refs. \(^\text{73, 75}\)). Further ascent will favor further peridotite melting, increasing melt fractions, and diluting dissolved volatile contents. Upwelling from the hot core of the wedge may impart retrograde melt-rock or fluid-rock reactions, locking some carbonate (+ H₂O) phases in the mantle lithosphere and lower crust,\(^\text{56}\) but the most volatile flux from the slab is expected ultimately to be delivered to the upper-arc crust via fractionating and degassing arc magmas.

The unique petrophysical evolution of magmas traversing the mantle wedge means that carbonatitic liquids are unable to be tapped from the mantle to the surface, which explains the lack of carbonatites found in supra-subduction zone settings.\(^\text{76}\) Further, carbonated sub-arc mantle lithosphere and arc lower crust may eventually be preserved as subcontinental lithosphere through the reaction of volatile-rich melts with the mantle\(^\text{77}\) or recycled into the convecting mantle, possibly thereafter to undergo melting to produce carbonatites in intraplate settings.

### 6.5 Melting of Subducted, Carbonated Sediment and Ocean Crust in the Deep Upper Mantle and Transition Zone

While subduction to ~200 km depth can remove a significant fraction of the initial downwelling carbon flux to the mantle wedge, experimental evidence of carbonate stability, modeling of phase equilibria, and slab devolatilization indicate that, in some subduction
zones, a substantial portion of subducted carbon or carbonate may make it past the dehydration zone and into the deeper mantle. Experiments also suggest that carbonate may be reduced to elemental carbon (graphite or diamond) at depths shallower than 250 km in more reducing eclogitic assemblages, although for oxidation states typical of MORB (e.g. Ref. 80), eclogitic assemblages should remain in the carbonate stability field to at least 250 km.

Inclusions of carbonate minerals in superdeep diamonds provide the strongest direct evidence for a carbonate component subducted past the volcanic front and at least to transition-zone depths. In addition, the distinctive major and trace element compositions of silicate inclusions in many superdeep diamonds (e.g. majorite garnet, Ca- and Ti-rich perovskite) have been interpreted to preserve a direct record in their origin of a low-degree carbonated melt derived from subducted oceanic crust. Both the carbon isotopic composition of the diamonds and the oxygen isotope composition of the inclusions provide further evidence for a key role of subducted crustal components in the origin of many superdeep diamonds and their inclusions. Thus, it seems that melting of carbonated sediment and oceanic crust in the deep upper mantle and transition zone may play a key role in the deep carbon cycle.

Figure 6.2 compares the solidus determinations from published studies on the melting behavior of carbonated pelitic sediment and carbonated oceanic crust at upper-mantle and transition-zone conditions. The solidus of carbonated pelitic sediment was determined by Tsuno and Dasgupta at 2.5–3.0 GPa and by Grassi and Schmidt at 8–13 GPa, with melts ranging from granitic at low pressures to K-rich carbonatitic at higher pressures. On the basis of solidus determinations in these studies, only in the hottest subduction zones would melting of anhydrous carbonated sediments occur in the sub-arc region. The addition of water reduces the solidus of pelitic sediments, but unless sediments are water saturated, perhaps by fluxing of water-rich fluids from below, carbonated slab sediments may reach the deep upper mantle and transition zone. At higher pressures approaching the transition zone, the experiments of Grassi and Schmidt indicate that carbonated sediments can melt along warm and hot slab-top geotherms, but colder slabs could transport sedimentary carbonate into the deeper mantle (Figure 6.2).

There have been many experimental studies of melting carbonated basaltic compositions, both in simplified and natural systems. The small number of phases in basaltic compositions hampers studies in simplified compositions, whereas subtle compositional dependencies hamper studies in natural compositions. Indeed, subtle variations in bulk compositions between studies (Table 6.1) likely cause the significant variations in position and shape of the carbonated basalt solidus (e.g. Refs. 13, 98).

In the lower pressure range (e.g. <3–5 GPa), a carbonate phase is not always stable at the solidus depending on the bulk CO₂ and SiO₂ contents. In those with higher SiO₂/CO₂ ratios, CO₂ and/or silicate melts containing dissolved CO₂ define the solidus, whereas compositions with lower SiO₂/CO₂ ratios showed carbonate stability and carbonate melt production along the solidus from low pressure. Additionally, near-solidus melts have been identified with a wide range of compositions from mafic to
silicic. In some cases silicate melts are observed at the solidus before carbonate melts, whereas in other cases this relationship is reversed, and both kinds of melts have been interpreted to coexist together as immiscible liquids. The observation of immiscible melts may reflect the maximum CO$_2$ solubility in silicate melts, and the appearance of liquid immiscibility will therefore depend on the CO$_2$ content of the bulk composition.

At higher pressures of the deep upper mantle and transition zone, starting compositions again show remarkable control of melting behavior (Figure 6.2). When comparing the carbonated starting compositions used in the various studies, there are considerable differences, perhaps most notably in SiO$_2$ and CO$_2$ contents and Ca#. Thomson et al. observed that the Ca# has an important controlling effect on the stable carbonate phase at the solidus beyond the pressure of dolomite breakdown (>$\sim$10 GPa). Phase relations apparently preclude coexistence of magnesite and aragonite in majorite- and clinopyroxene-bearing assemblages, and which of these carbonate phases is stable has an important controlling effect on the solidus shape and melt compositions.
In Ca-rich carbonated basalt bulk compositions, the stable phase is aragonite, which is also a host for sodium. However, in lower Ca# bulk compositions, magnesite is stable, and because sodium is relatively insoluble in magnesite, another Na-rich carbonate stabilizes in the subsolidus assemblage at pressures greater than ~15 GPa. The appearance of a Na-carbonate phase in the subsolidus produces a dramatic lowering of the melting temperature and a deep trough along the solidus between ~10 and 15 GPa that is not observed where aragonite is stable (Figure 6.2). When Na-carbonate occurs on the solidus, it is observed that the melting temperature at pressures >~15 GPa (~1150°C) is indistinguishable from that observed for a simplified Na-carbonate-rich bulk composition at these conditions (Figure 6.2). As the majority of natural MORB compositions, fresh and altered, fall to the Mg-rich side of the majorite–clinopyroxene join, they should have magnesite and not aragonite as the stable carbonate at high pressures and experience the lowered solidus at transition-zone conditions.

Table 6.1 *Bulk compositions (as wt.%) of anhydrous MORB and carbonated MORB used in melting studies*

<table>
<thead>
<tr>
<th>MORB examples</th>
<th>G12</th>
<th>Y94</th>
<th>W99</th>
<th>H03</th>
<th>D04</th>
<th>K13a</th>
<th>K13b</th>
<th>T16</th>
</tr>
</thead>
<tbody>
<tr>
<td>All MORB</td>
<td>50.47</td>
<td>47.71</td>
<td>53.53</td>
<td>47.23</td>
<td>41.21</td>
<td>45.32</td>
<td>42.22</td>
<td>50.35</td>
</tr>
<tr>
<td>MAN-7</td>
<td>1.68</td>
<td>1.71</td>
<td>1.44</td>
<td>–</td>
<td>2.16</td>
<td>1.34</td>
<td>1.43</td>
<td>1.33</td>
</tr>
<tr>
<td>JB1</td>
<td>14.7</td>
<td>15.68</td>
<td>14.85</td>
<td>15.35</td>
<td>10.89</td>
<td>14.88</td>
<td>15.91</td>
<td>13.66</td>
</tr>
<tr>
<td>OTBC</td>
<td>10.43</td>
<td>9.36</td>
<td>7.92</td>
<td>8.93</td>
<td>12.83</td>
<td>8.85</td>
<td>9.46</td>
<td>11.35</td>
</tr>
<tr>
<td>SLEC1</td>
<td>7.58</td>
<td>8.43</td>
<td>7.64</td>
<td>6.24</td>
<td>12.87</td>
<td>7.15</td>
<td>7.64</td>
<td>7.15</td>
</tr>
<tr>
<td>Volgacc</td>
<td>2.79</td>
<td>2.76</td>
<td>2.64</td>
<td>2.91</td>
<td>1.63</td>
<td>3.14</td>
<td>3.36</td>
<td>2.48</td>
</tr>
<tr>
<td>ATCM1</td>
<td>0.16</td>
<td>0.23</td>
<td>1.31</td>
<td>0.02</td>
<td>0.11</td>
<td>0.4</td>
<td>0.42</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.14</td>
<td>0.15</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>4.43</td>
<td>5.0</td>
<td>4.4</td>
<td>4.4</td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>99.57</td>
<td>99.81</td>
<td>98.61</td>
<td>99.98</td>
<td>99.91</td>
<td>100.01</td>
<td>99.98</td>
<td>100</td>
</tr>
<tr>
<td>Ca#</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.48</td>
<td>0.32</td>
<td>0.46</td>
<td>0.45</td>
<td>0.36</td>
</tr>
<tr>
<td>Mg#</td>
<td>0.57</td>
<td>0.62</td>
<td>0.62</td>
<td>0.56</td>
<td>0.64</td>
<td>0.59</td>
<td>0.59</td>
<td>0.53</td>
</tr>
</tbody>
</table>

* Ca number = Ca/(Ca + Mg + Fe); Mg number = Mg/(Mg + Fe).

Carbonated melts are enriched in...
incompatible elements and have high concentrations of TiO$_2$, P$_2$O$_5$, and alkalis (Na$_2$O and K$_2$O), the relative abundances of which will be controlled by the bulk composition of the protolith. Sediment melts are dominated by potassium, whereas melts from carbonated basalt have alkali contents that are dominated by Na$_2$O. Melt Na$_2$O content increases systematically with pressure in basaltic compositions, resulting from the decreasing compatibility of Na$_2$O in the coexisting residual phase assemblage. Thomson et al.\textsuperscript{13} observed that melt compositions of carbonated basalt in the transition zone remain approximately constant over a wide temperature interval of >300°C above the solidus, and only when temperature exceeds ~1,500°C does the silica content of the melt increase. This behavior is reminiscent of the melting behavior observed in carbonated peridotite assemblages at lower pressures.\textsuperscript{102}

**6.6 Carbonate Melts and Kimberlites in the Cratonic Lithospheric Mantle**

The cratonic mantle lithosphere underlies ancient, continental blocks that have been geologically stable for billions of years. It is chemically depleted, thick, and buoyant. Unlike other tectonic settings, any surface expression of cratonic magmatism is manifested by emplacement of small-volume, rare, exotic, volatile-rich, alkali- and carbonate-rich magmas, such as carbonatites, kimberlites, lamproites, various lamprophyres, and other
highly silica-undersaturated magmas, all of which have a deep mantle origin. Describing the detailed petrology of these rocks is beyond the scope of this chapter, and the reader is referred to the work of Jones et al. Below, we give a short overview of an important carbonate-bearing silicate volcanic rock found in cratonic settings: kimberlites.

6.6.1 Kimberlites

Kimberlites are volatile (chiefly CO$_2$)-rich, silica-poor alkaline, ultrabasic magmas generally believed to be derived from a depth of $\geq 150$–250 km and almost exclusively emplaced into cratonic crust. Kimberlite magmas are economically significant because of their association with diamonds. They have been subdivided into two major groups on the basis of petrographic and geochemical characteristics: Group 1 kimberlites and Group 2 kimberlites. Group 1 kimberlites are CO$_2$-rich, potassic, ultrabasic rocks with a typical porphyritic texture, with large phenocrysts of most commonly olivine surrounded by a fine-grained matrix consisting of olivine, phlogopite, spinel, ilmenite, monticellite, calcite, apatite, perovskite, and other phases. Group 2 kimberlites, or orangeites, are restricted to southern Africa. However, similar rocks have also been identified in Australia, India, Russia, and Finland. They are texturally similar to the Group 1 kimberlites, but have distinct compositional and isotopic differences, manifested mainly by the presence of phlogopite, K–Ba–V titanites, and Zr-bearing minerals, such as kimzeytic garnets, lower $\varepsilon_{\text{Hf}}$ and $\varepsilon_{\text{Nd}}$ values, and high radiogenic $^{87}\text{Sr}$ isotope compositions.

Similar to carbonatites, kimberlites are volumetrically very minor, but they are widespread throughout the cratonic parts of continents, with the latest discoveries extending the Gondwanan Cretaceous kimberlite province to Antarctica. The main difference with carbonatites is in their origin in the subcratonic lithospheric or asthenospheric mantle enriched by an ocean island basalt source in the case of Group 1 kimberlites, whereas Group 2 kimberlites are derived from metasomatized lithospheric mantle, and their eruption is predominantly through stable parts of cratons. To our knowledge, there are no reported occurrences of kimberlites in the oceanic crust.

The accurate determination of the kimberlite parental magma composition and its origin is hampered by the ubiquitous presence of a large fraction of foreign materials (mantle and crustal xenocrysts and xenoliths), in particular olivine crystals, collected from lithospheric mantle during their ascent to the surface, and by low-temperature alteration during and after emplacement. Petrological studies of the unaltered Udachnaya kimberlite pipe in the Siberian Craton showed high enrichment in CO$_2$, halogens, and alkalis, resulting in a hypothesis in which genetic links between kimberlites and carbonatites were important. Later, experimental studies concluded that magmas potentially parental to kimberlites originate as dolomitic carbonate liquids in metasomatized, oxidized zones in the deep cratonic lithospheric mantle that segregate and become progressively more silicate-rich due to the assimilation of silicate material (mostly orthopyroxene) during ascent through the refractory lithosphere.
Alternative models are based on high-pressure experimental studies of estimated compositions of melts parental to kimberlites and have attempted to identify pressure, temperature, and volatile conditions at which the melts are multiply saturated in garnet peridotite phases. Such studies have indicated that the most likely source for kimberlite parental melts is hydrous, carbonate-bearing garnet harzburgite in the deep cratonic lithospheric mantle or sublithospheric asthenosphere.

In either case, kimberlite genesis clearly requires a sufficiently oxidized mantle for crystalline carbonate (Ca-magnesite) to be stable in the peridotitic source, and the source is constrained to be greater than ~150 km depth in the cratonic lithospheric mantle because of the presence of xenocrystic diamonds.

### 6.6.2 Redox Constraints on Carbonate Stability in the Cratonic Lithospheric Mantle

In any volume of the cratonic mantle, in the absence of externally derived melts or fluids, the local $f_{O_{2}}$ is controlled by silicate or oxide mineral exchange equilibria such as reactions \((6.6)-(6.9)\), which involve oxidation of $\text{Fe}^{2+}$-bearing components and reduction of $\text{Fe}^{3+}$-bearing components.

\[
6\text{FeSiO}_3 + 2\text{Fe}_3\text{O}_4 \rightleftharpoons 6\text{Fe}_2\text{SiO}_4 + \text{O}_2 \quad (6.6)
\]

\[
2\text{Fe}_3\text{O}_4 + 3\text{SiO}_2 \rightleftharpoons 3\text{Fe}_2\text{SiO}_4 + \text{O}_2 \quad (6.7)
\]

\[
2\text{Fe}^{2+}_3\text{Si}^{3+}_3\text{O}_{12} \rightleftharpoons 4\text{Fe}_2\text{SiO}_4 + 2\text{FeSiO}_3 + \text{O}_2 \quad (6.8)
\]

\[
2\text{Ca}_3\text{Fe}_2\text{Si}_3\text{O}_{12} + 2\text{Mg}_3\text{Al}_2\text{Si}_3\text{O}_{12} + 4\text{FeSiO}_3 \rightleftharpoons 2\text{Ca}_3\text{Al}_2\text{Si}_3\text{O}_{12} + 4\text{Fe}_2\text{SiO}_4 + 6\text{MgSiO}_3 + \text{O}_2 \quad (6.9)
\]

For example, \((6.6)-(6.9)\) have been calibrated experimentally, meaning that, in principle, the $f_{O_{2}}$ of a spinel or garnet peridotite from the upper mantle can be determined if the activities of the Fe-bearing components in the minerals that contain $\text{Fe}^{2+}$ and $\text{Fe}^{3+}$ can be determined, along with other mineral component activities, pressure, and temperature.

These experimental calibrations can be combined with conventional thermobarometry to calculate the variation in $f_{O_{2}}$ as a function of depth in the peridotite lithospheric upper mantle, as recorded by peridotite xenoliths from kimberlites in the case of cratonic mantle lithosphere, for example. The uppermost cratonic mantle lithosphere based on spinel peridotite xenoliths sampled by kimberlites has $f_{O_{2}}$ between 0 and $-1$ log units relative to FMQ.
for primitive ($\Delta \log f_{O_2}^{\text{FMQ}}$), well within the carbonate stability field. In the garnet peridotite facies, $f_{O_2}$ decreases systematically with increasing pressure (depth) through the cratonic lithosphere (Figure 6.4), although the xenolith record exhibits complications associated with oxidative overprinting associated with metasomatism, particularly at depths $>150$ km. Decreasing $f_{O_2}$ with increasing depth is expected on a thermodynamic basis, because of the molar volume changes of reactions such as (6.8) and (6.9). It is therefore likely that melts with high carbonate activities are unstable relative to graphite or diamond at depths greater than $\sim 90$–$120$ km in the cratonic lithospheric mantle.

At depths of $\sim 250$–$300$ km, the $f_{O_2}$–P path is expected intersect the Ni precipitation curve, an FeNi alloy will exsolve from peridotite, and $f_{O_2}$ will be buffered near the iron–wüstite (IW) buffer deeper into the upper mantle. In the presence of metallic FeNi alloy, some reduced carbon will be accommodated as (Fe,Ni) carbides. Rohrbach et al. have

\[ \text{Figure 6.4} \text{ Highly schematic representation of a section through Earth’s upper mantle modified from figure 2c of Foley and Fischer,}^{112} \text{ showing } f_{O_2} \text{ as a function of depth. The dashed white contours are approximate contours of } f_{O_2} \text{ variation in the cratonic lithosphere based on studies of garnet peridotite xenoliths (references in the text). The dashed yellow line is the graphite–diamond transition for a typical cratonic geotherm (38 mW m}^{-2}). \text{ The red line (3) represents the path of an erupting kimberlite and the blue zone (2) near the base of the lithosphere represents a local mantle volume metasomatized to higher } f_{O_2} \text{ by asthenospheric melts derived from the brown field labeled (1).} \]
calculated that, assuming the mantle contains 50–700 ppm FeNi and 50–500 ppm C at 300 km depth, it would contain an assemblage of (Fe,Ni)$_3$C + FeNi alloy + diamond or an Fe–Ni–S–C melt.\textsuperscript{126}

Although the cratonic mantle becomes more reduced with increasing depth, local redox heterogeneities may be introduced, particularly at depths greater than 150 km, by metasomatic fluids such as carbonate-bearing silicate melts\textsuperscript{23,127} with low carbonate activities,\textsuperscript{21} possibly derived from the asthenosphere or from oxidized crustal material recycled via subduction. In some cases, the degree of oxidation in the lower part of the cratonic lithospheric upper mantle could be sufficient to stabilize crystallization of carbonates (magnesite in peridotite), which, in the presence of H$_2$O, could melt and produce magmas parental to kimberlites.\textsuperscript{117,118}

### 6.6.3 The Involvement of Carbonate Melts in Metasomatism of the Deep Cratonic Lithospheric Mantle

Apart from carbonatites and kimberlites that were emplaced into or erupted onto the crust, CO$_2$-rich fluids, carbonate melts, or carbonated silicate melts are often inferred to be major agents of mantle metasomatism and trace element enrichment in the lithospheric mantle. Unlike, for example, alpine massifs, most peridotite and eclogite xenoliths carried to the surface by kimberlites are chemically enriched relative to the depleted lithospheric mantle. It may be that the degree of this enrichment was previously severely underestimated\textsuperscript{112,128} and that CO$_2$-rich metasomatism is a widespread process throughout the cratonic mantle.

It is not always easy to distinguish and characterize the exact nature of a particular metasomatic overprint observed in natural rocks. Given the giga-year ages of the cratonic lithospheric mantle, there is a likelihood of multiple melting (i.e. depletion) and subsequent re-enrichment events. Moreover, the challenge of deciphering a particular metasomatic event in a given mantle xenolith is exacerbated by the possibility of multiple types of percolating fluids. For instance, in addition to the carbonatitic CO$_2$-rich metasomatism, an H$_2$O-rich alkali silicate metasomatism, perhaps of a proto-lamproite type, has been reported.\textsuperscript{129–131}

At the reduced conditions likely to exist in much of the deep cratonic lithospheric mantle and underlying asthenosphere, carbonate phases are not expected to be generally stable and so melts with high carbonate activities such as carbonatites will likely not form, except locally in localized zones already strongly oxidized due to earlier metasomatism.\textsuperscript{23} Carbon transport will likely be as low activity carbonate dissolved in undersaturated silicate melts\textsuperscript{21} or as CH$_4$ + H$_2$O fluids.\textsuperscript{128,132,133} However, it should also be noted that the depth–$f_{O_2}$ profile of the asthenospheric mantle is not necessarily the same as that observed in xenolith studies from the cratonic mantle or inferred from thermodynamic calculations. Based on CO$_2$–Ba–Nb systematics of oceanic basalts, the convecting mantle may in fact be considerably more oxidized at pressures greater than about 3 GPa.\textsuperscript{134}

If undersaturated silicate melts with dissolved carbonate or CO$_2$ at low activities form as a result of adiabatic upwelling in plumes or rifts, segregate from their asthenospheric
sources, and percolate upwards into parts of the cooler, deep cratonic lithosphere, they will freeze into the lithospheric mantle as the appropriate peridotite + volatile solidus is locally crossed. Oxidized carbon species will be exsolved from the melt during crystallization and would reduce to C or CH₄ (CO₂ = C + O₂; CO₂ + 2H₂O = CH₄ + 2O₂) because of the low ambient fO₂ in the deep cratonic lithosphere. Fe^{3+} in the melt and the wall rock will oxidize to Fe^{4+} (2FeO + ½O₂ = Fe₂O₃) and be incorporated into garnet and pyroxenes, leading to the observed increase in lithospheric fO₂ associated with metasomatism. The increased activity of H₂O may cause a decrease in the solidus temperatures of peridotite locally and lead to partial melting in a process known as hydrous redox melting. Only after sufficient oxidation by this type of metasomatic process could the fO₂ of the deep cratonic lithospheric mantle be raised sufficiently to allow carbonate stability and the formation of carbonatites, kimberlites, and related rocks at these depths.

6.7 Carbonate Melts beneath Ocean Islands in Intraplate Settings

Observations from natural samples indicate the role of CO₂, specifically CO₂-rich silicate melts, in the metasomatism of the upper mantle beneath ocean islands in intraplate settings. Carbonate phases, interpreted to be quenched carbonate liquids, have been identified in metasomatized harzburgite xenoliths in the Kerguelen and Canary Islands. These carbonate inclusions are texturally associated with silicate glass inclusions, either as globules within a silicate matrix or as intimate associations with silicate inclusions. Such textural associations between the carbonate-rich phases and the silicate glasses have led to the conclusion that the carbonate-rich phases are products of immiscibility of a single carbonated silicate melt phase that exists at depth, possibly at upper-mantle conditions. Geochemical modeling of rejuvenated Hawaiian lavas also indicates the presence of carbonate-rich liquids in the source of these lavas.

6.7.1 How Do CO₂-Rich Silicate Melts Form in the Upper Mantle? Can These CO₂-Rich Melts Explain the Chemistry of Erupted Magmas in Intraplate Ocean Islands?

Previous experimental studies have demonstrated that CO₂-rich silicate melts can be produced in upper-mantle conditions by the following mechanism. Carbon may exist in its oxidized form as carbonate mineral or as liquid in the mantle at fO₂ values that are about 2 log units higher than that of the IW buffer (given by equilibrium (6.10)):

\[
2\text{Fe} + \text{O}_2 \rightarrow 2\text{FeO} \quad \text{wüstite} \quad (6.10)
\]

which corresponds to depths above 150–250 km in the oceanic lithosphere. Carbonate may be present deeper in the mantle in locally oxidized regions. Due to cryoscopic depression of the freezing point, carbonate-bearing lithologies (peridotite and recycled
oceanic crust or eclogite) have lower solidus temperatures than nominally anhydrous or carbonate-free lithologies, as demonstrated by experimental studies.5,33,47–96,99,141–148 This implies that in an upwelling mantle partial melting of carbonated lithologies is initiated deeper than in the surrounding carbonate-free lithologies. Near-solidus partial melting of carbonated peridotite and/or carbonated recycled oceanic crust (eclogite) produces carbonatitic liquids (>25 wt.% CO₂, <20 wt.% SiO₂). These carbonatitic liquids tend to be very mobile owing to their low viscosities and low dihedral angles,149 which lead to their escape from the site of generation. These rising liquids can cause flux-based partial melting of peridotite and eclogite in an adiabatically upwelling plume mantle in intraplate settings, which produces CO₂-bearing silicate melts (Figure 6.5a).

Peridotite is the dominant lithology of Earth’s mantle. This increases the likelihood of partial melts of CO₂-bearing peridotite being the best candidates for explaining the geochemistry of ocean island basalts that commonly erupt in ocean islands in intraplate settings. The next likely candidate for ocean island basalts would be partial melts of CO₂-bearing eclogite, given recycled oceanic crust forms the dominant chemical heterogeneity in Earth’s mantle.150 Comparisons of the major element chemistry of partial melts of CO₂-bearing peridotite and eclogite with natural, near-primary ocean island basalts indicate that carbonated peridotite-derived partial melts are too TiO₂ poor,151 while carbonated eclogite-derived partial melts are too depleted in MgO.99 Also, the peridotite-derived partial melts can explain the MgO content very well for the ocean island basalts, while the eclogite-derived partial melts can explain the TiO₂ contents. This implies that the source of ocean island basalts would be best explained by a hybrid source involving contributions from both peridotite (high MgO) and eclogite (high TiO₂). A previous study indicated a couple of geodynamic scenarios involving CO₂-bearing eclogite and peridotite as the source of ocean island basalts (Figure 6.5b).152

Deep carbonatites are formed by very-low-degree partial melting of carbonate-bearing eclogites that are present in deep, locally oxidized upper-mantle domains. These carbonatites rise up and cause flux melting of overlying volatile-free eclogites. The flux melting produces eclogite-derived carbonated silicate melts (ranging from basanites to andesites) that are out of chemical equilibrium with their surrounding peridotite and undergo reactive infiltration. The metasomatic process or melt-rock reaction associated with such reactive infiltration forms ocean island basalts.

Deep carbonatites can also be generated by very-low-degree partial melting of graphite/diamond-bearing peridotite or eclogite at the redox front (150–250 km depth, where reduced carbon in the form of diamond/graphite is oxidized to a carbonatitic melt). These carbonatites can cause fluxed melting of volatile-free eclogite and can undergo subsequent reactive infiltration through the peridotite, as described above.

A question arises as to whether the involvement of CO₂ in the source is required for all ocean island basalts. Studies have shown that basanitic ocean island basalts can be explained by partial melting of volatile-free peridotite + eclogite in the source; however, more silica-undersaturated ocean island basalts such as nephelinites and melilitites require the involvement of CO₂.152,153
Figure 6.5 (a) Pressure–temperature plot showing the generation of carbonated silicate melt in Earth’s upper mantle. A parcel of carbon-bearing mantle peridotite with pods of eclogite upwells...
6.7.2 Effect of CO\textsubscript{2} on the Reaction between Eclogite-Derived Partial Melts and Peridotite

CO\textsubscript{2} dissolves in silicate melts as both molecular CO\textsubscript{2} and CO\textsubscript{3}\textsuperscript{2-} anions. When network-modifying cations (those that depolymerize the silicate network) such as Na\textsuperscript{+}, K\textsuperscript{+}, Ca\textsuperscript{2+}, Mg\textsuperscript{2+}, and Fe\textsuperscript{2+} are available in the silicate melt, CO\textsubscript{3}\textsuperscript{2-} bonds with these cations.\textsuperscript{154} These carbonate complexes result in the cations being removed from their network-modifying roles. Thus, these carbonate complexes give rise to pockets of polymerized networks in the silicate melt structure.\textsuperscript{155}

When eclogite-derived melts react with olivine- and orthopyroxene-bearing peridotite, the following equilibrium (6.11) buffers the thermodynamic activity of SiO\textsubscript{2} (a\textsubscript{SiO2}) in the reacted melt:

\[
\text{Mg}_2\text{SiO}_4 + \text{SiO}_2 \rightleftharpoons \text{Mg}_2\text{Si}_2\text{O}_6
\]

The localized separation of polymerized silicate networks and carbonate complexes in the silicate melt structure results in the requirement for excess free energy of mixing between the two structural components. This increases the activity coefficient of SiO\textsubscript{2} in the melt (γ\textsubscript{SiO2}). Higher γ\textsubscript{SiO2} when a\textsubscript{SiO2} is buffered results in a decrease in the mole fraction of SiO\textsubscript{2} (X\textsubscript{SiO2}) in the melt.\textsuperscript{151} Thus, involvement of CO\textsubscript{2} in the melt-rock reaction decreases the SiO\textsubscript{2} content of the product melt, driving eclogite-derived basanites and andesites to produce nephelinites and melilites (depending on the amount of CO\textsubscript{2} available in the system).\textsuperscript{152,153}

---

Figure 6.5 (cont.) beneath ocean islands along an adiabat (bold arrow along the dotted line). As it upwells, redox melting takes place when the mantle crosses over from the stippled zone where the carbon is present in reduced form (either as graphite or as diamond\textsuperscript{21,138}) to the overlying zone where carbon is present in its oxidized form (as carbonates or as CO\textsubscript{2} vapor at pressures lower than 2 GPa\textsuperscript{3}). At the redox front, reduced carbon present in the eclogite or peridotite oxidizes to form trace to minor amounts of carbonatic melt (labeled (1)). The carbonatic melt causes fluxed partial melting of eclogite and peridotite because the carbonated solidi of peridotite and eclogite are at much lower temperatures at the pressure range of the upwelled parcel of mantle (labeled (2)). The fluxed partial melting of eclogite and peridotite produces carbonated silicate melts in the upper mantle. The volatile-free solidi of peridotite\textsuperscript{189} and eclogite,\textsuperscript{191} the carbonated solidi of peridotite\textsuperscript{33,142} and eclogite,\textsuperscript{148} the graphite–diamond transition,\textsuperscript{193} and the range of mantle potential temperatures in Earth’s upper mantle (orange shaded area) from ridges\textsuperscript{194} to plumes\textsuperscript{195} are plotted for reference. The broken curves for carbonated solidi are only applicable for locally oxidized domains in the mantle where carbonates can exist at depths below the redox-melting front. (b) Geodynamic scenarios involving carbonated eclogite and peridotite in the source of ocean island volcanism in intraplate settings (modified from a previous study\textsuperscript{152}). (i) This scenario is applicable for locally oxidized domains in the mantle where deeper carbonatites generated by very-low-degree partial melting of carbonated peridotite and/or eclogite rise upwards and cause fluxed partial melting of volatile-free eclogite at shallower depths in the upper mantle. The carbonated partial melt of eclogite, a basanite, or andesite (a lower eclogite to carbonate ratio produces basanite, while a higher ratio produces andesite) reacts with subsolidus volatile-free peridotite. The melt-rock reaction produces product melts that display similarity in composition with ocean island basalts. (ii) Reduced carbon-bearing eclogite upwells and produces carbonated silicate partial melts of eclogite after crossing the redox-melting front. The carbonated silicate partial melt of eclogite reacts with the surrounding subsolidus volatile-free peridotite, and a similar melt-rock reaction as proposed in (i) takes place.
A higher $\gamma_{SiO_2}$ and an increased degree of polymerization of the silicate domain of the melt network also imply that saturation of orthopyroxene is preferred over saturation of olivine in the residue of melt-rock reaction. Thus, the stability field of orthopyroxene is enhanced over that of olivine.47,151–153 Also, cations such as $Ca^{2+}$, $Mg^{2+}$, $Na^+$, and $K^+$ prefer to enter the melt structure to form carbonate complexes in the presence of $CO_2$. This enhances the calcium, magnesium, and alkali contents of the product melts.

6.8 Carbonate Melts under Mid-ocean Ridges

Along mid-ocean ridges, where divergent tectonic plates move apart from each other, the rising asthenospheric mantle decompresses and partially melts to create basaltic magma that buoyantly rises to Earth’s surface and solidifies to form new oceanic crust. During decompression melting, volatile-free mantle lithologies melt at ~60 km, producing silicate melts.156 Beneath ridges at shallow depths, carbonate-bearing silicate melts (basalts) are stable.5,102,142 Melting in carbonated mantle lithologies may take place at depths of ~300 km142 due to depression of the mantle solidus temperature.5,29,157

Figure 6.6 shows the stability fields of carbonates and carbonate and silicate melts in an adiabatically upwelling mantle and is compared with the $fO_2$ of the asthenospheric mantle. The $fO_2$ determined using reaction (6.10) suggests that carbonatitic melts are unstable at depths greater than 300 km due to the increased activity of $Fe^{3+}$-rich components in mantle minerals.138,158,159 At the lower end of carbon concentrations in the mantle (30 ppm C for a MORB source mantle54 and an initial $Fe^{3+}/\sum Fe$ content of 4%), graphite would transform to diamond at depths of ~160 km (Figure 6.2) and diamond would be the stable phase instead of carbonates or carbonatitic melts.29,122,123 If the mantle is reduced below ~250 km depth and becomes metal saturated, then carbonatitic melts would be stable only to a depth of 150 km. During adiabatic upwelling of the upper mantle, reduction of $Fe^{3+}$ locked in mantle silicates to $Fe^{2+}$ results in concomitant oxidation of diamond or graphite and carbonatitic melting.138 This redox process can be explained by reaction (6.12):

$$C + 2Fe_2O_3 = CO_2 + 4FeO$$

As soon as 30 ppm of graphite in the upper mantle is oxidized, the $Fe^{3+}/\sum Fe$ content of the remaining mantle drops from 4% to 3%. After such redox melting, the $fO_2$ of the upper mantle increases again and finally reaches the level of mid-ocean ridge basalts at around FMQ (Figure 6.6).

6.9 Crustally Emplaced Carbonatites

Natural carbonate melts represent a tiny proportion of the magmatic rocks of Earth’s crust, but nonetheless provide important insights into mantle-to-crust carbon transfer over geological time. Carbonate melts primarily refer to carbonatites, but could also include kimberlites and various other alkaline mafic–ultramafic silicate magma series (e.g.
lamprophyres). All of these magma types have indisputable mantle origins, as revealed by stable and radiogenic isotope signatures, as well as a common association with mantle-derived alkaline silicate magmas.\textsuperscript{76}

Carbonatites (magmatic rocks with \textgtr50\% carbonate minerals) are variably classified into a number of groups based on their chemistry, with most researchers agreeing on at least five groups; calcio-carbonatite, dolomite carbonatite, ferro-carbonatite, natro- (or alkali-) carbonatite, and rare earth carbonatites.\textsuperscript{76} The Ca–Mg–Fe-rich carbonatites are primarily found as intrusive complexes that may to some extent represent crystal cumulates from carbonatite magma,\textsuperscript{160} or as melt inclusions in igneous and mantle minerals.\textsuperscript{161,162} Extrusive carbonatites are relatively rare in the rock record\textsuperscript{163} and include the only known active carbonatite volcano, Oldoinyo Lengai (Tanzania), which erupts natrocarbonatite. Other occurrences of natrocarbonatite are found only very rarely as melt inclusions in igneous and mantle minerals.\textsuperscript{161,162} The lack of natrocarbonatite from the rock record is often ascribed to its extreme instability under atmospheric and most geological conditions.\textsuperscript{165} Rare earth carbonatites (with \textgtr1 wt.\% REE) also tend to be enriched in other incompatible trace elements (e.g. U, Th, Nb, Ta) and are regarded to be products of fractional crystallization of parental carbonatite magma.\textsuperscript{166} This carbonatite class is of significant economic importance as a source of the critical metals needed for many technological applications that support modern societies.\textsuperscript{167}

Figure 6.6 A simplified model for the extraction of carbonatitic/carbonated silicate melts from the mantle based on Stagno et al.\textsuperscript{28} If carbonates are present in the adiabatically upwelling mantle beneath mid-ocean ridges, they will lower the melting temperature of the mantle rocks and melting will take place at \textasciitilde300 km depth if the adiabat has a potential temperature of 1400°C. The left-hand panel shows that the solidus of peridotite and eclogite is depressed by several hundred degrees compared to the volatile-free solidus. The central panel shows the focusing of deeply derived carbonate melts (red triangle) formed by redox melting at about 1.5 GPa lower pressures than the carbonate peridotite solidus for oxidized mantle. The right-hand panel shows estimated Fe$^{3+}$/\Sigma Fe in peridotite buffered at about 0.1 at depths below about 290 km, and buffered by FeNi alloy (\textasciitildeIW) to higher values at greater depths.
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Despite consensus regarding their mantle origins, there are differing opinions on carbonatite evolution. Some researchers assert that carbonatites are primary magmas derived directly by low-degree melting of CO₂-rich mantle sources, whereas experimental work by Watkinson and Wyllie demonstrated that carbonate liquids could be formed as residua of fractionation from carbonated peralkaline silicate magmas; this latter origin would be consistent with the classification as “carbothermal residua” of Mitchell. Supporting a primary mantle origin are studies of mantle xenoliths of distinctive petrological and geochemical character formed via metasomatism by carbonatitic melts. Carbonatitic melt inclusions within diamond represent further unequivocal evidence of a mantle origin.

A third origin proposed for carbonatite genesis is via liquid immiscibility from evolving CO₂-bearing alkaline silicate melts at crustal pressures. Support for this model comes not only from experimental evidence and the common field association between carbonatite and alkaline silicate magmatic rocks, but crucially from a growing number of textural, petrological, and geochemical studies of carbonatites. Given the compelling evidence for their primary mantle and immiscibility origins, it is likely that carbonatite magmas may be formed in a range of geological environments, from shallow crustal down to lower-mantle conditions.

Carbonatites and other mantle-derived CO₂-rich magmas, such as kimberlites, are found across all continents, although over half are in Africa. They are most commonly found within Precambrian cratons despite the fact that most are of Phanerozoic age. These settings would be consistent with formation via low-degree (and hence relatively low-temperature) melting of fertile mantle sources, such as thick mantle lithosphere beneath stable cratons. There tends to be an increasing frequency of their formation toward younger ages, which is not easily explained as an artefact of preservation, but rather may reflect more favorable conditions for the production of mantle-derived alkaline magmatism in the modern Earth. This would be consistent with more effective recycling of crustal material into the mantle via modern-style subduction processes, allowing the production of the re-fertilized mantle domains that are requisite sources of these magmas.

There are diverse views on the tectonic settings in which carbonatites and other CO₂-bearing magmas form and are emplaced into the crust. Carbonatite magmatism is a distinctive feature of the recent igneous activity of the East African Rift, demonstrating a link to intracontinental rifting, and potentially mantle plumes. Many older carbonatite complexes have also been linked to continental rifting, mantle plumes, or large igneous provinces. However, Woolley and Bailey argue that ephemeral mantle controls, such as mantle plumes, do not account for the episodic and repeated nature of carbonatitic (and kimberlitic) magmatism within restricted areas, sometimes over billions of years. Instead, these authors argue for reactivation of lithospheric-scale structures or lineaments due to far-field plate reorganization (e.g. due to rift initiation or continental assembly), which allows for low-degree melting of the fertile cratonic mantle lithosphere to produce carbonatites or kimberlites, as well as efficient tapping of the melts to the surface.

Carbonatites in oceanic settings have only been described from the hot spot volcanos of Cape Verde and the Canary Islands. In these settings, the degree of mantle melting is expected to be too high to produce carbonatites directly; rather, the carbonatites are
interpreted to be products of fractionation and unmixing from alkali-rich primitive basanite melts. In this case, the rarity of oceanic carbonatites may reflect a lack of preservation and exposure rather than unsuitable petrogenesis conditions.

6.10 Concluding Remarks

The existence of carbonate-rich melts in Earth is likely limited in P–T–fO2 space to the crust, to the uppermost part of the upper mantle including oceanic and continental lithosphere, to the mantle wedge above subducting slabs, to locally strongly metasomatized regions of the deep cratonic lithospheric mantle and asthenosphere, and to local regions of the deep upper mantle, mantle transition zone, and uppermost lower mantle associated with deep subduction of the carbonate-bearing oceanic lithosphere. Much of the deep Earth is too reduced for carbonate or carbonate-rich melts to be stable, where carbon will exist in reduced forms, such as diamond, methane, and other alkanes or volatile organic molecules, as well as Fe-carbides.

Despite this, carbonate melts are of tremendous importance as agents of mass transport and metasomatic enrichment in Earth’s interior. They are also the primary source of almost all commercially viable REE resources, and they may contain other critical metals in extractable quantities as well. Although crustally emplaced carbonatites are small in volume, they are likely to be much more abundant as broadly alkali-rich calcio-dolomitic to dolomitic melts in the upper mantle and mantle transition zone, where they contribute significantly to the carbon fluxes to the surface.

6.11 Limits to Knowledge and Unknowns

Key areas relating to carbonate or CO2-bearing melts in Earth in which current knowledge is limited include the solubility of CO2 in hydrous fluids and partial melts derived from subducting oceanic crust, particularly in the sub-arc environment. These melts may play a critically important role in metasomatizing the mantle wedge and flux melting, ultimately leading to arc volcanism and continental crust formation. They are agents by which subducted carbon is recycled on relatively short timescales of tens of Ma from the subducted slab in the sub-arc environment (blueschist or eclogite facies conditions) back to the atmosphere and hydrosphere. We cannot quantify carbon fluxes in this relatively shallow part of Earth’s deep carbon cycle unless we understand the magnitude of volatile fluxes from slab to arc volcanism. This will require high-pressure experimental studies as well as field studies of high-grade, carbonated metamorphic rocks in orogenic zones.

This in turn bears on estimates of carbon fluxes via subduction into the deeper mantle, and ultimately to the mantle transition zone or lower mantle. These estimates currently vary from 0 to 15 Mt/year. It appears likely that some carbon does escape relatively shallow recycling during subduction to sub-arc conditions based on studies of sublithospheric diamonds and their inclusions. If so, it may then be transported as part of the oceanic lithosphere to the deeper mantle. However, it remains unclear how the fO2 of the oceanic crustal components being subducted as part of the lithospheric package varies along the prograde path. This will
be a critical control on the ultimate fate of carbon in the oceanic crust. For example, as has been shown recently by Kiseeva et al.\textsuperscript{12} and Thomson et al.,\textsuperscript{13} carbonate in the mafic crust is unlikely to be subducted beyond the mantle transition zone, as it will melt to form carbonate liquids, which will segregate from their source and undergo redox freezing on contact with reduced peridotite wall-rock.\textsuperscript{138} However, if carbonate is reduced to diamond on the prograde path, melting will not occur, and in those cases where slabs enter the lower mantle, carbon will likely also be transported beyond the mantle transition zone.

Finally, we currently lack understanding of aspects of the return cycle of carbon from the deep upper mantle, mantle transition zone, or lower mantle to the surface. In particular, some sublithospheric diamonds originate from these very deep parts of the upper and lower mantle based on their mineral inclusions. However, it is unclear exactly how and where the kimberlites formed that host these diamonds and transported them to the surface. Did they form at deep upper-mantle, transition-zone, or lower-mantle pressures, or were the sublithospheric diamonds first transported from great depths during mantle convection and then entrained in kimberlites formed at depths just below the cratonic lithospheric mantle? Answering these questions will require careful high-pressure experimental studies in order to deepen understanding of the role of C–O–H volatiles in causing melting at depths in and around the transition zone.
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Questions for the Classroom

1 Describe the different forms in which carbon is believed to exist in Earth’s mantle. In which parts of the mantle are these different carbon-bearing species located and what is the evidence for their presence?

2 Explain how pressure, temperature, and $f\text{O}_2$ in Earth’s mantle influence the species present in different parts of the mantle (lower mantle, mantle transition zone, upper mantle) and different tectonic settings.

3 What are some of the reasons that carbonate melts inferred to exist in parts of the subcontinental lithosphere are considered to be highly effective metasomatic agents?

4 Carbonate is a widespread component of oceanic crust hydrothermally altered near mid-ocean ridges. When transported by plate tectonics to subduction zones, this carbonate may be recycled back into the mantle. Describe some of the processes that may influence the fate and redistribution of this subducted carbon in the fore-arc, sub-arc, and deeper environments.
How does $f_{O_2}$ vary within Earth’s mantle? What are the major controls on this variation and why is it important in understanding Earth’s deep carbon cycle?

Sublithospheric diamonds are believed to have formed at depths greater than the lithosphere–asthenosphere boundary (i.e. they did not form within the cratonic mantle lithosphere like the majority of kimberlite-borne diamonds). From where are they derived and how are they likely to have formed? What is the evidence for this?

The only currently active carbonatite volcano on Earth is Oldoinyo Lengai in Tanzania. How are the carbonatites erupted by this volcano different from all other known crustally emplaced carbonatites? Do some literature research to understand some of the hypotheses for the formation of Oldoinyo Lengai’s lavas and the possible reasons that they are so anomalous relative to other older carbonatites.

What are the likely reasons for the absence of crustally emplaced carbonatite melts in subduction zones?

Describe ways in which CO$_2$-rich silicate melts can form in Earth’s upper mantle. In what sorts of tectonic settings are these melts likely to erupt?

Draw a cross-section of Earth showing the main tectonic settings (e.g. mid-ocean ridge, subduction zone, intraplate volcanic setting, continental and cratonic setting, etc.) and illustrate the locations of major carbon reservoirs and the nature of the carbon-bearing species that may be present in each. Discuss processes by which carbon may move between these reservoirs.
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The Link between the Physical and Chemical Properties of Carbon-Bearing Melts and Their Application for Geophysical Imaging of Earth’s Mantle

FABRICE GAILLARD, NICOLAS SATOR, EMMANUEL GARDÉS, BERTRAND GUILLOT, MALCOLM MASSUYEAU, DAVID SIFRÉ, TAHAR HAMMOUDA, AND GUILLAUME RICHARD

7.1 Introduction: Toward a Geophysical Definition of Incipient Melting and Mantle Metasomatism

Geochemical observations on mantle xenoliths and experiments at pressure and temperature on CO₂- and H₂O-bearing mantle rocks have provided the widely accepted picture that melts and fluids are flowing and reacting within the solid mantle.¹⁻⁷ Whether this must be seen as a transient and local process or a broad and planetary-scale mantle dynamic is unknown.²,⁴,⁷ Understanding this could establish whether these melt advection processes explain some remote geophysical observations and could help with clarifying the geodynamic roles played by these melting dynamics. The question is rendered difficult since these melts may not be easily linked to the volcanic products reaching Earth’s surface; somehow, most of the mantle melting processes may produce melts that never leave the mantle and therefore remain inaccessible.

The fingerprints of such deep melts have been historically characterized by geochemical means: trace element abundances and some isotopic ratios of mantle xenoliths are modified by the reactive passage of these melts.²,⁴,⁶,⁸,⁹ Major element abundances and the modal proportions of minerals can also be significantly affected.⁶,⁸ All of this is named mantle metasomatism,²,⁸,⁹ and this process may explain some geophysical observations.²,¹⁰ Notably, mantle metasomatism has been characterized on lithospheric samples only, therefore representing the shallowest part of a deeper melting dynamic that will be presented hereafter.

The melt causing such modifications is usually not observable in mantle rocks and is also not generally found in most volcanic exposures (except for the enigmatic petit-spot volcanoes¹¹). Experimental petrology has therefore been used to reconstruct the chemical compositions of the parental melt coexisting at equilibrium with the solid mantle assemblage.³,⁵,⁷,¹²,¹³ Experiments at upper-mantle conditions have shown the key role of volatile species (i.e. H₂O and CO₂) in stabilizing CO₂-rich melts or fluid versus SiO₂-rich melts.¹,³,⁵,⁷,¹²,¹³ The take-home message of such experimental approaches is that, in the presence of volatiles, mantle melting can occur in most of the upper mantle;⁷ melting regions are commonly limited by redox process reactions favoring diamonds in the deep upper mantle and decarbonation reactions in the shallowest part of the mantle.⁵,⁷,¹⁴
The particularity of the mantle melting regime due the presence of H$_2$O and CO$_2$ is that it produces small amounts of melt (i.e. <1%) embedded within the solid mantle matrix. These small amounts of melt, named incipient melt, are directly linked to small amounts of H$_2$O and CO$_2$ (i.e. tens to thousands of part per millions (ppm)) being present in the mantle. These incipient melts are very CO$_2$ and H$_2$O rich. Their volatile-rich nature imparts physical properties to these melts that are at odds with the conventional basaltic products that reach Earth’s surface. A large part of this chapter will review the state of the art on the unconventional properties of these CO$_2$–H$_2$O-rich melts.

What are the origins of these melts? They are certainly diverse and linked to large-scale recycling processes, but broadly speaking, mantle convection (large or small scale$^{16-18}$) causes decompression melting in many mantle regions. In the upper mantle, convection occurs in the asthenosphere – the convective mantle. Upwelling regions undergo decompression and produce incipient melts. The asthenosphere remains enigmatic as we do not have any mantle xenolith samples from it. Mantle xenoliths are lithospheric, being part of the plates. The mantle metasomatic processes captured from mantle xenoliths therefore describe what happens to these melts when they reach the top of the convection limbs and meet the base of tectonic plates.

The repetitive passage of small amounts of melts and their freezing and reactivity with solids can result in major geodynamic modifications. Seminal examples of reactive transports of melts within an ancient lithosphere achieving a sort of completion are reported as cases of rejuvenation.$^{2,6}$ By this process, lithospheres, being thick, cold, depleted, and rigid lids, can become the warm, enriched, and soft asthenosphere. This means that the boundary between the nonconvective and the convective mantle, the so-called lithosphere–asthenosphere boundary (LAB), must be partly controlled by melt advection–reaction processes.$^{2,4}$ The LAB must be, at a geological timescale, a movable boundary. Notably, though this is not further discussed here, in addition to mass transfer processes, melt advection at the LAB also conveys heat (including latent heat$^{19}$).

A critical issue is whether such small melt fractions can be detected using remote geophysical probing of the electrical conductivity (EC) and seismic properties of Earth’s mantle.$^{20,21}$ This requires the long-studied geochemical processes of mantle melting and metasomatism to be converted into the physical numbers that are addressed by geophysical probing. This also requires issues regarding the fluid mechanics of melt advection in the mantle to be tackled (i.e. how fast the incipient melt moves with respect to conventional convection rates and plate velocities).

Here, we address the stability domains, the atomic structures, and the physical properties of these incipient melts together with their connectivity at small-volume fractions in mantle aggregates. The objective of this assessment is to highlight the possible links between mantle melting–metasomatism and the geophysical observations that supposedly mark the LAB.

These geophysical observations indicate bright contrasts between resistive mantle lids also featuring high seismic wave velocities ($V_p$ and $V_S$) and the underlying conductive mantle$^{22,23}$ also featuring low $V_S$.$^{23-25}$ The seismic discontinuities have been named as the
Gutenberg discontinuity (G)\textsuperscript{25} and the underlying region is the low-velocity zone (LVZ). This broad description is not a rule, as there are specific settings where such bright contrasts are not clearly observed, such as beneath cratons\textsuperscript{26} and in the enigmatic NoMelt area,\textsuperscript{27} a setting in the Pacific Ocean where no geodynamic perturbations seem to operate. We also note that the depth of this geophysical discontinuity varies from being shallow beneath oceanic plates (50–90 km) to being deep (and elusive) under cratons (>200 km). The cause of low $V_S$ and high conductivity remain debated; it does not have to be a unique cause, but a common explanation would be an elegant simplification. Whether these discontinuities reveal the ponding of melts is an increasingly accepted though still debated concept.\textsuperscript{23,25} Here, we will focus on the melting processes that are able to cause anomalously high ECs because the effect of melting on the genesis of the LVZ remains elusive.\textsuperscript{25}

7.2 CO$_2$-Rich Melts in the Mantle: Stability, Composition, and Structure

7.2.1 Partial Melting in the Presence of CO$_2$ and H$_2$O: Incipient Melting

The fluxing effect of volatiles on silicate melting has been long recognized.\textsuperscript{1,3,5,7,12–14} In the case of mantle melting, the effects of H$_2$O and CO$_2$, whether separately\textsuperscript{3,12,14,28} or mixed,\textsuperscript{1,3,7,13,29,30} have been investigated. It is clear that peridotite systems equilibrated with H$_2$O–CO$_2$ mixtures have been poorly investigated in comparison to the (nominally) CO$_2$-only bearing system.\textsuperscript{5}

Figure 7.1 summarizes the main features for the case of melting at undersaturated CO$_2$–H$_2$O fluid conditions. In the temperature region below the fluid-free high-pressure solidus, the amount of melt is controlled by the low amount of available fluid. This melting regime is incipient melting. In the incipient melting regime, several cases must be highlighted.

For pressures less than 2 GPa (corresponding to depths of less than 60 km), the solidus is weakly depressed. In this pressure range, the solubility of CO$_2$ in silicate melts is low, most CO$_2$ is in the fluid, and the solidus is controlled by the availability of water.\textsuperscript{28}

At ~2 GPa, the CO$_2$ of the fluid reacts with the silicates, yielding carbonate mineral formation. This carbonation reaction has the effect of strongly depressing the solidus temperature, and the carbonate ledge (i.e. nearly isobaric melting curve) is developed in the phase diagram. Melts at the solidus are carbonatitic.\textsuperscript{1,3,7,29} Away from the solidus, hydrated silicate melting takes places and the melt compositions shift from carbonatitic to carbo-hydrous silicates.\textsuperscript{3,7,29} As long as the temperature remains below that of the fluid-free solidus, the amount of produced melt is controlled by the fluid availability. Major melting only happens as the fluid-free solidus is crossed (temperature >1350°C at 2 GPa).

As pressure is further increased, the CO$_2$–H$_2$O fluid may be reduced by interaction with mantle silicates.\textsuperscript{3,5,13,14} Along the mantle geotherm, carbonate reduction following this reaction would occur at about 120–250 km depth.\textsuperscript{5,14} In the presence of hydrogen, a mixed CH$_4$–H$_2$O fluid is formed.\textsuperscript{13} In this fluid, water activity is lowered, resulting in increasing solidus as depth (and therefore reduction) increases. The solidus evolution caused by fluid reduction at high pressure is indicated by the dashed line with arrows in Figure 7.1.
7.2.2 Carbonate to Silicate Melts in Various Geodynamic Settings

Following this broad picture of the process of incipient melting, we present here the range of melt compositions produced in various geodynamic settings. Two end-member cases are illustrated: adiabatic conditions showing regions where volcanism occurs at Earth’s surface versus intraplate conditions showing mantle melting without volcanism.

**Figure 7.2** illustrates melting along an adiabatic mantle (i.e. convective mantle) involving various H$_2$O- and CO$_2$-enrichments$^{15}$ and a potential temperature of 1360°C. The

---

**Figure 7.1** Pressure–temperature plot showing the stability fields for different types of mantle melt as a function of the volatile contents. Different geotherms (10 My, 80 My, cratons) are superimposed. The CO$_2$-bearing hydrous peridotite solidus is calculated from the combination of solidus temperatures of Ref. 1 from 0 to ~4 GPa and Ref. 13 at higher pressures. We connected the melting curve of CO$_2$-bearing hydrous peridotite to that of the dehydration solidus of nominally anhydrous peridotite$^{28}$ (considering peridotite with 460 ppm H$_2$O) at low pressures.

---

**7.2.2 Carbonate to Silicate Melts in Various Geodynamic Settings**

Following this broad picture of the process of incipient melting, we present here the range of melt compositions produced in various geodynamic settings. Two end-member cases are illustrated: adiabatic conditions showing regions where volcanism occurs at Earth’s surface versus intraplate conditions showing mantle melting without volcanism.

**Figure 7.2** illustrates melting along an adiabatic mantle (i.e. convective mantle) involving various H$_2$O- and CO$_2$-enrichments$^{15}$ and a potential temperature of 1360°C. The
calculated melts define an array of compositions ranging from low to high silica content in response to decompression melting: incipient melts evolving from carbonatite (i.e. <15 wt.% SiO₂), to carbonated basalts (15–50 wt.% SiO₂), to alkali basalts (SiO₂ >40 wt.%). Hereafter in the chapter, some of these compositions are used as reference compositions for which density, viscosity, and EC are defined (stars in Figure 7.2; see Section 7.3). Decreasing the bulk volatile contents decreases the absolute depth and the depth interval at which the equilibrium melt composition changes from carbonate to silicate melts: while the volatile-enriched mantle can produce silicate-bearing liquids down to 250 km, the volatile-depleted case shows an abrupt shift in composition at ~100 km depth within a ~10–20-km interval. This indicates that dry systems must have a greater tendency for carbonate–silicate immiscibility. Notably, Figure 7.2 does not consider the possibility of redox melting at ~250 km depth.

Figure 7.3 illustrates the nature of equilibrium partial melts formed in an intraplate thermal regime considering both CO₂–H₂O depleted and enriched mantles. A young plate (10 Ma, red), an intermediate plate (80 Ma, green), and a craton (gray) are illustrated. These lithospheres of variable ages, and therefore variable thicknesses, can host melts with contrasting and strongly depth-dependent compositions. These lithospheres overlay a convective mantle having an age-independent pressure–temperature–melt composition pattern. The lithospheric and convective mantles are, by definition, separated by a thermal boundary layer, the LAB, separating the diffusive (lid) and the adiabatic (convective) mantles. To what extent discontinuities in ECs and seismic wave velocities map the depth of this thermal LAB is a matter of a great debate. The depth range of the putative seismic G as broadly compiled from various studies and for various geodynamic environments is shown in Figure 7.3. Notice that G values are reported at depths of ~60–80 km for oceanic
lithospheres of variable ages (0–120 Ma),\textsuperscript{23,25} while the conventional LAB depths for similar lithospheric ages vary over a range of 0–110 km.\textsuperscript{31} We must also notice that the seismic signal of \textit{G} may be manifold and feature variable depth–age relationships.\textsuperscript{32}

The broad correspondence between the stability field of incipient melting and the geophysical signals supposed to mark the LAB has long been known.\textsuperscript{3,4,7,20,30,33} These observations must be advanced by considering the physical properties of incipient melts and how they impact the mantle rock properties near to the LAB.

### 7.2.3 Structural Differences between Silicate and Carbonate Melts

From a structural viewpoint, silicate and carbonate melts are opposites. However, they are end members of a continuum going from network-forming iono-covalent silicate liquids (e.g. silica) to ionic carbonate liquids (e.g. molten salts). The former are characterized by their degree of polymerization\textsuperscript{34} (estimated from the NBO/T ratio, with “NBO” being the number of nonbridging oxygens and “T” the number of tetracoordinated cations, Si and Al), whereas the latter are fully depolymerized, with the liquid structure being controlled by the size ratio between anions and cations and by the ion valence state.\textsuperscript{35} The microscopic structure of silicate melts is also quantified using structural indicators such as the $Q_n$ species (with $n = 0–4$, where “$n$” is the number of TO$_4$ tetrahedra sharing a common
oxygen) and the coordination numbers associated with the network-forming and network-modifying cations (e.g. $N_c \approx 4$ for Si and Al, and $N_c \approx 5–8$ for Fe, Mg, Ca, and Na).

In carbonate melts, experimental and simulation studies have shown that the number of carbonate ions (playing the role of $O_2^–$ in silicate melts) around Mg and Ca is about five to six, with one oxygen of each carbonate ion pointing preferentially toward the cation (with $d_{Mg-O} = 2.0$ Å and $d_{Ca-O} = 2.35$ Å, distances similar to those found in silicate melts), whereas the number of carbonate ions around each carbonate is about 12, a value similar to the oxygen coordination number in depolymerized silicate melts. The self-diffusion coefficients ($D$) of Mg$^{2+}$, Ca$^{2+}$, and CO$_3^{2–}$ are of the same order of magnitude, contrary to silicate melts in which the $D$ values of network-forming ions (e.g. Si and O) are much smaller than those of network-modifying ions (e.g. Mg and Ca). In carbonate melts, cations and anions exchange with each other at the same rate, preventing network formation, which is at odds with silicate melts where network formation occurs.

As a silicate component is added to a carbonate melt, recent spectroscopic studies and molecular dynamics (MD) simulations indicate that the carbonate ions are preferentially linked to alkaline earth cations, as in carbonate melts (Figure 7.4). The silicate-forming network therefore mixes poorly with the carbonate units. This atomic configuration reveals a two-subnetwork structure in carbonated basalts, reflecting a tendency to immiscibility, though this has been observed in samples quenched into clear glassy structures that do not show immiscibility. The link between a two-subnetwork atomic structure and macroscopic separation in a two-liquid system remains unclear despite its major geochemical importance. Finally, the transport properties of such a melt are difficult to predict a priori, as the silicate component implies high viscosity while the carbonate component implies low viscosity.
7.3 Physical Properties of CO₂-Rich Melts in the Mantle

7.3.1 Evolution of the Melt Density with Composition, CO₂, and H₂O Contents

It is well documented that the incorporation of both CO₂ and H₂O decreases the density of silicate melt. Establishing quantitative models describing this decrease as a function of the volatile content, melt composition, and pressure–temperature remains challenging, however. For illustration, we have evaluated by MD simulation the density evolution of the CO₂-bearing melt (H₂O free for technical reason, since melts containing both CO₂ and H₂O cannot be run) along the adiabatic geotherm used in Figure 7.2. The melt composition and its CO₂ content change along this adiabatic path (from a CO₂-rich kimberlitic composition at 8 GPa to a CO₂-poor basaltic composition at 2 GPa). The resulting density–pressure path is shown in Figure 7.5 ("melt + CO₂"). For the sake of comparison, the density evolutions of two CO₂-free compositions – a basalt and a kimberlite – are also reported in Figure 7.5. It is clear that, at 2 GPa, the addition of 4 wt.% CO₂ (to the basaltic composition) has a small effect on the melt density, whereas at 8 GPa, addition of 28 wt.% CO₂ causes a large density drop (notice the huge density contrast between the CO₂-free and CO₂-bearing kimberlitic melts at 8 GPa). However, it is noteworthy that along the chosen thermodynamic path, the melt also contains a significant amount of H₂O (from 8–9

Figure 7.5 Effects of H₂O and CO₂ on the melt density curve as a function of pressure. (a) Calculations of melt density are performed for the melts produced along the adiabatic path of Figure 7.2. The black dots correspond to the chemical compositions marked by stars in Figure 7.2. Open symbols are H₂O free and full symbols contain both CO₂ and H₂O. Values along the line “melt + CO₂” indicate the CO₂ content in wt.%, and those along the line “melt + CO₂ + H₂O” indicate the CO₂ content (first number) in wt.% and the H₂O content (second number) in wt.%. The effects of H₂O content on the compressibility curve of a basaltic melt (red) and a CO₂-free kimberlitic melt (blue) are given for comparison. (b) The evolution of the partial molar volumes of CO₂ and H₂O as a function of pressure at 2000 K as given by the Vinet equation of state for CO₂ \(^{51}\) and for H₂O \(^{49}\). Notice that these partial molar volumes are independent of the melt composition. The temperature dependence of VCO₂ is negligible in the range 1673–2000 K.
wt.% H2O at 8 GPa to 2–3 wt.% at 2 GPa). We have reported in Figure 7.5 the density curve of a basaltic melt with 2.5 wt.% H2O and of a (CO2-free) kimberlitic melt incorporating 8 wt.% H2O. Briefly, along the chosen geotherm, the melts must be increasingly less dense with increasing pressure in comparison to conventional basaltic liquids. This yields an apparent lesser compressibility due to CO2 incorporation.

To generalize these density curves, we will assume ideal mixing between CO2, H2O, and the silicate melt:

\[ V(T, P) = x_{\text{H}_2\text{O}} V_{\text{H}_2\text{O}}(T, P) + x_{\text{CO}_2} V_{\text{CO}_2}(T, P) + (1 - x_{\text{H}_2\text{O}} - x_{\text{CO}_2}) V_{\text{sm}}(T, P), \tag{7.1} \]

where \( V(T, P) \) is the molar volume of the volatile bearing melt, \( V_{\text{H}_2\text{O}}(T, P) \) is the partial molar volume of H2O in the melt, \( V_{\text{CO}_2}(T, P) \) is the partial molar volume of CO2 in the melt, and \( V_{\text{sm}}(T, P) \) is the molar volume of the volatile-free silicate melt. It has been shown\(^40,46,47\) that the assumption of ideal mixing is very accurate when only one volatile species is considered, and we will assume that this assumption still holds in the presence of both H2O and CO2.

\( V_{\text{sm}}(T, P) \) is given with a very good accuracy (±1%) by a third-order Birch–Murnaghan equation of state parametrized either from density measurements\(^48\) or using MD calculations.\(^39\) For \( V_{\text{H}_2\text{O}}(T, P) \), we adopt the Vinet equation of state,\(^49\) which is based on the partial molar volume data of water in various melts (78 wt.% SiO2 to 35 wt.% SiO2, 1473–2573 K, and 1–20 GPa). Astonishingly, experimental and simulation studies\(^39,47\) show that \( V_{\text{H}_2\text{O}}(T, P) \) is independent of water concentration and depends very little on the melt composition. For this reason, we can describe for any melt composition the evolution of \( V_{\text{H}_2\text{O}}(T, P) \) with pressure and temperature (see Figure 7.5b). Similarly, empirical measurements and MD simulation studies\(^38,40,50–53\) show that the value for \( V_{\text{CO}_2}(T, P) \) depends very little on the melt composition, while in all these studies CO2 is found to be much less compressible than H2O in silicate melts. Changes in \( V_{\text{CO}_2}(T, P) \) along the geotherm were calculated using the Vinet equation of state.\(^51\)

The density curve of the H2O–CO2-bearing melts is shown in Figure 7.5 (see the curve entitled “melt + CO2 + H2O”). As expected, the influence of H2O content on the density curve of the carbonated silicate melt is significant (compare the two curves with and without H2O). We also note that the volatile-bearing melt becomes more buoyant as pressure increases.

### 7.3.2 Transport Properties: Viscosity–Diffusion

That carbonatite melts have unconventional transport properties in comparison to mantle silicate melts has long been clear to the research community, but acquiring robust quantitative data at the relevant pressure and temperature conditions has been challenging.\(^35\) The first hints were indirectly found using analyses of molten salts,\(^35\) which are well studied at atmospheric pressures by material scientists. MD have then provided insights on viscosity and diffusion properties\(^54\) at various pressures and temperatures, and Dobson et al.\(^55\)
provided the first *in situ* viscosity measurements at various pressures and temperatures. A significant step in our understanding of the transport properties of molten carbonates was realized by MD calculations,\textsuperscript{37} which, together with high-precision viscosity measurements,\textsuperscript{56} recently provided an internally consistent model. All of this indicates that carbonate melts have viscosity values of ~0.01 Pa/s with small to negligible temperature and melt chemical composition dependences. As these are ionic liquids in which all ionic groups move at similar rates, viscosity and ionic diffusion properties are closely linked.\textsuperscript{37} This has been made clear experimentally,\textsuperscript{57} with a remarkably simple relationship existing between the viscosity and EC of carbonate melts in the system Na\textsuperscript{–}K\textsuperscript{–}Ca\textsuperscript{–}Mg\textsuperscript{–}CO\textsubscript{3}: \(\log \eta = \log \sigma\). As EC corresponds to the charge transfers due to the transport of all ionic groups, this essentially means that the ionic groups constituting carbonate melts have diffusion coefficients of \(~10^{-9}\) m\textsuperscript{2}/s. Notably, this also matches diffusion-limited processes such as those from melt infiltration experiments in olivine aggregates.\textsuperscript{58} This relatively well-established model of the transport properties of molten carbonate contrasts with our poor understanding of the physical properties of mixed carbonated basalts (e.g. kimberlites).

These findings have motivated a series of MD simulations determining the viscosity of hydrated carbonated silicate melts (Figure 7.6). The investigated compositions are those shown in Figure 7.2, and they globally correspond to a temperature range 1360–1440\textdegree C (pressure = 2–8 GPa; Figure 7.6). From carbonate to basalt melts, the viscosity increases by 2.5 log units, and it follows a logarithmic relationship with the melt SiO\textsubscript{2} content. Such variations due to changes in melt composition clearly overwhelm the expected changes due to pressure and temperature (\(\Delta T\) of 150\textdegree C implies a change in basalt viscosity of ~0.5 log units). We noticed that the calculated viscosity change from carbonate to basalt melts

---

**Figure 7.6** Viscosity changes as a function of melt silica content in dry carbonated melts (left) and as a function of H\textsubscript{2}O content in CO\textsubscript{2}-free melts (right). The conditions of calculation are 1400–1450\textdegree C and 2–8 GPa. Left: the melt compositions change from carbonatite (0 wt.% SiO\textsubscript{2}) to basalt (45 wt.% SiO\textsubscript{2}); both MD calculations (this work) and experimental measurements\textsuperscript{56} are shown. Right: the effect of water on the viscosity of silicate melts; basaltic, peridotitic, and kimberlitic melts are similarly affected by water. MORB = mid-ocean ridge basalt.
exceeds that which has been experimentally determined. This is not surprising since Kono et al. considered CaSiO₃ melts as silicate melt end members instead of basalts (i.e. Al-bearing systems) in our case. Interestingly, we notice that the logarithmic relationship still holds, but the slope differs. The effect of water has been addressed for three different CO₂-free compositions (basalt, peridotite, and kimberlite) and it also shows a logarithmic relationship. The magnitude of the viscosity change due to water incorporation in the melt is much less than that described upon changing from carbonate to basalt, but an important point is that the effect of water is independent of the melt chemical composition: addition of 1 wt.% H₂O decreases the melt viscosities by ~0.1 log units for all melt compositions. This implies that the following relationship can describe the viscosity changes of hydrated melts having a composition between carbonate (0 wt.% SiO₂) and basalts (45 wt.% SiO₂):

\[
\log \eta (\pm 0.2) = [0.055 \times \text{SiO}_2(\text{wt}\%)] - 2.00 - [0.104 \times \text{H}_2\text{O}(\text{wt}\%)].
\] (7.2)

In this relationship, notice that the effects of pressure and temperature are neglected. These effects were determined in basalts, but the above equation quantifies an effect of melt chemical compositions being much greater than the expected pressure–temperature effects (see arrows in Figure 7.6).

### 7.3.3 Electrical Conductivity

The EC of mantle melts is an important geophysical property as it may guide the interpretation of magnetotelluric data. Conductivities in specific regions of Earth’s mantle reaching or exceeding 0.1 S m⁻¹ have long been considered as anomalously high. Several interpretations are possible, including water in olivine (which is, however, a controversial issue), hydrated basalts, and carbonatite. Carbonatite melts and hydrated basalts are not singular geological objects, but they constitute end-member products of incipient melting. Carbonated basalts, constituting intermediate compositions between carbonatites and hydrated basalts, form the dominant melt compositions featuring incipient melting. Incipient melting could therefore be mapped from mantle EC, offering the exciting prospect of a direct visualization of the deep carbon and water cycles using geophysical data. This has motivated several recent experimental and theoretical surveys. A summary of these surveys is shown in Figure 7.7, delineating the conductivity–temperature domains for dry and hydrated basalts, kimberlites, and carbonatites. Carbonatites at mantle pressure and temperature have conductivities exceeding 200 S m⁻¹, while carbonated basalts (e.g. kimberlites) are in the range 30–200 S m⁻¹. Sifré et al. proposed a model describing the changes in conductivity as the melt chemical composition evolves from carbonate to basalt melts:

\[
\sigma_{\text{model}} = \left( \sigma_{\text{basalt}} \times \exp \left( \frac{-E_{\text{basalt}}}{RT} \right) \right) + \left( \sigma_{\text{CO}_2} \times \exp \left( \frac{-E_{\text{CO}_2}}{RT} \right) \right).
\] (7.3)
Figure 7.7 shows the effect of incipient melting on the conductivity of mantle rocks along the adiabatic path of Figure 7.2. It shows that the depleted mantle produces moderately high ECs ($<0.1 \text{ S m}^{-1}$), while the enriched mantle produces conductivities that match or exceed most geophysical assessments ($>0.1 \text{ S m}^{-1}$). Given that the mantle source of mid-ocean ridge basalts (MORBs) varies in CO$_2$ content from 20 to 1200 ppm, this implies that mantle ECs may vary by greater than an order of magnitude.

### 7.4 Interconnection of CO$_2$-Rich Melts in the Mantle

Carbonate melt–olivine wetting angles $\theta$ were found to range narrowly around 30$^\circ$ (23–36$^\circ$) over various experimental conditions (1200–1400°C, 0.5–3.0 GPa, CaMg(CO$_3$)$_2$, Na$_2$CO$_3$, K$_2$CO$_3$, and CaCO$_3$ ± H$_2$O carbonate compositions).$^{66,67}$ Thus, similarly to silicate melts, carbonate melts have <60$^\circ$ wetting angles. This implies that they should form interconnected networks at any melt fractions according to theories of melt equilibrium distribution.$^{68}$ This has consequences for transport properties in mantle rocks.

One of the most employed and powerful tools for investigating melt interconnectivity is *in situ* EC measurement in high-pressure and high-temperature apparatus. EC measurements provide bulk electrical responses of partially molten samples at mantle conditions. *In situ* measurements are also of particular importance for carbonated melts since they are
hardly quenchable, and thus post mortem characterizations may be misleading. In situ EC measurements were measured at 1377°C and 3 GPa on mixtures of olivine and dolomitic melts with ~10–20 wt.% SiO₂. Measured bulk conductivities are significantly enhanced compared to melt-free solid conductivities over the range of investigated melt fractions (down to 0.7 vol.%). As illustrated in Figure 7.8, the data are remarkably well reproduced by the Hashin–Shtrikman upper-bound (HS+) model:

\[
\sigma_{\text{bulk}} = \sigma_{\text{melt}} + (1 - \phi) \left( \frac{1}{\sigma_{\text{solid}} - \sigma_{\text{melt}}} + \frac{\phi}{3 \sigma_{\text{melt}}} \right)^{-1},
\]

where \( \phi \) is the melt volume fraction, \( \sigma_{\text{melt}} \) and \( \sigma_{\text{solid}} \) are the conductivities of melt and solid end members, respectively, and \( \sigma_{\text{bulk}} \) is the conductivity of the mixture.
This result is rather unexpected since the HS+ model considers a liquid–solid system where the liquid completely wets the matrix grains (no solid–solid contact), which is for $\theta = 0^\circ$ according to melt equilibrium distribution theories. For systems with $0^\circ < \theta < 60^\circ$ (i.e. where interconnections occur via tubules along grain edges), the tube mixing model is expected:

$$\sigma_{\text{bulk}} = \frac{1}{3} \varphi \sigma_{\text{melt}} + (1 - \varphi) \sigma_{\text{solid}}.$$  (7.5)

However, this model does not reproduce the experimental data (Figure 7.8). This highlights at least three points: (1) the wetting angles could have been overestimated and grain boundary wetting overlooked; (2) some of the simplifying assumptions of melt equilibrium distribution theories (e.g. equally sized spherical grains, no anisotropy) might significantly depart from actual systems; and (3) the tube model might underestimate the conductivity of actual melt–solid geometries and the HS+ model might also, though fortuitously, apply to tubular melt distributions.

Evidence for the interconnection of CO$_2$-bearing melts down to very small fractions has been provided using “diffusion-sink” experiments in the Na$_2$CO$_3$–olivine system at 1300°C and 1 GPa with carbonate additions as low as ~0.001 wt.%. In these experiments, iron is lost from olivine and diffuses via the molten intergranular medium into a platinum sink placed at the top of the sample as a proxy for melt interconnectivity. Figure 7.8 illustrates the iron bulk diffusivities as a function of melt fractions. In Figure 7.8, we converted added Na$_2$CO$_3$ weight content to the melt volume fraction by taking into account that the melt dissolves ~30 wt.% olivine (~14 wt.% SiO$_2$; weight to volume fraction conversion factors of ~1.5). The striking point is that significant diffusivity enhancement occurs down to below 0.01 vol.% melt. We have to highlight here that our interpretation differs from that of Minarik and Watson, who concluded that carbonated melt interconnectivity stops at 0.03–0.07 wt.% added carbonate (~0.04–0.10 vol.% melt). They based their conclusion on the fact that the longest experiments (95–127 hours) do not yield increases in bulk diffusivities (Figure 7.8), while they are the most likely to reach textural equilibrium. However, millimetric melt migrations can be achieved in less than 1 hour in the Na$_2$CO$_3$–forsterite system at 1300°C and 1 GPa, with a melt distribution along grain edges consistent with textural equilibrium. Thus, the shortest experiments (5 hours) of Minarik and Watson were very likely all texturally equilibrated. Conversely, it is possible that some melt was lost from the charges into the surrounding graphite medium in the longest experiments. When ignoring the four longest runs (95–127 hours), the remaining runs (5–49 hours) roughly follow a trend that is intermediate between the bulk diffusivities of pure molten carbonate/olivine mixing and that of CO$_2$-free molten silicate/olivine mixing. There might be a gap at ~0.07 vol.% melt, which requires corroborations, but it is not an interconnection stoppage, since bulk diffusivity enhancement is still observed down to 0.007 vol.%.

To sum up, wetting angle measurements indicate that CO$_2$-rich melts should form interconnected networks at any melt fraction in mantle rocks according to melt equilibrium.
distribution theories. This is validated by experiments down to below 0.01 vol.% melt. No interconnection stoppage can be clearly evidenced. The lowest melt fraction so far investigated in silicate melt/mantle rock systems (i.e. 0.15 vol.%) also reveals conductivity enhancement. From 100 down to ~1 vol.% melt, the bulk transport properties of carbonated melt-bearing mantle rocks (e.g. EC, mass transfer, etc.) can be calculated using the HS+ mixing model. Whether the HS+ model still applies down to very small melt fractions (<0.01%) remains to be elucidated. These results stem from experiments using high-pressure apparatus where grain size is typically in the order of ~10 µm. Both melt interconnectivity and melt wetness increase as a function of grain size, and thus should be strongly enhanced by millimetric grain sizes in the mantle.

7.5 Mobility and Geophysical Imaging of Incipient Melts in the Upper Mantle

7.5.1 Melt Mobility as a Function of Melt Composition

Knowledge of melt compositions and their viscosities (Sections 7.2 and 7.3) and evidence for their interconnection at very small melt fractions (Section 7.4) allow us to estimate the mobility of small fractions of CO₂-rich melts in the upper mantle. The mobility of a fluid embedded in a solid matrix is commonly addressed using the well-known Darcy’s law. According to Darcy’s law, the melt mobility is due to buoyancy (δρg) and is favored by low viscosity of the fluid (ηf) and high permeability (k(Φ)):

\[ V = \frac{k(\Phi)}{\eta_f} \delta \rho g. \] (7.6)

In the case of mantle incipient melting and metasomatism, permeability goes down to very small values. Viscosity of the liquids increases by more than two orders of magnitude as the melt changes from carbonatite to basalt (Figure 7.7), while density variations are moderate (at 2 GPa, density changes from 2.4 to 2.8 g cm⁻³ from carbonatite to basalt). Permeability is related to the degree of melting (porosity) as:

\[ k(\Phi) = \frac{d^2}{C \Phi^n}, \] (7.7)

where \( d \) is the grain size, \( \Phi \) is the melt fraction (variable), and the parameters \( C \) and \( n \) are empirical values.

Here, we address the mobility of three types of incipient melts: carbonatites, carbonated basalts, and hydrated basalts. We assume a mantle grain size of 1 mm and we use an experimental permeability law that is based on observations of samples with basaltic melt contents in the range of 1.5–18.0 vol.% (\( C = 58 \) and \( n = 2.6 \)). We therefore operate an extrapolation toward much smaller melt fractions, which is justified in Section 7.4.

As is shown in Figure 7.9, carbonatites are very mobile, reaching velocities in the order of centimeters per year, even at melt fractions as low as 0.1 vol.% (typical of mantle
metasomatism\(^2,4,6–8\)). Hydrated basalts can move as fast as carbonatites when they have at ten times greater melt fractions (i.e. 1 vol.% hydrated basalt moves as fast as 0.1 vol.% carbonatites). A velocity of 1 cm yr\(^{-1}\) (0.1% of carbonatite melt) is high, but this only corresponds to 10 km of ascent within 1 Myrs. Nevertheless, ten times greater velocities are reached at 0.2–0.3% carbonatite. Furthermore, compaction processes, which are not considered here, must enhance the melt velocities.\(^{19}\) This simple analysis implies that carbonatites can be efficient metasomatic agents operating over long distances at geological timescales, as has been suggested many times.\(^2,4,6,7,9,58\) Hydrated basalts can have similar metasomatic roles if present at melt fractions exceeding 2–3%.

In the most depleted mantle sources containing <100 ppm CO\(_2\), incipient melts are not mobile due to too small melt fractions (i.e. <0.02 vol.% carbonatite). In contrast, carbonatite melts formed in the most enriched mantle are very mobile (>10 cm yr\(^{-1}\)). Such a high mobility implies that these melts would rapidly migrate and would hardly be preserved if in physical contact with their source. This also implies unavoidable mixing processes in the column of melting where deep incipient melts rise fast and mix.

Figure 7.9 The melt vertical velocity at mantle depth versus melt fractions during incipient melting. Carbonatites, carbonated basalts, and hydrated basalts are shown. Carbonatites (containing 40 wt.% CO\(_2\)) are labeled in equivalent ppm CO\(_2\) contents in the bulk rock. This concentration range covers depleted to enriched MORB sources.\(^{15}\) The basalt contains 2 wt.% H\(_2\)O and 0.2 wt.% CO\(_2\), while the carbonated basalt contains 2 wt.% H\(_2\)O and 15 wt.% CO\(_2\).
with upper-mantle regions (Figures 7.2 and 7.3), where melts produced at 200 km depth would rise fast and mix with the melts produced at shallower levels. The radioactive disequilibria found in MORBs have already been interpreted considering these mixing processes, but how they impact the highly variable CO$_2$/Nb ratios of MORBs remains unaddressed.

### 7.5.2 EC versus Mobility of Incipient Melts

The identification of the exact nature of the melts responsible for high EC anomalies in the mantle is critical. It would allow us to decipher whether these electrical anomalies reflect lithospheric processes, being cold and involving carbonatites, or asthenospheric processes, being warm and involving (hydrated) basalts. If the electrical anomalies result from carbonated basalt (low-SiO$_2$) melts, they may indicate both asthenospheric and lithospheric processes, since these melts can be stable in both domains (see Figure 7.3).

We calculate that incipient melting of a peridotite can produce an electrical anomaly ($\sim$0.1 S m$^{-1}$) if it contains 0.1 ± 0.04% of carbonatite melts, 0.3 ± 0.15% of carbonated basalts, or 1–6% of hydrated basalts at 1350°C and 3 GPa (Figure 7.10). Note that the calculation is only weakly dependent on temperature given the low temperature dependence of the EC of incipient melts (Figure 7.7).

The comparison of Figures 7.3 and 7.10 indicates that electrical anomalies in a young plate (<10 Ma) at ~80 km depth can reasonably be matched with hydrated basalts, while deeper anomalies observed beneath older plates (i.e. >50 Ma) may match any kind of CO$_2$-rich melt. The mobility of melts produced during incipient melting conditions matching a conductivity of 0.1 S m$^{-1}$ are reported in Figure 7.10. Both carbonatite and the hydrated basalt cases yield the highest velocities, favoring melt extraction, while carbonated basalts (low-SiO$_2$ melts) yield minimum velocities, favoring melt stability. Whether melts can be stabilized and detected by geophysical means therefore depends on the convection velocity of the mantle sourcing the melts. Highly mobile melts such as >0.1 vol.% carbonatite or 3 vol.% basalts can be detected in settings with mantle velocities of ~10 cm yr$^{-1}$ or more (e.g. the center of mantle plumes feeding volcanic hotspots such as Hawai or the East Pacific Rise).

Away from these extreme geodynamic settings, many types of convections can occur in the mantle at rates in the range 0.1–1.0 cm yr$^{-1}$. There, the most likely type of incipient melts producing high conductivity are carbonated basalts. These melts contain 30–40 wt.% SiO$_2$, implying that their viscosity is close to that of basalt but with enhanced EC, as their CO$_2$ contents are ~10–20 wt.%. About 0.3 ± 0.15% of such melts are required to produce high EC. This corresponds to 180–440 ppm CO$_2$ in the mantle. Notably, these melts resemble petit-spot volcanism. These CO$_2$-rich melts are believed to remain in the mantle beneath plates and to be extracted when particular stress regimes just ahead of subduction zones trigger diking at a lithospheric scale.
7.6 Conclusions

Due to the presence of small amounts of CO₂ and H₂O in Earth’s mantle, incipient melting can occur in the regions close to the LAB. The produced melts have unconventional physical properties such as low densities, low viscosities, high diffusion rates, and high ECs, but there are strong interplays between the chemical compositions and physical properties of these melts. In a melting column (e.g., in ridges (Figure 7.2) or intraplates (Figure 7.3)), the structural composition of the produced incipient melts greatly changes from ionic to polymerized as a function of depth. This must cause a series of extraction–accumulation processes, so far unidentified, which are critical in our interpretation the geophysical and geochemical fingerprints of magmatism. Notably, these incipient melts remain interconnected even at very small melt fractions. This implies that a broad distribution of interconnected incipient melts can impact geophysical observations. On the other hand, interconnected low-viscosity melts also mean high melt mobility, which speaks

Figure 7.10 Incipient melting conditions producing high EC and the corresponding melt mobility. (Top) The range of melt fraction–melt compositions producing high ECs; three curves corresponding to three values of conductivity are shown. (Bottom) The mobility of incipient melt at the melt content required to produce high EC. A minimum in melt mobility appears in the case of carbonate basalts, while carbonatites and hydrated basalts are very mobile.
against their stability within their source regions. In particular, for the incipient melting conditions capable of producing geophysical anomalies, melt extraction must occur rapidly at a geological scale. Production–extraction of incipient melts must therefore be considered altogether within the convective mantle.

7.6.1 LAB versus Geophysical Discontinuities

The LAB is a concept assuming that Earth’s upper mantle is composed of two layers: the lower one, the asthenosphere, being adiabatic (convection controls heat transport); and the upper one, the lithosphere, being diffusive (diffusion dissipates heat). The electrical and seismic discontinuities mapped worldwide supposedly mark these boundaries, but the magmatic processes at the LAB and their geophysical visibility remain debated. The analysis provided in this chapter shows that several types of incipient melting can produce high mantle ECs. These melting processes can be lithospheric or asthenospheric, and therefore geophysical discontinuities may not image the LAB, but rather illuminate the dynamics of melting and melt transfers in the region of the LAB. Furthermore, geochemical observations have long defined the LAB as a movable boundary; that is to say, melt productions, melt infiltrations, and mantle metasomatism can cause major modifications of lithospheric roots.

Anomalous EC and regions with low seismic velocities have been mapped in many mantle region. A broadly distributed LVZ beneath oceanic domains is deduced from large-scale surveys, but the magnitudes of the velocity decreases locally vary. Beneath cratons, no such LVZ is observed. After the Mantle ELectromagnetic and Tomography (MELT) experiment that imaged the mantle beneath the ultrafast East Pacific Rise, several surveys have investigated quieter geodynamic settings hoping for more conventional geophysical signals, but high conductivities and low seismic velocities have often been observed. The recently investigated NoMelt area (70 My old oceanic plates) provides the first geophysical survey identifying no anomalous conductivity and a weak LVZ. If mantle melting is one of the ingredients causing geophysical anomalies, why does such an area exist?

7.6.2 Manifold Types of Mantle Convection Fuel Incipient Melting

The driving force of melt production is mantle convection, which produces decompression melting. There are sound geodynamic reasons to argue that decompression melting does not only occur where hot spot volcanoes pierce the surface: the inward mass transfers associated with slab sinking must be compensated by an upward flow being broadly distributed and probably more pronounced beneath oceanic basins. The rate at which this upward mantle flow occurs should not exceed the melt velocities described in Figure 7.10 (i.e. $\leq 1$ cm yr$^{-1}$), except in large plumes such as Hawaii. Clearly, convective, decompressions, incipient melting, and melt extractions must occur in many regions
of Earth’s mantle. Convection-related decompression melting must fuel the LAB where upwelling occurs. Where mantle upwelling does not occur, a source of incipient melts simply does not exist. It is not completely clear whether this vision can explain the distribution of mantle geophysical anomalies. Furthermore, if high EC can be explained by incipient melts, it remains unclear whether the same process could explain the low S-wave velocities in the asthenosphere.

7.7 Limits to Knowledge and Unknowns

What is the role of partial melting in the LVZ? Grain size and temperature distributions in the solid mantle may be accounted for by the LVZ, but a recent experimental survey suggests a key role is played by incipient melting. Melting is also an attractive model to account for the radial seismic anisotropy of the LVZ. Yet the classical theories of melt equilibrium distribution have been developed that predict that several volume percentage points of melt are required to significantly reduce seismic wave velocities. This is at odds with recent experimental measurements revealing that <1% melts drastically reduce S- and P-wave velocities.

Can the LVZ be a low-viscosity zone and can it play a role in the development of plate tectonics? The question is asked by Holtzman, who tentatively responded by a “yes it can.” If minute amounts of melt can wet the mantle grain boundaries and impact large-scale geophysical properties such as EC and seismic wave velocities, they may well affect the viscosity of the mantle. If diffusion creep is the mechanism of deformation in such systems, the tremendous diffusion properties of CO2-rich melts demand an assessment of their impact on mantle viscosity. If the LVZ is indeed a low-viscosity zone, it certainly facilitates the motion of plates as suggested by geodynamic models, and the conjunction of there being no observed LVZ beneath cratons and the relatively slow motion of cratons in comparison to younger plates speaks to a link between the magnitude of the LVZ and the velocity of the overlying plate.

Is there a continuous process from the metasomatic rejuvenation of cratonic roots to the deployment of the LVZ? The chain of processes, broadly named rejuvenation, involve a combination of mechanical, thermal, chemical, and mineralogical processes. How does melt ascend? Certainly via a combination of dikes and porous flows, but can we fit this within a proper petrological framework? The first numerical attempts were recently conducted. Additional efforts are expected.
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Questions for the Classroom

1. What is the difference between incipient melting and partial melting of the mantle?
2. What is the nature of the produced melts and what are their physical properties?
3. What is the link between the atomic structure and the physical properties of these incipient melts?
4. Which effects could other volatile elements like S (very redox sensitive), F, Cl, and B have on the chemical–physical properties of Earth’s mantle and on the dynamics of incipient melting?
5. Why can incipient melts barely rise above 60 km, which is the depth at which the pressure is ~2 GPa?
6. What is the LAB? Can we observe it by geophysical means? What are the geophysical observables?
7. Why can or cannot the LVZ be straightforwardly attributed to partial melting?
8. Is there a unique solution to account for by high EC layers in the mantle?
9. Why can incipient melting be accounted for by EC?
10. Why are some considerations of melt mobility needed in order to interpret high mantle conductivity?
11. What is the geodynamic process that causes incipient melting?
12. Where should we then (not) observe high EC near the LAB?

References
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8.1 Introduction

Volcanism and metamorphism are the principal geologic processes that drive carbon transfer from the interior of Earth to the surface reservoir. Input of carbon to the surface reservoir through volcanic degassing is balanced by removal through silicate weathering and the subduction of carbon-bearing marine deposits over million-year timescales. The magnitude of the volcanic carbon flux is thus of fundamental importance for stabilization of atmospheric CO₂ and for long-term climate. It is likely that the “deep” carbon reservoir far exceeds the size of the surface reservoir in terms of mass; more than 99% of Earth’s carbon may reside in the core, mantle, and crust. The relatively high flux of volcanic carbon to the surface reservoir, combined with the reservoir’s small size, results in a short residence time for carbon in the ocean–atmosphere–biosphere system (~200 ka). The implication is that changes in the flux of volcanic carbon can affect the climate and ultimately the habitability of the planet on geologic timescales. In order to understand this delicate balance, we must first quantify the current volcanic flux of carbon to the atmosphere and understand the factors that control this flux.

The three most abundant magmatic volatiles are water (H₂O), carbon dioxide (CO₂), and sulfur (S), with CO₂ being the least soluble in silicate melts. For this reason, it is not only Earth’s active volcanoes that are a source of magmatic CO₂, but also numerous inactive volcanoes with magma bodies present at depth in the crust that contribute to the carbon emissions (Figure 8.1). Emissions from active volcanoes are released through crater fumaroles and open vents to form visible volcanic plumes, but diffuse degassing and degassing through springs on the volcano flanks also contribute to the total flux of carbon from a volcano. Plume gas emissions typically dominate over flank gas emissions and are highest during periods of eruptive activity. Due to the hazard associated with eruptions and the value of volcanic gas monitoring to aid in eruption forecasting, much of our knowledge about the degassing of volcanic systems comes from active volcanoes, and typically during periods of unrest.

At less active and dormant (i.e. inactive) volcanoes, magmatic emissions of CO₂ are less obvious. CO₂ emissions are typically highest in thermal areas where gases are emitted through small fumaroles, soils, and fractures as diffuse degassing and through hot and cold...
springs. Occasionally, older volcanic areas can also exhibit cold degassing of CO$_2$. CO$_2$ is denser than air, and therefore an asphyxiation hazard can exist in low-lying areas. Visual indicators of CO$_2$ release include thermally perturbed or bare ground and the odor of H$_2$S. Atmospheric plumes of CO$_2$ can also form in such areas, even if a region is not thermal, and these emissions may not be visible. Additional contributions of volcanic carbon can be found in groundwaters, but globally this contribution is less well studied compared to gas emissions.

In this chapter, we review recent advances in our understanding of the flux of CO$_2$ emitted in subaerial volcanic areas and how these emissions vary in space and time. Carbon released through mid-ocean ridges (MORs) and other oceanic environments is reviewed in Chapter 9. Through the focused efforts funded by the Deep Carbon Observatory and the Deep Earth CArbon DEgassing (DECADE) research initiative, there is now greater global coverage of subaerial volcanic areas emitting CO$_2$ compared to previous efforts. CO$_2$ emission rates have now been quantified for many of the most active volcanoes, and

---

**Figure 8.1 Conceptual models showing typical CO$_2$ emission patterns from volcanic and magmatic systems.** CO$_2$ may be sourced from magma bodies deep in the crust, whereas other volatiles may remain largely dissolved in magma until much shallower depths. Visible plumes are typical for active volcanoes, whereas CO$_2$ degassing from dormant/inactive volcanoes and hydrothermal systems is less obvious. Low-temperature degassing may or may not result in a visible plume even when CO$_2$ is present. Significant quantities of CO$_2$ are emitted from areas of diffuse degassing, and CO$_2$ also reacts with groundwater.
some in real time. New observations reveal how the volcanic carbon flux varies through
time and between different volcanic settings. Here, we discuss the nature of these emis-
sions in terms of their magnitude, relationship to eruptive activity, and temporal variability,
as well as how such measurements may enhance our ability to forecast eruptive activity.

Techniques to quantify diffuse and plume CO\(_2\) emissions (in the absence of SO\(_2\)) were
only developed in the mid-to-late 1990s;\(^{16,17}\) we are now approaching two decades of
routine measurements for some of the world’s volcanic areas. Where monitoring has been
frequent, data allow decadal-scale evaluations of the output from a number of the most
prolific carbon-emitting volcanic regions. We discuss the magnitude of emissions from
some of the largest diffuse degassing regions and the challenges in extrapolating diffuse
measurements globally.

We review the advances in understanding the sources of carbon outgassing from
volcanoes, showing how the isotopic signature of carbon and other species has allowed
distinction of the carbon contribution from subducting slabs, the crust, and mantle sources
on arc scales. These insights into magmatic–tectonic controls on carbon outgassing then
allow us to begin to link the modern volcanic carbon outgassing picture to that which
might have existed in the geological past.

8.2 Methods for Measuring Volcanic CO\(_2\): Established Techniques and
Recent Advances

The principal challenges in the measurement of CO\(_2\) from volcanic regions are related to
the detection of volcanic CO\(_2\) over the atmospheric background, logistical difficulties
associated with accessing gas plumes, and technical issues that accompany deployment
of instruments in the field. Techniques to measure CO\(_2\) emission rates from different types
of sources and the related uncertainties in these measurements have been reviewed
previously.\(^{15}\) Here, we expand on aspects of these methods as they pertain to information
presented here and review emerging techniques and measurement biases.

8.2.1 Measurements of CO\(_2\) Emissions in Volcanic Plumes

Volcanoes that are most active display persistent gas emissions during either frequent
eruptions or as “passive” degassing of shallow magma bodies.\(^{18}\) These volcanoes typically
produce a volcanic plume, measurable with either direct or indirect techniques. The
*indirect* or *ratio* technique underpins much of the recent progress in the measurement of
volcanic CO\(_2\) emission rates. Here, the SO\(_2\) emission rate is measured using ultraviolet
(UV) spectroscopy either from the ground,\(^{19}\) airborne,\(^{20,21}\) or space-based platforms,\(^{22}\) and
then multiplied by the C/S mass ratio determined by fumarole sampling,\(^{8}\) Fourier-
transform infrared (FTIR) spectroscopy,\(^{23}\) or Multi-GAS measurements\(^{24,25}\) and the plume
speed. Indirect techniques rely on reliable and representative SO\(_2\) emissions and C/S data.
Uncertainties in the SO\(_2\) flux (e.g. due to in-plume light scattering) can produce a bias to
lower SO2 fluxes by a factor of two or more. Uncertainties in the C/S ratio of the gas arise from calibration of the Multi-GAS at a different altitude from the measurements, variable sensor response times to CO2 and SO2, low plume concentrations (close to detection limits), and poorly mixed plumes. Direct measurements of CO2 plumes use an airborne platform to measure the vertical profile of CO2 concentration in the atmosphere downwind of the volcanic vent. The volcanic CO2 (in excess of atmospheric background) is multiplied by the plume speed to derive an emission rate. Uncertainties in plume speed affect both measurement types and vary greatly depending on whether the speed is estimated from radiosonde or weather models or is measured on site. Direct CO2 measurement is the only option for the quantification of plume emissions where SO2 is not present. In-plume concentrations of 2–5 ppm above background are typically needed, depending on the CO2 analyzer used, and ~10-50 t/d is a reasonable detection limit for airborne measurements depending on the aircraft, plume speed, and distance from the vent. Emissions less than this range or in areas where airborne measurements are not feasible are challenging to quantify and represent a recognized gap in current budgets. Future approaches to such challenging field measurements will include use of miniaturized IR (and other) sensors on drones and ground-based light detection and ranging (LIDAR).

8.2.2 Diffuse CO2 Emissions and Groundwater Contributions

Many volcanic systems support areas of diffuse degassing often associated with hydrothermal activity due to magmatic intrusions at depth. A common method of quantifying diffuse emissions through soils is the accumulation chamber technique, where a chamber is set on the ground and the concentration of the accumulated CO2 is measured with time. Here, point measurements of the flux of CO2 are made over an area of interest and total emissions are quantified by applying geostatistical techniques (see Refs. 16, 40 and references therein). The same chamber technique can be applied to lakes. Eddy covariance (EC) is an aboveground technique that has been used successfully to measure the flux of CO2 derived from diffuse, fumarole, and pool sources in regions with relatively low topographic relief. The EC footprint (the source area on the ground contributing to the measured EC CO2 flux) varies with atmospheric conditions such as wind speed and direction and is typically smaller than most degassing regions. Thus, to determine the CO2 emission rate from a region of interest requires assumptions about the representativeness of the average EC flux to the larger area. Alternatively, months-long deployments and inverse modeling have also been used to determine emission rates, though such models also have inherent uncertainty. While promising for long-term hazard monitoring, more work is needed for utilizing the full potential of EC for determining emission rates.

In volcanic areas, CO2 also dissolves into groundwaters and can emit through springs as a dissolved constituent. This flux can be quantified through chemical sampling and stream gauging, or through mass balance of the aquifer (i.e. coupling hydrogeological and
hydrogeochemical data). For instance, using this technique, the amount of CO₂ transported by Vesuvio groundwaters was estimated at about 150 t/d, or in the same order of magnitude as the diffuse emission of CO₂ in the crater area.¹³

### 8.2.3 Significant Recent Advances: Continuous and Remote Techniques

One major advance toward producing robust long-term records of volcanic CO₂ emissions has arisen from the advent of autonomous Multi-GAS instruments.⁵¹ When combined with independent SO₂ flux time series,⁵² measurements from these instruments have refined the CO₂ output for several volcanoes, characterizing the variability of emissions on temporal scales of days to years for the first time.⁵³–⁵⁷ Multi-GAS stations are being adapted for deployment at high-latitude volcanoes²⁸,³⁰,⁵⁸ and can perform automated calibrations for improved accuracy.²⁸,⁴⁸ Multi-GAS has recently been used on manned airborne missions and on unmanned aerial vehicles (UAVs).³⁵,³⁷,⁵⁹ Overall, these measurements are fundamentally changing the way volcanic hazard is evaluated at active volcanoes.

Techniques to quantify CO₂ remotely and from smaller features have also developed in recent years. Tunable diode laser spectrometer⁶⁰–⁶² measurements have shown that the CO₂ output from fumaroles is significant (hundreds of t/d) at some volcanoes, illustrating a nontrivial contribution to the volcanic CO₂ flux from this largely unquantified source at a global scale. In addition, LIDAR, specifically differential absorption LIDAR,³⁸,⁶³ the smaller CO₂ differential absorption LIDAR,³⁹ and miniaturized light laser sensing spectrometers,⁶⁴ have been used to determine path-integrated CO₂ concentrations over kilometer scales. While these studies offer new prospects for quantifying CO₂ flux, further work is required to standardize and widen their potential applications.

Advances have been made with satellite remote sensing of CO₂, although CO₂ is among the most challenging volcanic gases to detect due to high atmospheric concentrations (~400 ppm and rising due to anthropogenic contributions) that dominate the signal of column-average measurements. Even at some of the strongest volcanic gas sources (e.g. Etna, Italy), the volcanic CO₂ signal may be only up to tens of ppm above background,²¹,⁶⁵ requiring high precision and accuracy for detection from space. NASA’s Orbiting Carbon Observatory 2 (OCO-2), with a small footprint size (1.3 × 2.3 km) and <0.2% accuracy, permitted the first reported satellite detection of volcanic CO₂ emissions at Yasur volcano in 2015.⁶⁶ However, neither OCO-2 nor the Japanese Greenhouse Gases Observing Satellite (GOSAT) provide sufficient temporal resolution or spatial coverage to be effective volcano monitoring tools. The future of volcanic CO₂ monitoring from space is inextricably linked to the politics of greenhouse gas measurements and climate change. Several planned or proposed satellite missions (NASA’s OCO-3, JAXA’s GOSAT-2, and ESA’s CarbonSat) offer the potential for volcanic CO₂ detection, but it is unlikely to ever become as routine as volcanic SO₂ measurements, and will likely be restricted to “spot” measurements of the strongest persistent volcanic CO₂ sources.
8.3 Estimating Global Emission Rates of CO₂

Quantifying global emissions of volcanic CO₂ is an area of ongoing research that will continue to evolve as more measurements become available. Some of the first estimates of global volcanic CO₂ degassing, published in the 1990s, were based on only seven to nine measurements of passive CO₂ degassing; our understanding of CO₂ degassing in volcanic areas has progressed greatly since then. Here, we review methodologies from recent studies quantifying global volcanic CO₂ and how our new understanding may allow us to reduce some of the uncertainties in these estimates.

Until recently, most estimates of global CO₂ emissions were determined by proxy where volcanic CO₂ was scaled globally by a tracer (e.g. SO₂ or ³He). Work focused on determining the C/S ratio of fumaroles based on level of activity or on an arc-wide basis and combining these data with global SO₂ emission rate compilations. While seemingly straightforward, numerous uncertainties exist in these methods. First, C/S is not constant in time, and it is challenging to discern whether variations in C/S reflect changing mixtures of sources (magmatic vs hydrothermal) or progressive degassing of a single magmatic source due to gas loss or decompression (Figure 8.1). Second, SO₂ emission rate data are skewed toward easily accessible locations and volcanoes experiencing unrest. Progress has been made with satellite remote sensing data that, when averaged over long time periods, are sensitive enough to measure lower emission rates of SO₂, thereby reducing some measurement bias. For example, recent work used Ozone Monitoring Instrument (OMI) satellite data to calculate a global passive volcanic SO₂ flux of 23 ± 2 Tg SO₂/yr during the decade 2005–2015 from 91 volcanoes, half of which also have the C/S ratio measured. However, 91 volcanoes only represents 16% of the 570 volcanoes active in historic time, and 6% of the volcanoes active in the Holocene, many of which might be passively degassing CO₂, but not emitting SO₂ over the satellite detection limit. Some previous global estimates of CO₂ emissions have assumed that the strongest emitters of SO₂ also produce the most CO₂, but the time frame of measurement is important to consider, as is the number of degassing systems. The temporal distribution of volcanic CO₂ outgassing could be very different from that of SO₂, which is dominated by a relatively small number of erupting and persistently degassing volcanoes. Further clarity on this issue may be provided in the near future with the recently launched Tropospheric Ozone Monitoring Instrument (TROPOMI) sensor (www.tropomi.eu), which has 12-times higher spatial resolution than the earlier OMI sensor, and may reveal weaker plumes.

Global ³He fluxes have also been used to estimate global arc CO₂ fluxes. The estimated ³He flux from arcs is based on the well-constrained ³He flux from MORs and the assumption that 80% of volcanic activity on Earth is associated with MORs and the remainder mainly from volcanic arcs. Intra-oceanic arc magma fluxes were revised and show a factor of approximately two times higher rates compared to the early studies. While MOR ³He fluxes appear to be quite well constrained within a factor of approximately two, work on global arc-magma production rates is still sparse, and therefore arc ³He fluxes are likely associated with uncertainties that remain challenging to
quantify. The most recent volcanic CO₂ flux from arcs is estimated to be $22 \times 10^{11}$ mol/yr or 95 Tg CO₂/yr,\textsuperscript{84} based on the CO₂/³He ratio of volcanic gases with outlet temperatures of >200°C, although variability in the mantle CO₂/³He adds considerable uncertainty to such calculations.

A third approach has been to extrapolate CO₂ data based on actual measurements.\textsuperscript{15,57} The latest budget calculation\textsuperscript{15} separated emissions based on the source (plume degassing, diffuse degassing from historically active volcanoes, hydrothermal and inactive areas, volcanic lakes, and MORs) and extrapolated them based on the number of similar systems globally. Roughly 50% (271 Tg CO₂/yr) of the total global subaerial emission of CO₂ (540 Tg CO₂/yr) was estimated to come from ~150 passively degassing volcanoes, based on the average CO₂ emissions measured at 33 active volcanic systems. An additional 20% was estimated by extrapolating observed diffuse emissions to the ~550 historically active volcanoes. CO₂ emissions from hydrothermal systems were treated separately, as were volcanic lakes and MORs.

The two main quantification challenges in extrapolating empirical data include the determination of a representative flux and the estimation of the total number of degassing volcanoes. The Global Volcanism Program (GVP) Volcanoes of the World catalog has been used to assess the number of volcanoes degassing globally, but it is important to note that the catalog quantifies the number of degassing volcanoes (i.e. “fumarolic” volcanoes) only where there has been “no (other) explicit evidence for Holocene eruptive activity.” Thus, of the 1545 volcanoes with known or inferred eruptive activity in the Holocene, it is unclear how many are degassing other than those defined as “fumarolic” or “solfataric.” In the latest volume, this category has been reduced from over 100 to 64 as more systems now have other data indicating Holocene activity.

Burton et al.\textsuperscript{15} suggested ~150 volcanoes were degassing today, or 10% of the ~1500 volcanoes active in the Holocene.\textsuperscript{85} Satellite measurements show\textsuperscript{16} instead that 91 systems have emitted significant amounts of SO₂ (and thus CO₂) between 2005 and 2015, yet these data are representative of eruptive periods only, as higher-altitude plumes are more readily detected from space. As satellite surveillance of SO₂ emissions improves, the number of degassing sources measurable from space will likely increase. Our compilation shows there are now 201 Holocene volcanic systems associated with some form of CO₂ degassing observations (Supplemental Tables 8.1 and 8.2) and an additional 22 where the last eruptive activity was in the Pleistocene (Supplemental Table 8.3). Thus, future attempts to estimate global CO₂ degassing from volcanic areas should not assume that only historically active or Holocene volcanoes are actively degassing, but also consider the 1325 Pleistocene volcanoes.\textsuperscript{76}

### 8.4 Current State of Knowledge of CO₂ Degassing from Volcanoes

#### 8.4.1 CO₂ Emissions from Earth’s Most Active Volcanoes

Earth’s most active volcanoes are those that are best studied due to the hazards they pose. Over decadal timescales, many of the most active volcanoes alternate between periods of
strong degassing, typically associated with periods of eruptive activity, and phases of
reduced (or arrested) degassing, with the former preferentially targeted by observations.
Global CO₂ compilations calculate average emissions based on all published estimates of
CO₂ flux,¹⁵ yet many of these are spot measurements acquired during periods of
heightened activity that may span decades. It is therefore likely that combining sparse
measurements collected over several decades may lead to an overestimation of the real
time-averaged global volcanic CO₂ output.

In an attempt to reduce the above uncertainty, the average CO₂ fluxes for some
volcanoes in Burton et al.¹⁵ were revised (Supplemental Table 8.1) using more recent
observations that have been obtained in the last decade (2005–2017) where available, and
including both eruptive and quiescent periods whenever possible. Our revised average
fluxes are lower than previously published¹⁵ for all of the major volcanic CO₂ sources
(Supplemental Table 8.1). For example, recent observations of CO₂ emissions from
Nyiragongo volcano are lower by approximately a factor of ten (i.e. ~9300 t/d,⁶⁶,⁸⁷
compared to ~95,000 t/d collected during the 1950s–1970s¹⁵,⁸⁸). Similarly, we report a
new time-averaged CO₂ flux for Miyakejima volcano in Japan (1070 t/d⁷⁷) based on nearly
two decades of systematic observations. This longer data set yields one order of magnitude
lower CO₂ emissions than implied by the intense degassing unrest of early 2000.⁸⁹,⁹⁰
Likewise, emission rates from Augustine and Mount Spurr volcanoes are considerably
lower than previously estimated when quiescent periods are considered as well as the
unrest/eruptive periods that occurred between 2005 and 2015 (Supplemental
Table 8.1).⁶⁵,⁹¹–⁹³

Our compilation also includes new results for more than 50 volcanoes whose volcanic
CO₂ fluxes have been quantified for the first time since 2013 (Supplemental Table 8.1),
mostly due to the DECADE initiative.¹⁴ While the number of volcanoes with a measured
CO₂ plume has more than tripled since 2013 (33¹⁵ vs. 102), the total (cumulative) CO₂
emitted is roughly two-thirds of the previous estimate (44 Mt CO₂/yr, or Tg/yr, vs 59.7;¹⁵
Supplemental Table 8.1), largely due to the diminished estimates for the top volcanic CO₂
emitters by including inter-eruptive periods.

Given that our data set, by necessity, includes a number of spot measurements, the
relative contribution of the most active volcanoes might continue to diminish as longer
records are obtained at more volcanoes. As a first-order test, we compare the data set from
direct measurements (many of which are spot measurements) with the CO₂ flux estimated
from global compilations of the most active volcanoes that represent longer time frames.
We utilize the 2005–2015 OMI volcanic SO₂ flux measurements⁷⁵ and combine these with
CO₂/SO₂ ratios from Aiuppa et al.⁷³ and elsewhere where available to estimate CO₂
emissions from these sources (Supplemental Table 8.1). At the time of writing, 49 of the
91 volcanoes in the OMI data set⁷⁵ have their volcanic gas CO₂/SO₂ ratio signatures
characterized (Supplemental Table 8.1), leaving a sizable gap in our knowledge. If only the
CO₂ emissions from these 49 volcanoes are summed, the OMI-based data result in a total
CO₂ emission of only 27 Tg/yr, compared to the 44 Tg/yr CO₂ by direct measurements
(Supplemental Table 8.1). Overall, a reasonable correlation exists between the two data
sets, with scatter about the 1:1 line (Figure 8.2a), but each data set is associated with significant variability over the decadal period. The variability in the decadal average CO\textsubscript{2} flux is mirrored by the spread of the SO\textsubscript{2} annual averages over a decadal period (Figure 8.2b), pointing to inherently large temporal variability in the emission rates from active volcanoes over multiyear periods (see also Section 8.6.1) and suggesting that the spread in CO\textsubscript{2} data could be related to different observation periods. This lies in contrast to variability in SO\textsubscript{2} emission on an annual basis from the open-vent volcanoes; where frequent measurements have been made, variability is low and data cluster around the
1:1 line. This suggests that OMI-derived estimates of CO2 emissions are accurate when the C/S ratios of volcanic gases are measured frequently. Future work should focus on a rigorous, systematic inter-comparison study between satellite and ground-based SO2 flux data sets and on capturing the temporal variability in volcanic gas chemistry.

Given the importance and potential further use of the long-term OMI SO2 data sets\textsuperscript{75,77} for estimating global CO2 emission rates, it is important to note that many of the “passive” degassing measurements\textsuperscript{75} in fact represent eruptive periods. For instance, the OMI decadal data set omits eruptive emissions using a threshold SO2 amount,\textsuperscript{75} which excludes large-scale explosive emissions, but here we show that the data set includes emissions from eruptive and inter-eruptive periods. If we consider passive degassing to be degassing in the absence of eruption, we can compare the GVP volcanic eruption database\textsuperscript{97} with the OMI SO2 degassing data set. On an annual basis, 10 of the 91 volcanoes (11%) reflect true passive degassing such that the volcanoes did not experience an eruption between 2005 and 2015. Furthermore, 24% of the volcanoes erupted at least once every year; and, in any given year, at least half of the volcanoes experienced an eruption during this decade (the minimum number was 45 volcanoes erupted in a given year). For comparison, on average of 83 (±1.6) volcanoes experienced a non-zero SO2 flux in a given year, suggesting that roughly half of the volcanoes might be considered to be passively degassing on an annual basis.

It is also important to note that the OMI SO2 data set almost exclusively represents volcanoes with predominantly basaltic or basaltic–andesite compositions and is thus not globally representative of Earth’s more silicic systems. Basaltic systems have been shown to have the shortest repose periods (averaging <1 year), whereas basaltic–andesite systems can show much longer periods of repose (averaging roughly 20 years),\textsuperscript{98} with the latter approaching the length of time that the volcanic gas community has been making CO2 emission rate measurements. Thus, we suggest that future work should also focus on analyzing time series data that span eruptive cycles at the more silicic of this set of dominantly mafic volcanoes to understand how emissions vary over multi-decadal time periods that include both periods of repose and open-vent degassing.

### 8.4.2 CO2 Emissions during Explosive Eruptions

Our present knowledge of CO2 emissions from large, explosive eruptions is limited owing to both proximal hazards and instrumental challenges in measuring volcanic gases during such events. Direct assessment of CO2 emission rates during explosive eruptions has been achieved on rare occasions, either from airborne plume measurements (e.g. during the 2009 Redoubt eruption,\textsuperscript{65} though here the most explosive events were not captured) or by coupling real-time FTIR spectroscopy of CO2/SO2 ratios in eruptive gases with the UV-sensed SO2 flux (e.g. during the 2010 Eyjafjallajökull eruption\textsuperscript{98}). In other cases, bulk CO2 emissions from explosive eruptions have been estimated by combining CO2/SO2 data from in situ measurements with satellite-based SO2 data or by modeling the pre-eruptive vapor-phase composition.\textsuperscript{100–102} Such techniques yield, for instance, estimates of ~10 and ~50 Mt CO2 for the 1980 Mount St Helens and 1991 Pinatubo eruptions, respectively.\textsuperscript{103} These
estimates imply CO₂/SO₂ mass ratios of ~3–10 in the eruptive emissions, although higher ratios cannot be excluded. Indeed, mass budgets for these and other explosive eruptions of silicic magmas strongly suggest pre-eruptive accumulation of a CO₂-rich vapor phase. Magmatic vapor may migrate to the roof zones of reservoirs via gas transport through channelized flow in crystal-rich mush. Because of its low solubility, CO₂ becomes preferentially enriched in the accumulating vapor phase. Therefore, high CO₂/SO₂ ratios and high CO₂ and SO₂ fluxes can be expected during the initial phases of explosive eruptions that tap the gas-rich upper levels of magma reservoirs.

Measuring volcanic CO₂ emissions during explosive eruptions will continue to be challenging regardless of whether one is using in situ or satellite techniques. In situ measurements of explosive eruption plumes are hampered by proximal volcanic hazards and high atmospheric ash loadings, and spaceborne CO₂ measurements will also be hindered by volcanic ash. However, UAV (or drone) technology and improved satellite SO₂ instruments (e.g. TROPOMI) hold great promise to improve measurements of explosive volcanic CO₂ emissions in the coming decade.

8.4.3 CO₂ Emissions from Dormant Volcanoes

It has been recognized for some time that volcanoes that are dormant (defined here as not erupting but likely to erupt again) emit significant amounts of CO₂. These volcanoes may support smaller CO₂ plumes that may or may not contain SO₂ derived from fumarolic emissions, or they may host large regions of diffuse degassing (Supplemental Table 8.3) related to silicic volcanism that have long repose times typical of caldera settings. Below we review each source separately.

8.4.3.1 Small Volcanic Plumes: Fumarolic Contributions

Volcanoes that produce small plumes, or CO₂ plumes in the absence of significant SO₂ emission, are more difficult to characterize for their CO₂ emission rate than those that have strong SO₂ plumes. Roughly 40% of the 102 direct CO₂ flux measurements listed in Supplemental Table 8.1 are from volcanoes where the volcanic plume was not detected by OMI and thus fall in this category (we refer to these as “small plumes,” although some do not have low CO₂ emissions). The CO₂ emissions associated with these volcanoes range from 13 to nearly 1500 t/d, with an average of 300 t/d (1σ = ±360) and a median of 147 t/d, excluding the large emission from Oldoinyo Lengai (Tanzania). Some of the largest CO₂ emissions are from active volcanoes that host crater lakes (e.g. Taal and Pinatubo, Philippines; Ruapehu, New Zealand; Supplemental Table 8.1) and from better-studied sections of arcs in the United States (Cascades and Alaska), Central and South America, and Indonesia (Supplemental Table 8.1). Where airborne methods and easy access have allowed for measurements, the data show that such emissions are common and are likely widespread in many arcs globally (Figure 8.3a).
Figure 8.3 Measured CO₂ emissions from (a) active volcanoes (plume emissions; Supplemental Table 8.1) and (b) diffuse degassing sources (Supplemental Table 8.2). All plume emissions are from Holocene volcanoes. Diffuse emissions are from volcanic sources with a broader period of activity; hydrothermal locations are often colocated with active volcanoes (i.e. Holocene volcanoes). Volcano locations from Ref. 97, top 20 SO₂ producers from Ref. 75, and hydrothermal system locations from a modified version of the database from Ref. 113.
b. Diffuse CO₂ emissions

Figure 8.3 (cont.)
If we simply sum the CO2 emissions from these “small” volcanic plumes, they amount to only 5 Tg CO2/yr of the ∼44 Tg/year in Supplemental Table 8.1, demonstrating the dominance of strongly emitting volcanoes in the data set. However, if we take the volcanoes that have erupted in the last 100 years (n = 407) minus the 83 volcanoes that are shown to be degassing each year (Section 8.4.1), resulting in 324 volcanoes globally, and assume that each outputs on average 300 t/d, this equates to ∼35 Tg CO2/yr. If we use the median (147 t/d) instead of the average, this results in 17 Tg CO2/yr. This exercise suggests that the emissions from volcanoes with small plumes (or in the absence of SO2 emission) could potentially emit a similar order of magnitude of CO2 globally as volcanoes whose SO2 plumes were detected by satellite. This result, if robust, would potentially stand in contrast to recent regional studies in Japan\textsuperscript{57,112} that suggest that the global volatile budget is dominated by the high SO2-emitting volcanoes, although this study\textsuperscript{57} recognized that the data set lacked comprehensive measurements for the less active, diffusely degassing volcanoes. While challenging, more work is needed to verify the global contribution of CO2 emissions from volcanoes that do not emit satellite-detectable SO2.

### 8.4.3.2 Diffuse Emission of CO2: Hydrothermal Systems, Calderas, and Continental Rifts

Our understanding of the magnitude of the diffuse CO2 flux from volcanic and magmatically active regions on Earth continues to evolve with each year of new measurements, and we now understand this to be a significant outgassing source. What we show here is that diffuse CO2 outgassing from calderas and dormant volcanic regions can rival outgassing from actively erupting volcanoes (Figures 8.3, 8.4, and 8.5). Quantification of such fluxes on global scales, however, remains a great challenge. Available flux data for diffuse gas emissions have been gathered, together with data from active volcanoes, into a database (the MaGa web database: www.magadb.net\textsuperscript{114}). The data show that there are large regions where measurements have not yet been made (e.g. South America, Kamchatka, and Southeast Asia; Figure 8.3b). As new discoveries of large emission sources have been made in the last 10 years in areas with large magmatic intrusions and concentrations of hydrothermal systems (e.g. the East African Rift (EAR) and the Technong volcanic province, China), we expect that additional important areas will be located in the future.

If we compare the distribution of measured diffuse emissions of CO2 (Figure 8.5a and Supplemental Table 8.3) with plume emissions from active volcanoes (Supplemental Table 8.1), we find significant overlap and similarity in the emission rates, especially at higher rates. The diffuse emission data tend to be bimodal, with a larger population at low emission rates (Figure 8.5a), but the lack of measurements at low CO2 emissions for active volcanoes may simply reflect a sampling bias due to method limitations (e.g. fumarolic contributions and plumes below SO2 satellite detection limits). Volcanic systems that have diffuse emission rates between 100 and 500 t/d are most common, representing 30% of the data, with an additional 20% falling between 500 and 5000 t/d. The highest CO2 emission rates are for large magmatic systems (e.g. Yellowstone in the United States, the Tengchong Volcanic Field in China, the Tuscan Roman degassing structure (TRDS) and Campanian degassing structure (CDS), and the EAR system; Supplemental Table 8.3). Although
estimates for these systems have large uncertainties, high emission rates are consistent with high heat fluxes and voluminous magmatism. As run-up time, or period of unrest prior to an eruption, is positively correlated with the repose period between eruptions,98 it should not be surprising that some of the largest and longest-lived volcanic systems (e.g. silicic calderas systems) can produce some of the largest CO2 emissions globally (e.g. Yellowstone, Campi Flegrei, and Rotorua; Supplemental Table 8.3).

Figure 8.4 Cumulative CO2 emissions for some of the best-studied volcanoes in the world showing the comparison of vent emissions (triangles) to diffuse emissions (squares and dotted lines). (a) Emissions from Redoubt volcano and those of Mammoth mountain are roughly equal over 20-year time frames. Redoubt data from Refs. 65, 91, 93, and 115 and Mammoth data from Ref. 116. (b) Solfatara data from Ref. 117, Stromboli data from Ref. 118. (c) White Island data from Refs. 33 and 119, Ruapehu data from Refs. 32, 94, and 95, Taupo Volcanic Zone diffuse degassing data from Refs. 120–123.
Unrest in caldera systems is common\textsuperscript{124,125} and thus using unrest catalogs may allow us to understand and constrain this likely significant CO\textsubscript{2} source better. Globally, there are 446 caldera systems, of which 225 have erupted in the Quaternary and 97 in the Holocene\textsuperscript{124,125}. At caldera systems, unrest is understood to be driven by the influx of mafic, volatile-rich magma to the base of relatively shallow reservoirs containing vapor-saturated magma (Figure 8.1). In a recent study of the best-monitored caldera systems in the world, such episodes of magma intrusion were found to be the fundamental driver of unrest\textsuperscript{124}, and 71% exhibited changes in degassing with unrest. At mafic calderas, unrest often proceeded to eruption, whereas felsic systems were thought to have a higher capacity to accommodate magmatic intrusions without leading to an eruption\textsuperscript{124}. The hydrothermal systems and gas reservoirs that often lie above such intrusions act as buffers, such that changes in gas emission at the surface are often delayed by some time (sometimes years) from the time when fresh magma is intruded\textsuperscript{116,124,126}. However, the time-averaged release of CO\textsubscript{2} from these systems is roughly similar to that of many active volcanoes (Figure 8.4). The main difference may then be the contrast in available pathways for gas release: active
(and often mafic) volcanoes maintain open conduits with high permeability (Supplemental Table 8.1) and dormant (often silicic) volcanoes and caldera systems release gas along faults and fracture networks with lower permeability than open conduits, resulting in regions of diffuse emissions (Supplemental Table 8.3).

Here, for the first time, we show that net release of CO2 over time (decades) from areas of diffuse degassing for several well-studied systems that have not erupted in recent history (e.g. Mammoth Mountain, USA; Solfatara, Italy; Rotorua, New Zealand) can rival that of active volcanoes that have experienced an eruption recently (Etna and Stromboli, Italy; Redoubt, USA; White Island, New Zealand). The active volcanoes are all on the list of top SO2-producing volcanoes in the world. For example, the CO2 emission from Mammoth Mountain (last eruption 70 ka) over ~20-year timescales is similar to that of Redoubt Volcano (Figure 8.4a). In this case, the long-term average emission is fundamentally controlled by the period of observation (e.g. note that the 2005–2015 average emission is an order of magnitude higher in Supplemental Table 8.1 than the average over two decades portrayed in Figure 8.4a). Another example is the long-term cumulative emission from Solfatara in Campi Flegrei, Italy, which exceeds that of Stromboli Volcano (Figure 8.4b). And finally, the emission from White Island is dwarfed by the sum of the cumulative CO2 emissions from dormant volcanoes in New Zealand (Figure 8.4c).

It is not known how many hydrothermal systems exist on Earth, but the majority are associated with areas of either present or past volcanism. Our current summation of the extent of diffuse degassing from dormant volcanoes is ~64 Tg/yr (Supplemental Table 8.3), which is similar to that published previously, but our estimate does not include large-scale extrapolated values for Indonesia–Philippines and the Subaerial Pacific Rim. Our data highlight the importance of several large regions of localized hydrothermal activity. While work in several areas has already begun and has yielded valuable initial data (Yellowstone, USA; Campi Flegrei, Italy; the TRDS and CDS, central Italy; the EAR; and the Taupo Volcanic Zone (TVZ), New Zealand), we expect several other areas will also be globally important for their CO2 emissions. Guidance for where these areas might be located can be gleaned from global assessments of geothermal energy reserve. In a 2016 review by the World Energy Council, the five nations with the highest potential geothermal generating capacity were the USA, the Philippines, Indonesia, Mexico, and New Zealand. Several of these countries have had very few CO2 surveys to date. On the other hand, countries such as Italy and Japan (ranked 6th and 10th, respectively, on the list of top nations) have had considerably more studies.

Here, we attempt to estimate the number of hydrothermal areas worldwide by building on a list of geothermal systems capable of power production, adding in hydrothermal areas located in Alaska, Kamchatka, and Peru. This results in ~670 hydrothermal regions worldwide (Figure 8.2). The average of all diffuse emissions from localities that have not experienced eruptive activity since 2000 is 340 ± 628 t/d, demonstrating a positive skew in the population. We omitted hydrothermal areas on volcanoes with eruptions since 2000 because we did not want to include anomalous data due to recent volcanism. This average also does not include large-scale magmatic emission estimates (Supplemental
Table 8.4) because these areas are also anomalous on a global scale and are not representative of individual hydrothermal regions. While admittedly simplistic, applying this average to the 670 hydrothermal regions worldwide would result in 83 Tg CO₂/year, or an additional 30% over the current summation of the diffuse data. We consider it likely that this estimate is conservative given: (1) that our data only represent ~135 of 670 localities; (2) these data largely do not include groundwater contributions that may be similar in magnitude to diffuse emissions (see Ref. 57 and references therein); and (3) the discovery of other large systems globally (such as Yellowstone) could add significantly to the budget (currently, large magmatic provinces sum to 75 Tg CO₂/yr; Supplemental Tables 8.3 and 8.4).

The TVZ is a region that deserves extra attention given its unique tectonic setting and high heat flow and because arc-scale extrapolations based on studies from the TVZ continue to be used for global compilations and comparisons of CO₂. The TVZ is an intra-arc rift zone that hosts over 20 separate hydrothermal regions with heat flux greater than 20 MW, and many of these regions are exploited for geothermal energy. Previous estimates of the CO₂ output of the TVZ as a whole have been extrapolated based on the heat flux and the CO₂ content of upwelling fluids. However, diffuse CO₂ flux at the surface for many of these systems greatly exceeds previous CO₂ emission estimates for these areas, without including fumarolic contributions. As an example, the emission rate estimated for the Rotorua hydrothermal system alone (estimated at ~1000 t/d, including sub-lacustrine degassing) is nearly equal to that previously estimated for the whole TVZ (~1200 t/d). To date, 7 of the 18 hydrothermal systems have been measured for CO₂; together, they equal a total of ~2000 t/d. Further investigation is required to determine why the previous estimates for the TVZ hydrothermal systems were low, but likely this results from underestimating the CO₂ content of the deep hydrothermal fluids or degassing from gas reservoirs at depth. In any case, arc-scale estimates for other regions on Earth should not be based on TVZ data, and continued effort should be placed on measuring the total diffuse CO₂ output from typical arcs and high-heat-flow regions around the world.

The EAR, also deserving of extra attention due to its high global output, is a series of rift valleys that extend 4000 km from the Afar region in the north to Beira in Mozambique in the south. The system is split into an eastern branch, which hosts the Main Ethiopian Rift (MER) in the north and the Kenyan rift in the south. In these two sectors alone, there exist 36 volcanoes and 28 hydrothermal areas. The western branch of the EAR is characterized by a lack of recent volcanism relative to the eastern branch, but still hosts a number of geothermal prospects as well as Nyiragongo, a major emitter of CO₂. Several recent studies attempted to estimate the diffuse CO₂ flux from the EAR. One study focused on the centers of volcanic activity in the MER and extrapolated that to between 3.9 and 33 Tg CO₂/yr for the EAR. A second study focused on tectonic degassing away from active volcanic centers and estimated 38–104 Tg CO₂/yr for the EAR, not including focused degassing through the active centers. For our estimate, we use the midpoint of the range presented by Hunt et al. because our aim is to estimate volcanic degassing; this value is one-third of the
total CO₂ emissions from all diffuse sources in our compilation (Supplemental Table 8.3). While the estimates of EAR fault-related degassing are not volcanic per se, isotopic evidence suggests there exists a significant flux of mantle-derived CO₂ to the atmosphere through these structures, and using these data would increase significantly the global contribution of the EAR. We caution that both studies found relatively few measurements of modest to high CO₂ flux in faulted or hydrothermal areas and that these results were then extrapolated over extensive regions. Significant uncertainty is associated with such large-scale extrapolations, particularly when diffuse CO₂ flux can vary on meter scales. However, it is clear the EAR is a very important region for global CO₂ emissions, and more work is needed to quantify the flux of CO₂ from this and other areas of continental rifting/extension that support volcanism and hydrothermal activity, such as the Rio Grande Rift in New Mexico and the Rhine Graben and the Eger Rift in Central Europe. Such areas could potentially add 30–40 Tg CO₂/yr (or 8–11 Tg C/yr) to global budgets, and potentially be on the same order as global arc fluxes.

8.5 The Next Iteration of Global Volcanic CO₂ Emissions

As our understanding of the distribution and magnitude of volcanic and magmatic CO₂ degassing evolves, so will our ability to estimate accurately the present-day global CO₂ emission from these areas. As a culmination of the DECADE program, scientists came together in May 2018 to constrain better the total global CO₂ flux from volcanic regions, as well as corresponding uncertainties. Here, we follow simple methods based on the extrapolation of measured data to determine a global subaerial volcanic CO₂ budget (Supplemental Table 8.4). Our methods are similar – and thus comparable – to previous studies but future work should focus on a rigorous statistical analysis of the data and more complex extrapolation procedures that lie beyond the scope of this chapter.

We break down the subaerial volcanic budget into three main categories: (1) passive degassing for active volcanoes, dividing these into those that have been detected by OMI and those that have not; (2) diffuse emissions from both active and dormant volcanoes, with groundwater contributions (not estimated) and large degassing provinces as separate categories; and (3) eruptive emissions. We first calculate the average of the measurements of CO₂ flux from the volcanoes that have been measured using ground-based or airborne techniques (i.e. measured directly) that were detected by OMI (58 of 91 volcanoes in Supplemental Table 8.1) and apply the average emission from these volcanoes (1730 ± 440 t/d, mean and standard error) to the 83 volcanoes (Section 8.4.1) that were degassing and detected by OMI globally on an annual basis between 2005 and 2015, yielding 52 ± 13 Tg CO₂/yr (Supplemental Table 8.4) for this set of volcanoes. Multiplying the average of the remaining 33 volcanoes from Supplemental Table 8.1 (i.e. those that do not emit SO₂ in large enough quantities to be detected by OMI – the average CO₂ output of these volcanoes is 300 ± 68 t/d; Supplemental Table 8.4) to 324 volcanoes results in 35 ± 8 Tg CO₂/yr. The sum of these results in 88 ± 21 for passive degassing from active volcanoes (Supplemental Table 8.4). How the value of 324 volcanoes was determined is discussed in...
Section 8.4.3. The uncertainty in this number is difficult to quantify without global arc-wide assessments of the numbers of expected degassing volcanoes that have not been detected by OMI. To put this number in context, there are 169 active volcanoes in the United States, and 81 (47%) have notable degassing as determined through visual surveys. Of these, 28 (17%) are thought to have plumes large enough for airborne measurements, but only 8 (4%) were detected by OMI. Thus, 90% of the US volcanoes that emit CO$_2$ and 71% of the US volcanoes that have plumes large enough for airborne surveying were not detected for passive degassing of SO$_2$ by OMI. Similarly, of the 19 persistently degassing volcanoes in Japan during the period of OMI measurements, only 7 were detected by OMI (i.e. 63% were not detected by OMI). If this relationship were to hold globally (i.e. that 63–71% of volcanoes with significant CO$_2$ emissions are not detected by OMI), this would suggest that 245–313 volcanoes with notable plume emissions worldwide remain undetected by OMI, which is similar to the value we used. We suggest that completing a global assessment of which volcanoes are degassing, and the nature of that degassing, based on visual assessment and documented activity in the GVP database would lead to a much more accurate estimate of the number of degassing volcanoes globally than the methods used here. However, it must be considered that additional invisible or nearly invisible emissions of CO$_2$ may also exist.

As discussed above, the CO$_2$ contribution from explosive eruptions is poorly constrained. Here, we estimate eruptive emissions of CO$_2$ (Supplemental Table 8.2) by combining recent decadal-scale (2005–2018) SO$_2$ fluxes derived from satellite measurements of eruptions with the most representative CO$_2$/SO$_2$ ratios measured at corresponding volcanoes, and separate these data into explosive and effusive events (Supplemental Table 8.2). In previous estimates, CO$_2$/SO$_2$ ratios were assumed to have uniformly high values of 10 and 7 in the pre-eruptive vapors of silicic and basaltic magmas, respectively. Such an assumption is reasonable for initial phases, but is not necessarily valid for the whole eruption length. The figure we obtain by using measured ratios (0.6 Tg/yr; Supplemental Table 8.2) is much lower than previously estimated based on theoretical ratios (7 Tg/yr). We anticipate that our value is likely underestimated and that the true answer may lie between these two values. Regardless, the estimates show that explosive emissions are minimal compared to the passive degassing estimates. CO$_2$ emissions from effusive eruptions in the same period (Supplemental Table 8.2) are inferred by subtracting explosive CO$_2$ emissions from the total CO$_2$ load from all eruptions. In this case, the calculated contribution is similar to previous estimates (1.3 compared to 1 Tg/yr CO$_2$ for effusive eruptions), and again the contribution is a small fraction of the total subaerial budget.

Our calculations suggest that diffuse degassing of CO$_2$ from volcanoes is only slightly lower than that from active volcanic vent emissions, with diffuse emissions estimated at 83 ± 15 Tg/yr. However, combined contribution of 170 Tg/yr CO$_2$ from diffuse degassing from all volcanic–hydrothermal systems, including groundwater contributions and degassing related to large regions of intrusive magmatic activity is higher (Supplemental Table 8.4). This value is likely an underestimate given that fumarolic contributions (focused venting/small fumaroles) in regions of diffuse degassing are often not quantified as part of the estimation of degassing across such regions, and because groundwater contributions...
are largely unquantified. Furthermore, we anticipate the discovery of additional large emission sources as many of the countries with the highest potential for geothermal power generation have few measurements.

In total, we conservatively estimate global subaerial volcanic CO$_2$ emissions to lie between ~220 and 300 Tg CO$_2$/yr, and between ~280 and 360 Tg CO$_2$/yr including the contribution of MOR (Supplemental Table 8.4), based on currently known sources. Our estimates are lower than those published by Burton et al.,$^{15}$ but higher than previous estimates for global subaerial sources.$^{111,144}$

8.6 Temporal Variability of Volcanic Degassing

8.6.1 Comparison of the Temporal Variability of CO$_2$ Emission from Active and Less Active Volcanoes

Most of what we now know about the temporal evolution of CO$_2$ emissions from volcanoes has been learned in the last two decades. Advances in instrumental techniques now permit continuous, real-time monitoring.$^{51,56,145}$ The trends emerging from these data show that emissions vary dramatically with volcanic setting (Figure 8.1) and that timescales of observation are important for understanding the relative contributions from different systems. Active volcanoes with open-vent degassing such as Stromboli and Mount Etna (Italy) show orders of magnitude variability over very short time frames (Figure 8.6) correlating with magma supply and eruptive activity.$^{53,54,146}$ In such active, often mafic systems, volatiles reach the atmosphere via magma convection, permeable gas flow, or bubble rise through low-viscosity melts.$^{18,147}$ Despite short-term variability, the long-term average output at these volcanoes stays relatively constant over multイヤr periods (Figure 8.4). In some cases, paroxysmal-type activity will increase emissions for over a year before returning to the long-term average (see Stromboli, 2006; Figures 8.4b and 8.6). Minor eruptive activity, on the other hand, can be difficult to discern in long-term

![Figure 8.6 Temporal variability of CO$_2$ emissions from some of the best-studied volcanoes in the world. Emissions from open-vent volcanoes vary dramatically in time, whereas diffuse emissions are buffered and show less variability. Solfatara data from Ref. 117, Mammoth data from Ref. 116, Stromboli data from Ref. 118, and Etna data from Ref. 148.](image-url)
trends. For instance, White Island and Ruapehu (New Zealand) demonstrate steady emissions over decadal periods during which eruptive activity is barely detectable (Figure 8.4c).

Closed-system volcanoes, or volcanoes that oscillate between closed- and open-vent degassing, can show dramatic variability in emissions over periods of years related to magma intrusion and variations in conduit permeability. Increases in CO₂ emission rates are typically associated with eruptive activity (Redoubt; Figure 8.4a) and sometimes when intrusions occur without eruption.92 Periods of unrest can last months to years and are often accompanied by increases in emissions that then decrease exponentially following eruptive activity. Such behavior has been better documented for SO₂ emissions,89,149 but is mirrored by CO₂ emissions where measured (e.g. Redoubt in 1989 and 2009,65 Figure 8.4a).

Over an entire arc, the dominant volcanic CO₂ producers may vary over decadal timescales, with some volcanoes becoming more or less active. A recent compilation of data for the Central American Arc estimated an arc-scale CO₂ output one order of magnitude higher (22,500 ± 4900 t/d56) than previous estimates, owing to the reactivation of Turrialba Volcano, as well as an increase in CO₂ flux from Momotombo and Masaya volcanoes over the previous decade. Other arc segments have had similar changes to the overall degassing budget due to the reactivation of particular volcanoes (e.g. Miyakajima in Japan112).

Finally, large-caldera systems are thought to be underlain by silicic magma bodies, and in turn underplated by mafic magma.109 The CO₂ emissions from such volcanoes, often modulated by large hydrothermal systems, show much less variability over annual or even decadal scales than emissions from active volcanoes (Figures 8.4 and 8.6). Where long-term measurements are available, small variations in the CO₂ output in these systems often follow a geophysical manifestation of magma movement at depth,116,150 whereby the transport of the gas to the surface is buffered by the overlying crust.

8.6.2 Using the Temporal Variability of CO₂/SO₂ in Volcanic Gas for Eruption Forecasting

It has been shown that the relative proportions of C and S change prior to and during eruptive activity.151,152 Owing to the low solubility of CO₂ in silicate melts,153 the magmatic vapor phase typically has a high molar C/S ratio at depths of >-5 km in the crust,102 and then C/S decreases with magma ascent as more S exsolves from the magma.141,146 With more frequent monitoring of pre-eruptive volcanic gas using MultiGAS, we now know that an elevated C/S in gas emissions is common prior to the onset of eruptions.51,55,154 In Figure 8.7a, we show variability of C/S over various timescales for 12 episodes at 7 volcanoes. One can observe that C/S ratios increased to between 15 and 43 in the months to hours preceding eruption at five well-monitored basaltic volcanoes, whereas the long-term C/S signature of shallow degassing at these volcanoes typically lies between 2 and 7 (Figure 8.7a to j). Such trends are often interpreted as the migration of deeply sourced gas bubbles prior to magma ascent.53,155
Figure 8.7 (a to j) Trends in C/S ratio observed at basaltic volcanoes monitored with Multi-GAS instruments, with elevated C/S documented in the months to hours prior to eruption. (k and l)
A second set of C/S ratio observations has been made over somewhat longer timescales and is related to degassing of deep-seated magmas prior to ascent (Figures 8.7k and l). Months- to years-long trends in C/S were observed at both Redoubt and Kilauea volcanoes prior to eruption (Figure 8.7b). In both cases, the C/S ratio was very high compared to the data observed at the other volcanoes, reaching values between 80 and 200, and both were associated with no visible plume (Figure 8.8). Documentation of this type of degassing is rare, but the occurrence is likely not rare. In the case of Redoubt, the pre-eruptive degassing of CO₂ only amounted to roughly 15% of the total budget, but for Kilauea nearly 30 Mt of gas escaped prior to eruption. Similar patterns of pre-eruptive gas release might be inferred, for instance, from the Holuhraun/Bárðarbunga eruption, where a total of 9.6 Mt SO₂ and 5.1 Mt CO₂ was emitted over the course of the eruption. The low bulk C/S ratio (0.7) compared to most high-temperature volcanic gases might imply that substantial amounts of CO₂ degassed before monitoring began. In fact, a new study discovered significant degassing from glacially covered Katla volcano (~37 kt/d CO₂) in the absence of a visible plume, unusual geophysical unrest, or S gas emission. These studies highlight a gap in our ability to detect CO₂ degassing from volcanoes without dedicated airborne surveys downwind of potentially degassing volcanoes.

8.7 Sources of Carbon Outgassed from Volcanoes

Carbon outgassed at subduction zone volcanoes is sourced from the mantle, the subducted slab, and the overlying lithosphere (including the crust), whereas CO₂ released from MORs and hot spots is dominated by mantle carbon. The carbon isotopic composition (δ¹³C) of the depleted MOR mantle (DMM) is −5 ± 1 and that of plumes is documented as −3.1 ± 1.9 (high-temperature fluids from Iceland) and −3.4‰ (Kilauea summit gas), whereas the subcontinental lithospheric mantle likely contains carbon of composition between −3.5‰ and −6‰. Research on CO₂ sources in subduction-zone volcanic gases has emphasized the role of carbon release from subducted sediments and carbonates and has shown that the type of material subducted imprints a carbon isotopic and C/³He signature on the discharging gases. This approach, combined with CO₂ fluxes from volcanoes, led to the development of volatile budgets in subduction zones and implies that more carbon is subducted than what is currently released by volcanoes, leading to the transfer of carbon into the deeper mantle and beyond the zones of arc magma generation.

Figure 8.7 (cont.) Observations of elevated high C/S ratios in the years prior to eruption. Decreasing trends in C/S ratios were observed in the last 100 days prior to eruption. Both the symbol size and color scale with C/S ratio, with larger and warmer symbols relating to higher C/S ratios. Data from Refs. 118, 140, 141, 148, 155, and 156. At Masaya, the volcano (e) did not erupt, but rather experienced the opening of a new lava lake. At Redoubt, three values in excess of 80 related to a period of SO₂ scrubbing in the month prior to eruption were removed – see Ref. 141 for details.
continental lithosphere has been suggested as a mechanism for long-term carbon storage, removing the requirement for carbon subduction into the deeper mantle to balance the input versus output budgets at arcs.\textsuperscript{171} The extent to which this process occurs globally is poorly constrained, but it could significantly affect the carbon isotope composition of the mantle wedge and therefore the mantle component sampled by arc volcanic gases. Recently, researchers have highlighted, in addition to the subducted carbon source, the potential significance of carbon assimilation from the overlying crust in continental arc magmas as a major source of CO$_2$ degassing from volcanoes, both today and in the geologic past.\textsuperscript{4,172,173} In particular, this crustally sourced carbon can have profound effects

Figure 8.8 Images of volcanoes emitting significant quantities of volcanic CO$_2$ in the absence of a visible plume.
on the generation of arc magmas,\textsuperscript{174} the explosive activity of a volcano,\textsuperscript{173,175} and long-term climate change resulting from CO\textsubscript{2} release into the atmosphere.\textsuperscript{172}

The approach most commonly taken when assessing the contribution of volatiles from the crust is to use helium isotopes, which range widely in volcanic gases from values that approach pure crustal sources of \~0.02 Ra, where Ra is the \(^{3}\text{He}/^{4}\text{He}\) ratio of air at \(1.4 \times 10^{-6}\) to 29 Ra in fluids discharged from hot spot hydrothermal systems and volcanoes.\textsuperscript{176} In subduction-zone settings, \(^{3}\text{He}/^{4}\text{He}\) ratios of gas discharges range from the crustal value to 10 Ra,\textsuperscript{176} with an unweighted average of 5.4 Ra.\textsuperscript{70} A recent compilation of maximum \(^{3}\text{He}/^{4}\text{He}\) ratios of arc gases shows a global average of 7.4 ± 1.5 Ra,\textsuperscript{176} overlapping with the mid-ocean ridge basalt (MORB) value (Figure 8.9). The main process that lowers \(^{3}\text{He}/^{4}\text{He}\) in arc gases is the contribution of \(^{4}\text{He}\) from crustal sources through either magma assimilation of crustal rocks or interaction of magmatic fluids with crustal fluids at shallow depths.\textsuperscript{176} Such processes may also affect the carbon isotopic signature. Plotting the \(\delta^{13}\text{C}\) and \(^{3}\text{He}/^{4}\text{He}\) of arc gases shows that: (1) very few samples plot in the DMM range for both helium and carbon, implying that subducted and/or crustal carbon affects the isotopic composition and the amount of CO\textsubscript{2} at arc volcanoes; (2) samples where \(^{3}\text{He}/^{4}\text{He}\) is \(7 ± 1\) Ra have \(\delta^{13}\text{C}\) values ranging from +2‰ to −12‰, implying that if the source of CO\textsubscript{2} is from the subducted slab, it is sourced from both carbonates and organic carbon. Alternatively, the wide \(\delta^{13}\text{C}\) range for samples with Ra > 7 could be the result of modification of the mantle beneath arc volcanoes due to prior subduction events that affected carbon, but not helium; and (3) gases with \(^{3}\text{He}/^{4}\text{He}\) values <7 Ra show an equally wide distribution of \(\delta^{13}\text{C}\) as those >7 Ra, implying that both carbonate and organic carbon derived from the overlying crust (as implied by low \(^{3}\text{He}/^{4}\text{He}\)) may contribute to the degassing CO\textsubscript{2}.

Most helium and carbon isotope data are from low-temperature (<100°C) bubbling springs and fumaroles, which can be affected by low-temperature carbon isotope fractionation in the crust and shallow hydrothermal systems.\textsuperscript{177,178} If we only consider >200°C gases (Figure 8.9b), which are more likely to reflect their source, the range in \(\delta^{13}\text{C}\) remains from −12‰ to 0‰ for both gases with \(^{3}\text{He}/^{4}\text{He}\) values >7 and <7 Ra, with the same implications as stated above.

Recently, a different approach has been used to evaluate the sources of carbon in volcanic emissions, using the C/S ratio of volcanic gases in crater plumes and high-temperature (>450°C) fumaroles.\textsuperscript{73} Selection of only high-temperature samples ensures that secondary hydrothermal processes do not affect the data set. The advantage of this approach is that many more data are available for C/S ratios than for isotope systematics, allowing for a more complete global coverage. Correlations with petrologic indicators of slab-derived fluids such as the Ba/La ratios of erupted materials allows distinction between emissions that have predominantly crustally derived CO\textsubscript{2} and emissions that show a strong subducted slab carbon component.\textsuperscript{73} This global data set further reveals that only some gases with high C/S ratios (>4) are from locations where volcanoes sit on upper-plate carbonates. The data set further shows that volcanoes with low C/S ratios (<2) are in locations where the subducting sediments contain only <10% CO\textsubscript{2}. This
study shows that the carbon contribution from assimilation in the overriding crust may be significant in some localities (Italy, Indonesia, Central America, Lesser Antilles), but an important factor affecting the C/S ratio and CO₂ source in arc volcanoes is the subducting slab. As with the isotope approach, more work is needed since the C/S ratio in volcanic gas discharges is also significantly affected by volcanic activity, the presence of accumulated carbon-rich exsolved vapor in magma reservoirs,¹⁰⁷ and degassing processes. Long-term records are thus needed to constrain the average and representative C/S ratio of a particular volcano.

Figure 8.9 (a) Helium and carbon isotope signatures for volcanic and hydrothermal gas discharges and (b) data from discharges with vent temperatures >200°C. Data from Refs. 70 and 179–182. The field for DMM is from Refs. 162 and 163. The global data for arcs are from Ref. 70 and represent a non-weighted global average. The maximum global average for arcs is from Ref. 176 and represents the average of the maximum ³He/⁴He ratios measured at a given locality.
8.8 Volcanic Release of CO₂ over Geologic Time

The modern-day volcanic carbon flux is a snapshot in time. We have shown that the modern-day flux of volcanic carbon could be dominated by the diffuse degassing of volcanic regions and large calderas (Figure 8.3b). Equally important for the global volcanic flux are a number of large volcanic point sources that represent Earth’s most active volcanoes (Figure 8.3a); these volcanoes are in a range of geologic settings (arc, ocean island/mantle plume, continental rift).

Over 1-Ma timescales, the flux of volcanic carbon to Earth’s surface is counteracted by the drawdown of CO₂ by silicate weathering and the associated precipitation of marine carbonates, as well as the burial of organic carbon. Perturbations to carbon outgassing are compensated for by changes in the rate of silicate weathering (which is enhanced under conditions of high pCO₂ and atmosphere temperature), keeping the surface reservoir approximately in balance. There have been periods through Earth history, however, when volcanism has been enhanced, causing perturbations to atmospheric CO₂ that have persisted for a range of timescales. Although our study of modern volcanic carbon fluxes tells us little about the carbon cycle response to such perturbations in Earth’s past, there are insights to be gained from modern observations of the magnitude of the flux from individual volcanoes and from larger regions, the nature of the flux (direct or diffuse), and its variability with time.

The processes of subduction, deep carbonated eclogite melting,¹ and fluid addition to the subcontinental lithosphere from the convecting asthenosphere over time have led to the subcontinental lithosphere becoming a large carbon sink.¹⁸³ Over Earth’s past, supercontinents have accreted and broken apart. It has been recognized that periods of greenhouse climate correlate with supercontinents in the geological record,¹³³,¹⁸⁴ and this has been attributed to the prevalence of high-flux continental arc volcanoes, which may capture carbon not only from the downgoing slabs, but also from the devolatilization of carbonate platforms in the overlying continental crust. In the Cretaceous, for example, Gondwana’s breakup led to the closure of the Tethys Ocean, accretion and subduction of marine carbonate platforms and the formation of a long subduction zone that may have been an important source of global volcanic CO₂⁴,¹⁷²,¹⁸⁵ (reviewed further in Chapter 11).

The results of our modern-day volcanic CO₂ studies have shown, however, that the continental rifts themselves may also be important sources of carbon outgassing, which may in fact be larger than the surrounding continental arcs, certainly enhancing CO₂ output and warming during the initial stages of continental breakup and providing a way for short-term tectonics and volcanism to impact climate.¹⁸³

8.9 Synthesis

Considerable progress has been made in the last decade in quantifying CO₂ emissions from volcanic areas worldwide. Technological advances, including widespread use of miniturized UV spectrometer systems and Multi-GAS instruments, have resulted in a greater
number of CO₂ measurements. Volcanic CO₂ emissions have been measured for a few decades, which is short in terms of the eruptive cycles at many of Earth’s volcanoes. Measurements are heavily biased toward eruptive periods, and average emissions for some active volcanoes are decreasing as longer records become available. Global satellite studies of decadal-scale SO₂ emission from Earth’s most active volcanoes, when combined with a complete C/S data set, will allow for an accurate estimate of persistent CO₂ degassing in the near future. We suggest the highest 10–20 SO₂-emitting volcanoes be prioritized for measurement as these volcanoes may dominate the total CO₂ output from active volcanoes. CO₂ emissions from volcanoes with SO₂ output below satellite detection limits are not as well quantified, yet the emissions from these sources could be significant at a global scale. More work is needed to determine both the magnitude of these emissions and how widespread these volcanoes are globally.

Our knowledge of diffuse degassing at active and dormant volcanoes continues to improve. The distribution of diffuse fluxes is similar to the distribution of CO₂ emissions from active volcanoes, and there are several areas worldwide with large, intrusive magma bodies where the diffuse fluxes are globally significant. More effort is needed to quantify emissions in these vast regions, as well as in the biggest 10–20 hydrothermal areas globally.

We summarize two decades of measurements at some well-studied volcanic systems that demonstrate that the slow release of CO₂ from inactive or dormant volcanoes rivals that of active volcanoes when considered over long timescales. Regional volcanic CO₂ fluxes are heavily influenced by individual volcanoes becoming more or less active, and thus measurements must be maintained over decadal scales to assess this variability quantitatively.

Vent emissions from active volcanoes vary by orders of magnitude over short (days to years) timescales, whereas diffuse emissions are largely buffered and show steadier rates through time. This variability is largely controlled by the plumbing of the volcanic systems. Active mafic volcanoes often host an open vent (with a free magma surface or lava lake) and volatiles are delivered rapidly to the surface, allowing for rapid variability. Larger silicic magmatic systems, sustained by the underplating of basaltic magmas, are characterized by steady diffuse outgassing over time.

Continuous Multi-GAS monitoring has improved eruption forecasting potential by showing that eruptions at mafic volcanoes are often preceded by an increase in the C/S gas ratio in the days to months prior to eruption. Long-term monitoring of some volcanoes shows months-long changes in the C/S ratio prior to eruption, and sometimes in the absence of eruption, which may accompany decompression of magma as it migrates from the lower to the upper crust. These later cases were often accompanied by the lack of a visible plume or SO₂ emission, and thus more work is needed to identify when such plumes exist.

A fundamental challenge in carbon science is to constrain the deep global carbon budget and how much of the surface-derived carbon is recycled back into the mantle. In arc
volcanoes, the source of volcanic CO₂ is a combination of mantle and slab-derived C with a potentially significant crustal component, at least in some locations. A more complete understanding of the carbon balance at subduction zones requires quantification of the amount of carbon in the subducted lithologies. The pathways and fate of subducted carbon beyond the zones of arc magma generation determine where this carbon is ultimately stored and how it could potentially affect processes in different tectonic settings through time. While great progress has been made in terms of the quantification of carbon emissions from volcanic regions, more work is needed to constrain our understanding of the balance between surface and deep carbon through geologic time.

8.10 Limits to Knowledge of Volcanic Carbon

For all of the new data and understanding, significant gaps remain in our knowledge. Some of these gaps may persist, limited by technology or the logistics of measurement. The first gap in knowledge is caused by the lack of data for key volcanic systems. These include important point sources of volcanic SO₂, such as Bagana, Tavurvur, and Manam (Papua New Guinea), as well as Aoba/Ambae (Vanuatu). Longer records are needed at most volcanoes globally to assess variability over decadal scales in relation to eruptive cycles and periods of repose. Better quantification of hydrothermal diffuse degassing is needed in areas already identified to be large CO₂ emitters, such as Yellowstone (USA), the EAR (Africa), and the TVZ (New Zealand), and more measurements are needed in the vast regions of Southeast Asia and South America, where large hydrothermal systems exist. Further measurements are also needed in rifts such as the Eger Rift (Germany) and the Basin and Range (USA). Many of these targets are accessible, but require dedicated efforts over many years, and they would benefit from further technological development and improved measurement strategies. In this category we include global MORs and submarine back-arcs, for which only limited data exist. These measurements are logistically challenging, and it is unlikely that significant progress can be made without considerable effort and expense. More tractable approaches use primary melt geochemistry (Chapter 9) and geodynamic models to reconstruct CO₂ budgets of submarine regions.

A fraction of the CO₂ released from the degassing of silicate melts and directly from the mantle or crust may be dissolved into groundwaters and transported through aquifers, delivered to the surface via cold springs. This source of CO₂ has not been quantified in most volcanic regions. Studies from central Italy have shown that significant quantities of inorganic carbon are dissolved in aquifers, derived from a mixture of biological sources, carbonate dissolution, and deep carbon sources.

Using the DECADE results thus far, it is possible to relate slab inputs at arc volcanoes to volcanic gas C/S signatures and to identify arcs and individual volcanoes where CO₂-rich crustal fluids play a significant role. However, much work remains to be done in linking magma geochemistry to the composition of outgassing fluids and for understanding the fate of devolatilized carbon in the mantle wedge and the behavior and dynamics of
magma- and crust-derived fluids in vertically protracted, complex magma reservoirs in the crust. These studies require a range of approaches, including thermodynamic and analog modeling and building detailed databases of magma geochemistry and volcanic gas composition for detailed empirical comparisons. Understanding the amount of carbon returned to the deep mantle is of fundamental importance to the carbon budget of Earth through time. Linking our understanding of the present-day volcanic carbon budget to studies of plate tectonic reconstructions is an aim for the future and is explored further by Lee et al. in Chapter 11 of this book.
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Questions for the Classroom

1. How can we improve our estimates of volcanic CO₂ emissions?
2. How can we quantify the CO₂ contribution to the atmosphere from magmatic intrusions that do not lead to eruption and how can we better combine geophysical and geochemical studies to identify when such emissions occur?
3. What methods can advance our estimation of hydrothermal CO₂ emissions?
4. How can we improve our knowledge of how many volcanoes are emitting CO₂ in the absence of significant quantities of SO₂?
5. How significant is CO₂ degassing from magmas located at the base of the crust and how would we distinguish this from shallower magma degassing?
6. Can CO₂ degas from the mantle without the presence of magma?
List of Online Resources

- MaGa database: www.magadb.net
- EarthChem Library: www.earthchem.org/library
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9.1 Introduction

The flux of magmatic CO₂ into the oceans and atmosphere contributes to the global surface carbon cycle, and changes in basaltic magma production and associated degassing have been proposed as one of several important forcing mechanisms that have influenced past global climate variations.1–4 Despite this degassing, the vast majority of Earth’s carbon is present not at the surface but in Earth’s convecting mantle.5–10 The convecting mantle is the part of the mantle that lies beneath tectonic plates, and its motions over geologic timescales are driven by the sinking of cold oceanic plates into the interior and hot active upwellings originating from great depth. The convecting upper mantle rises, melts, and erupts mid-ocean ridge basalt (MORB) due to seafloor spreading along the 56,000-km length of the global mid-ocean ridge system. Active upwellings, driven by mantle buoyancy, produce intraplate and near-ridge hot spots (e.g. Hawaii, Iceland) that erupt ocean island basalt (OIB) with a smaller overall flux.11 Occasionally, however, active upwellings produce large igneous provinces (LIPs; e.g. Ontong–Java Plateau, Caribbean–Columbian Plateau, Manihiki Plateau, Kerguelen Plateau) characterized by enormous outputs of magma erupted over very short timescales. These flood basalt eruptions have often coincided in time with global climate crises and mass species extinctions.12–16 Ridges, hot spots, and LIPs represent the main volcanic expressions of the delivery of heat to Earth’s surface by the ongoing motions of the convecting mantle.

Seafloor dredging and core recovery have produced tens of thousands of individual submarine glass and rock samples. Study of these samples has demonstrated that variations in the major and trace element chemistry of MORBs and OIBs are primarily the result of crystal fractionation following polybaric melting of mantle sources at different depths and variable temperatures.17–21 At the same time, isotopic differences between MORBs and OIBs show that the mantle sources of hot spots are much more diverse and heterogeneous than those of ridges, reflecting their derivation from distinct reservoirs within the convecting mantle consisting of numerous geochemically distinct components with varied origins and evolutions.22–25 Some of these reservoirs have retained anomalies in short-lived isotope systems that were active only in the first tens of millions of years of Earth’s
history, and thus appear to have been isolated from each other – and from Earth’s surface – for a large fraction of the age of Earth.\textsuperscript{26–33} It is also well established that, from segment to segment, the concentrations of highly incompatible trace elements do not correlate with crustal thickness (a proxy for potential temperature) or spreading rate (a proxy for melting dynamics). Instead, highly incompatible trace elements (e.g. Th concentrations, Ba/Nb ratios) covary with radiogenic isotopes (e.g. $^{87}\text{Sr}/^{86}\text{Sr}$) within segments,\textsuperscript{34} approaching hot spots,\textsuperscript{35} and globally,\textsuperscript{36} these covariations indicate heterogeneity in the mantle source. Here, we rely on this fundamental observation of MORB and OIB geochemistry to infer mantle carbon concentrations (Section 9.3.2).

Carbon is a trace element in the mantle, and it is present in erupted magmas as CO$_2$-rich vesicles and as carbonate ions dissolved in the melt.\textsuperscript{37,38} The solubility of CO$_2$ in basaltic magma is low at pressures of eruption on land or on the seafloor,\textsuperscript{39–42} and as a result nearly all magmas have degassed much of their original pre-eruptive budget of carbon during eruption. Degassing has thus complicated the use of MORBs and OIBs for determining the carbon content of their mantle sources and the flux of CO$_2$ from basaltic eruptions. To attempt to circumvent this complication, researchers have used a variety of microbeam analysis methods to study the composition and volatile content of melt inclusions, which are small pockets of melt (tens to hundreds of microns in diameter) that become trapped in phenocryst minerals that grow in the magma prior to eruption at the surface (Figure 9.1) and are consequently less degassed than their host magmas. Fourier-transform infrared spectroscopy (FTIR) and secondary ion mass spectrometry (SIMS) have both been used to make accurate and precise measurements of CO$_2$ and H$_2$O in melt inclusions, providing a means to interrogate collections of MORB and OIB samples to study the origin and evolution of carbon in the convecting mantle. Most melt inclusions (with some exceptions; see below) contain a vapor bubble formed at vapor saturation after inclusion entrapment, during differential cooling of the melt inside the olivine crystals (Figure 9.1). These vapor bubbles typically contain most of the CO$_2$ within the inclusion, but they cannot be measured by SIMS or FTIR.\textsuperscript{43,44}

In this chapter, we review the types of samples that are best studied to assessing the primary CO$_2$ content of magmas from mid-ocean ridges and hot spots, estimate volcanic fluxes, and estimate the CO$_2$ content of mantle sources present in the convecting mantle. While we are unable to assess the primary CO$_2$ content of LIP magmas, we review CO$_2$ flux estimates from the literature. The volcanism that we consider here does not include subduction zones or continental intraplate volcanism, which are covered in Chapter 8. We also do not consider petit-spot volcanism – small, young edifices discovered outboard of the Japan trench.\textsuperscript{45} These lavas may originate from below the lithosphere–asthenosphere boundary and erupt on the seafloor due to plate flexure. They are highly alkalic and highly vesicular, such that they may carry significant CO$_2$, although it is unclear whether this CO$_2$ originated from the mantle or from crustal contamination. Their occurrence may be restricted to a few edifices outboard of the Japan trench, or could be ubiquitous. Their contribution to CO$_2$ outgassing is presently highly unconstrained.
Figure 9.1 Illustration of carbon dioxide and nonvolatile trace element behavior in magmas at oceanic volcanoes. Each panel tracks the concentration of CO₂ and a nonvolatile trace element during the ascent of magma for three hypothetical cases. (a) A CO₂-undersaturated magma that begins with low volatile and trace element concentrations. In this case, the magma ascends and erupts on the seafloor without experiencing CO₂ degassing, such that the starting CO₂ concentration and that of a nonvolatile trace element remain roughly constant during ascent and eruption. (b) A magma that begins with higher volatile and trace element concentrations and experiences CO₂ saturation during ascent to the seafloor. At conditions of saturation, bubbles form as the magma moves upwards to lower pressure, removing CO₂ from the magma. The concentration of a nonvolatile trace element in this system, however, remains roughly constant. In the last stages prior to eruption, the magma may move faster than CO₂ is able to diffuse toward bubbles, resulting in an erupted magma on the seafloor that contains more CO₂ than would be present for equilibrium saturation (i.e. it is supersaturated). This is the most common condition for basalts erupted at mid-ocean ridges. (c) A volatile- and trace element-enriched magma that ascends beneath an oceanic island and experiences CO₂ saturation at greater depth. Because of the lower eruption pressure above sea level, the magma loses virtually all of its CO₂ to degassing, whereas the concentration of a nonvolatile trace element remains roughly constant. In all cases, olivine-hosted melt inclusions (see inset, sample NMNH 116111-5 melt inclusion is 100 µm in diameter) may trap melts during various stages of ascent. If trapped at pressures higher than the CO₂ saturation curve, melt inclusions may preserve the undegassed magma composition even if the external magma has experienced degassing.
9.2 Sampling

Major collections of seafloor samples (Figure 9.2) are discoverable and searchable through the Index to Marine and Lacustrine Geological Samples (IMLGS) at the National Centers for Environmental Information (NCEI; formerly National Geophysical Data Center, NGDC) at the US National Oceanographic and Atmospheric Association. Once identified, samples can be requested from the individual sample repositories. In this chapter, we rely heavily on the MORB study of Le Voyer et al. (and references therein), who reported new data on 753 geographically distributed MORB samples, combined with a quality-controlled database of published data from an additional 2446 samples, describing CO₂ fluxes and estimated primary magma CO₂ contents for 387 of the 458 mid-ocean ridge segments with major element data (out of a total of 711 geophysically defined MORB ridge segments). Among these MORB samples, there exist samples with sufficiently low pre-eruptive carbon contents and high eruptive pressures that they are thought to have avoided CO₂ degassing (e.g. Figure 9.1a); these samples display correlations of CO₂ with nonvolatile trace elements, as described by Cartigny et al. and Javoy and Pineau (CO₂-rich samples), and by Saal et al., Michael and Graham, and Shimizu et al. (undegassed samples; Figure 9.3). Additionally, three suites of melt inclusions from MORB sources show similar correlations of CO₂ with nonvolatile trace elements characteristic of vapor undersaturation, which have been described from the Siqueiros Transform on the East Pacific Rise, the equatorial Mid-Atlantic Ridge, and northern Iceland (Figure 9.3). Importantly, these three melt inclusion suites are dominated by inclusions that have not formed post-entrapment vapor bubbles, such that the pre-eruptive magmatic CO₂ contents are preserved in the glass. These data are supplemented by an additional 113 melt inclusions that have been measured for CO₂ but show evidence of degassing; these come from the Gakkel Ridge, the Juan de Fuca Ridge, the Lucky Strike segment of the Mid-Atlantic Ridge, and selected melt inclusions from Axial Seamount on the Juan de Fuca Ridge. This entire set of new and published data, from the paper of Le Voyer et al., is available as an electronic supplement to that paper, as well as for download at the EarthChem Library.

For hot spots, we rely heavily on an extensive new data set for Hawaiian melt inclusions reported by Marske and Hauri, consisting of major, trace, and volatile element data on 915 olivine-hosted melt inclusions in 29 samples of submarine-erupted pillow lavas and subaerial tephra deposits from the shield-building stage of five Hawaiian volcanoes (Figure 9.4). Tucker et al. estimated bulk (dissolved + bubble) CO₂ contents in 437 of the Hawaiian melt inclusions studied by Marske and Hauri. These data are supplemented by melt inclusion data from other hot spot localities where shrinkage of bubble dimensions are reported, namely the Azores, Canaries, and Iceland. The compiled OIB melt inclusion dataset may be downloaded from the EarthChem Library. We emphasize, however, that none of the microbeam and statistical methods applied to melt inclusions can account for CO₂ lost from magmas prior to melt inclusion entrapment in their crystal hosts.
Figure 9.2 GeoMapApp figures showing MORB sample locations from the study of Le Voyer et al.47 (red circles) and locations of previously published MORB samples (gray circles). Hot spots with estimated CO₂ fluxes are shown as yellow stars. (a) Arctic Ocean basin; (b) Pacific Ocean basin; (c) Atlantic Ocean basin; (d) Indian Ocean basin.
9.3 Fluxes of CO₂ from the Global Mid-Ocean Ridge System

The samples compiled by Le Voyer et al. 47 were assigned to individual ridge segments based on a comparison of their sampling coordinates with the global spreading center.
segment catalog of Gale et al.36 (Figure 9.2). Segment-average volatile concentrations were calculated for all segments that contained an on-axis sample analyzed for H₂O, CO₂, F, S, and/or Cl. Segment averages for the volatile data were corrected to MgO = 8 wt.% and to compositions in equilibrium with Fo₉₀ olivine in order to compare with the fractionation-normalized database of Gale et al.17 We note that correction for crystal fractionation cannot account for the irreversible loss of CO₂ by degassing, although we estimate primary magma CO₂ contents using Ba and Rb as proxies, as explained below.

MORBs are erupted under hydrostatic pressure on the seafloor, determined by the water depth at the site of MORB collection. The solubility of CO₂ in MORBs is strongly dependent on pressure,37,41 and so dissolved CO₂ concentrations in MORBs correlate with the pressure of eruption on the seafloor.67 However, many MORBs have dissolved CO₂ contents in excess of the equilibrium solubility of CO₂ predicted at the eruption pressure. This oversaturation is due to rapid melt ascent during eruption, during which diffusion of carbon in the melt is too slow to maintain equilibrium between the dissolved CO₃²⁻ in the melt and the CO₂ vapor within the vesicles (Figure 9.1b).37,38,67–69

The CO₂–H₂O solubility model of Dixon et al.39 has typically been used to constrain vapor saturation pressure (Pₚₐₛₜ) in MORBs because they determined CO₂ and H₂O solubility specifically on MORB melt compositions. When we use measured CO₂ and H₂O contents in MORBs to calculate Pₛₐₜ using the Dixon et al.39 model and compare these with the pressures of MORB sample collection (Pₛₐₜₑᵥₑₒₑ), a subset of the data scatter around the 1:1 line (line in Figure 9.5) where vapor saturation pressures are close to those corresponding to the sampling location. A large number of samples are also demonstrably oversaturated in a CO₂–H₂O vapor and thus plot to high values of Pₛₐₜ (above line in Figure 9.5), in good agreement with the presence of vapor bubbles in almost all MORB samples.69

Two other solubility models are often used as alternatives to the Dixon et al.39 model: Papale et al.70 and Ghiorso and Gualda.71 The model of Papale et al.70 (green field in Figure 9.5) produces Pₛₐₜ values that are 60% lower on average compared with Dixon et al.,39 which suggests that most MORBs are vapor undersaturated. Vesicle abundances observed in MORBs, however, contradict this prediction69 because samples that are vapor undersaturated should not have vesicles.49,50,52 The Papale et al.70 model thus likely underestimates vapor saturation pressures in MORBs. The Papale et al.70 model was calibrated over a very wide range in melt compositions, whereas the Dixon et al.39 model was calibrated specifically on MORB compositions, so disagreement between these models is perhaps not surprising. More recently, the CO₂–H₂O solubility model of Ghiorso and Gualda71 (pink field in Figure 9.5) results in Pₛₐₜ values that are 20% lower on average compared with Dixon et al.,39 producing good agreement with Pₛₐₜₑᵥₑₒₑ values. The Ghiorso and Gualda71 model thus also predicts more samples than Dixon et al.39 to be vapor undersaturated. Both models provide reasonable estimates of vapor saturation pressures, but we prefer the model of Dixon et al.39 because it is calibrated specifically for MORBs and it predicts that fewer MORBs are vapor undersaturated, which is consistent with the presence of vesicles in the vast majority of MORBs.
9.3.1 MORB Melt Inclusions and the Usefulness of Volatile/Nonvolatile Element Ratios

Because CO$_2$ has degassed irreversibly from most MORBs, the flux of CO$_2$ from the MORB mantle is often determined by establishing the mantle ratio of CO$_2$ to another
element whose flux is well constrained. An element often used this way is helium, as the upper mantle $^3\text{He}$ flux is determined from oceanographic measurements or measurements in MORBs. CO$_2$/$^3\text{He}$ ratios measured in MORBs must be corrected for fractionation during magmatic degassing, and an equilibrium degassing model is often used for this purpose. However, Tucker et al. showed that MORB degassing is influenced by kinetic effects not accounted for in equilibrium degassing models. Using a disequilibrium degassing model, Tucker et al. estimated a mantle CO$_2$ flux of 59 Tg/yr, although the extent of CO$_2$ fractionation from other volatile elements during degassing and the total mantle CO$_2$ flux strongly depend on poorly constrained diffusivities of carbon in basaltic melt.

To avoid reliance on degassing models and uncertainties in their critical parameters, we seek undegassed samples to develop nonvolatile proxies for the CO$_2$ contents of primary mantle melts (melts in equilibrium with mantle olivine of Fo$_{90}$). We therefore turn to melt inclusions. By virtue of being encapsulated in rigid host minerals, melt inclusions gain additional protection from degassing, and their volatile concentrations are not constrained by eruption depth as described in the preceding section. Indeed, some suites of melt inclusions lack vapor bubbles and are well established as being vapor (and hence carbon) undersaturated. For a proxy, we turn to highly incompatible nonvolatile trace elements with similar behavior to carbon during partial melting of the mantle (Figure 9.1). Analyses of rare undegassed melt inclusions, rare undegassed MORBs, and experimental studies establish that the nonvolatile elements Rb, Ba, Nb, and Th behave similarly to CO$_2$ during mantle melting. In undegassed samples, CO$_2$ concentrations correlate with Rb, Ba, Nb, and Th. Moreover, the CO$_2$/Ba and CO$_2$/Rb ratios of undegassed mantle-derived melts are approximately constant. Two fundamental assumptions follow from these observations and underpin this contribution: (1) mantle processes do not fractionate carbon from Ba and Rb; and (2) MORB Ba and Rb concentrations can be used as proxies for CO$_2$ in partially degassed MORBs and OIBs. Furthermore, we suggest that loss of CO$_2$ by degassing can be detected by the presence (or lack thereof) of a correlation of CO$_2$ with incompatible trace elements.

The first such correlation was observed for MORB melt inclusions from the Siqueiros Fracture Zone on the East Pacific Rise, where depleted MORB (D-MORB) is erupted at great water depth, inhibiting CO$_2$ loss even from the erupted magmas. Subsequent studies of MORB melt inclusions, from less-depleted ridge segments and containing shrinkage bubbles, generally observed degassed magmas with no correlations of CO$_2$ with other trace elements. Recently, two other suites of melt inclusions, showing CO$_2$ correlating with Rb, Ba, Nb, Th, and other trace elements, have been reported from the Mid-Atlantic Ridge and northern Iceland. These recently reported melt inclusion suites were free of vapor bubbles within the melt inclusions, with the exception of the most enriched of the Iceland melt inclusions, for which bubble measurements were made to account for the influence of their CO$_2$ budget on the overall CO$_2$ content of the inclusions. Additionally, Michael and Graham and Shimizu et al. identified limited suites of deeply erupted D-MORB glasses that also show correlations of CO$_2$ with incompatible
trace elements. Hauri et al.\textsuperscript{53} showed that vapor-undersaturated MORBs have average CO$_2$/Rb (991 ± 26\%) and CO$_2$/Ba (81.3 ± 56\%) ratios that are more uniform than CO$_2$/Nb or CO$_2$/Th ratios. The ratio of the measured CO$_2$/Ba ratio to the average CO$_2$/Ba ratio for undegassed MORBs indicates that a majority of MORB samples have degassed >80\% of their initial CO$_2$ (Figure 9.3).

Although vapor-undersaturated MORBs with relatively uniform CO$_2$/Ba, CO$_2$/Rb, CO$_2$/Th, and CO$_2$/Nb ratios have mostly been interpreted to be undegassed, alternative interpretations have been explored that bear on how accurately these ratios record those in the mantle sources of MORB. Rosenthal et al.,\textsuperscript{78} argued that scattering in observed CO$_2$/Ba and CO$_2$/Nb ratios in vapor-undersaturated MORBs could be due to undetected degassing of CO$_2$ in amounts small enough to preserve CO$_2$–Ba–Nb correlations. Matthews et al.\textsuperscript{79} modeled this undetected degassing as a partial degassing and mixing process, where near-fractional melts of the mantle are partially degassed at a specified depth and partially mixed. Despite being partially degassed, modeled melt mixtures were shown to retain positive correlations between CO$_2$ and nonvolatile trace elements while delineating average CO$_2$/nonvolatile trace element ratios that underestimated those of the mantle source. A defining characteristic of the model results from Matthews et al.\textsuperscript{79} is the prediction that sample suites that partially degas will show a gradual as opposed to a sharp transition from positive to negative Pearson correlation coefficients between CO$_2$/El and 1/El ratios (where El is a nonvolatile trace element) with increasing compatibility of the El. Applying their model results to natural melt inclusion populations, Matthews et al.\textsuperscript{79} argued that Pearson correlation coefficients in the equatorial Mid-Atlantic Ridge melt inclusions reported by Le Voyer et al.\textsuperscript{52} show a gradual transition from positive to negative correlation coefficients, and that the melt inclusions were partially degassed. They also argued that other MORB data sets are consistent with partial degassing, and that rather than the average CO$_2$/Ba ratio in CO$_2$-undersaturated MORBs, the maximum CO$_2$/Ba ratio of ~140 provides a more reliable estimate of the CO$_2$/Ba ratio of the mantle source.

The study of Shimizu et al.\textsuperscript{80} evaluated whether the partial degassing and mixing process described by Matthews et al.\textsuperscript{79} can reproduce the data for the olivine-hosted MORB melt inclusions from the Garrett and Siqueiros transform faults on the East Pacific Rise and found that it is difficult to fully explain their Pearson correlation coefficients between the CO$_2$/El and 1/El ratios (Figure 9.6). To explain the observed coefficients, Shimizu et al.\textsuperscript{80} considered the effect of analytical uncertainties in the model by adding noise to the modeled concentrations of CO$_2$ and El, simulating the analytical uncertainties during measurements of the Siqueiros and Garrett melt inclusions. They demonstrated that when analytical uncertainties are considered, the correlations between the CO$_2$/El and 1/El ratios of an undegassed model show a gradual transition from positive to negative similar to a partially degassed model (Figure 9.6). They argued that although partial degassing cannot be ruled out, it may not be required to explain the Pearson correlation coefficients in the Siqueiros and Garrett melt inclusions (Figure 9.6).

Isotopic heterogeneity within melt inclusion populations derived from individual samples has been reported by several studies,\textsuperscript{81–84} which can be explained only if the melt
inclusion suite represents mixtures of melts from a heterogeneous source. Indeed, chemical and isotopic heterogeneity has been observed in MORBs by numerous studies, suggesting generation through melting of a heterogeneous mantle source \(^{25,35,85–87} \) (and see expanded discussion in Section 9.3.2). This heterogeneity typically takes the form of mixing between melts from depleted and enriched sources with low and high concentrations of trace elements, respectively. In this mixing scenario, trace element ratios like \( \text{CO}_2/\text{Ba} \) and
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**Figure 9.6** Pearson correlation coefficients for \( 1/\text{El} \) versus \( \text{CO}_2/\text{El} \) (where El is an incompatible trace element) for Siqueiros and Garrett melt inclusions (MIs) plotted against the bulk partition coefficients of the El.\(^{80} \) Garrett MIs have been filtered for anomalously depleted MIs with high analytical uncertainties. Bulk partition coefficients are from Rosenthal et al.\(^{78} \) for C and Kelemen et al.\(^{173} \) for nonvolatile trace elements. Solid gray and black lines show correlation coefficients generated by the model of Matthews et al.\(^{79} \) conducted using the pHMELTS model\(^{174–176} \) to generate near-fractional melts of the DDMM from Workman and Hart,\(^{177} \) which were then mixed using the model of Rudge et al.\(^{178} \) The black and gray lines are the undegassed and partially degassed models, respectively, both of which do not include the analytical uncertainties. The black and gray dots are mean and \( 2\sigma \) uncertainties of Pearson correlation coefficients generated by the undegassed and partially degassed models ran 1000 times, both of which include analytical uncertainties ranging from 6\% to 32\% \( (2\sigma) \) depending on the element. In the partial degassing model, partial degassing is done using the \( \text{CO}_2 \) solubility model of Shishkina et al.\(^{179} \) at 7 km in the oceanic crust underneath 4 km of seawater.
CO2/Nb are dominated by melts from the more enriched component with higher trace element abundances, while melts from the depleted source act to dilute the signature of melts from the enriched source. As a result, the population average of a ratio of two highly incompatible elements (such as CO2/Ba) might also be modified by mixing of melts from heterogeneous sources, having an important and unexplored effect on the modeling results of Matthews et al.79 While it is beyond the scope of this chapter to provide detailed discussion of all of the processes that lead to compositional heterogeneity at ridges and hot spots, we note that the Pearson correlation coefficients between the CO2/El and 1/El ratios for each of the vapor-undersaturated sample suites is not completely explained by either partial degassing and mixing or melting of a single mantle source (e.g. La, Ce, Nd, and Hf in Figure 9.6). Given this and the result that gradual changes in Pearson correlation coefficients between CO2/El and 1/El ratios from positive to negative may not require partial degassing (Figure 9.6), we postulate that average CO2/El ratios observed in vapor-undersaturated melt inclusions reflect those of the mantle source(s) involved in melting, and that these ratios apply to the entire global ridge system.

9.3.2 Variations in Primary MORB CO2 Contents and CO2 Fluxes

We describe here the central methodology of this contribution. Trace elements vary among MORB segments by a factor of 20, and this cannot be explained by variations in the extent of melting,17,20,21 but instead requires mantle heterogeneity. At the segment,34 basin,35 and global scales,36 trace element ratios correlate with some, but not all, radiogenic isotopes. For example, segment average Ba/Nb ratios correlate with 87Sr/86Sr.36 While correlations between trace elements and isotopes can be complex because isotopes represent time-integrated histories and trace elements are highly sensitive to recent fractionation events, trace elements are highly correlated among themselves. Carbon – another trace element – has been shown to correlate with the highly incompatible trace elements and varies on an order that exceeds which can be produced by ridge processes. By analogy with trace elements, we consequently infer large variations in primary mantle CO2 concentrations due to mantle heterogeneity, which we calculate on the segment scale below.

The restricted ranges in CO2/Ba and CO2/Rb in undegassed MORBs permit an estimation of the initial primary CO2 concentrations of MORB magmas, given an estimate of their primary trace element abundances. Gale et al.17,36 provide such estimates based on the compositions of MORB magmas averaged by ridge segment, and corrected for shallow-level crystal fractionation to MgO = 8 wt.% and also further corrected to be in equilibrium with Fo90 olivine. Le Voyer et al.47 estimated primary MORB magma CO2 for 387 segments that contain data for Ba and/or Rb out of the 711 MORB spreading ridge segments identified by Gale et al.36 These segment-average concentrations were then multiplied by the undegassed-average ratios from Hauri et al.53 of CO2/Rb (991) and CO2/Ba (81.3) to calculate segment-averaged primary CO2 concentrations. Unsurprisingly, the segment-average primary CO2 contents (as derived from Ba and Rb) correlate well with segment-averaged primary Th and K2O (Figure 9.7). These CO2 abundances range widely, from a low of 104 ppm CO2 at a
depleted segment in the Galapagos Spreading Center to a high of 1.90 wt.% CO$_2$ at a highly enriched segment of the Juan de Fuca Ridge. The distribution of primary melt CO$_2$ contents is strongly skewed with a near log-normal distribution. The median CO$_2$ content is 1107 ppm and the mean is 2139 ppm. To determine the mode (“most likely” CO$_2$ content), we applied a kernel density analysis with an optimal bandwidth of 318 (Bowman & Azzalini, 1997182), and obtained 621 ppm. This preferred value for “typical primary MORB” (621 ppm CO$_2$) is similar to the analytical mode (486 ppm), which assumes a true log-normal distribution. (Note that the original printing of Le Voyer et al. (2019)59 incorrectly referred to 2100 ppm as median primary CO$_2$. This contribution revises that error.)

Figure 9.7  Segment-averaged primary MORB compositions corrected for low-pressure fractionation to equilibrium with Fo$_{90}$ olivine. CO$_2$(Ba)$_{90}$ versus (a) Th$_{90}$ and (b) K$_2$O$_{90}$ from the study of Le Voyer et al.,47 who estimated primary magma CO$_2$ contents from the average MORB CO$_2$/Ba ratio (81.3) and segment-average Ba$_{90}$ concentrations.
Nearly five decades of deep-water oceanographic research, coupled with ocean drilling by the Deep Sea Drilling Program (DSDP) and the International Ocean Drilling Program (IODP), have demonstrated a limited range of crustal thickness of $6 \pm 1$ km$^{20,88,89}$ and at variable spreading rates that are well determined globally. $^{90}$ Given the relationship between crustal thickness and seafloor depth, $^{20,88,91}$ magma production rates at mid-ocean ridges are readily calculated from the product of ridge length, crustal thickness, and spreading rate. $^{11}$ Behn and Grove $^{88}$ and Van Avendonk et al. $^{92}$ summarized seismically determined measurements of crustal thickness at ridge axes, which varies from 2 km at the slow-spreading Gakkel Ridge to 30 km at central Iceland and is a product of the local magma production rate and spreading rate. The crustal thickness of ridge segments correlates with ridge depth (reflecting isostatic compensation of MORB crust at the ridge axis). With this, Le Voyer et al. $^{47}$ estimated the crustal thickness at all of the 711 MORB segments defined by Gale et al. $^{36}$ based on the axial depth. Le Voyer et al. $^{47}$ then determined a segment-average magma production rate by multiplying the crustal thickness by the segment spreading rate, which was then used to calculate the fluxes of CO$_2$ (and other elements) on a segment-by-segment basis.

CO$_2$ fluxes, normalized by ridge length, vary by a factor of $>100$ because they are the product of local primary magma CO$_2$ content and local magma production rate, which are uncorrelated. Fluxes of CO$_2$ vary from $1.52 \times 10^6$ to $4.74 \times 10^8$ mol/yr/km. High CO$_2$ fluxes are typically correlated with high primary CO$_2$ in the magma (Figure 9.8), reinforcing the observations made above that variations in the MORB primary magma CO$_2$ content are mostly driven by variations in mantle composition rather than magma production dynamics or mantle temperature. $^{47}$

Integrated over the length of the global mid-ocean ridge system, the global MORB magma production rate is 16.5 km$^3$/yr (lower than the estimate of 21 km$^3$/yr from Crisp $^{11}$), and the total flux of CO$_2$ is $1.32 \times 10^{12}$ mol/yr. $^{47}$ This estimate is significantly higher than that of Saal et al., $^{49}$ which is based on depleted Siqueiros Fracture Zone melt inclusions. Our estimate is lower than the estimate of Cartigny et al. $^{48}$ which is based on enriched MORBs from 14$^\circ$N and 34$^\circ$N on the Mid-Atlantic Ridge. Marty and Tolstikhin, $^{10}$ Michael and Graham, $^{50}$ and Hauri et al. $^{53}$ give CO$_2$ fluxes that are nearly a factor of two higher than the integrated value summed over the detailed fluxes determined on a segment-by-segment basis by Le Voyer et al. $^{47}$

The MORB flux of CO$_2$ degassed at the ridge axis is ultimately dissolved into the overlying water column, either instantly by eruptive degassing ($\sim$80%) or later stripped out by hydrothermal circulation, where it becomes part of the marine bicarbonate cycle. Short-term global effects of large variations in the ridge CO$_2$ flux are thus muted by the $\sim$100,000 year residence time of carbon dissolved in seawater, $^{93}$ and thus variations in the ridge CO$_2$ flux are unlikely to influence short-term surface climate conditions while the ridge is submerged. Only when the mid-ocean ridge system is exposed above sea level, such as at Iceland today, will there be a significant delivery of CO$_2$ from the mid-ocean ridge mantle directly into the atmosphere. On longer timescales, the ridge CO$_2$ flux is dwarfed by the deposition of carbonate sediments and organic carbon on the seafloor and of carbonate alteration veins within the crustal and mantle sections of the oceanic lithosphere, which make the seafloor a net sink for carbon by a large factor compared with its initial magmatic budget. $^{8,94–96}$
The next most important flux of CO₂ from the convecting mantle occurs at intraplate hot spots, where deeper sources of carbon penetrate through the upper mantle and oceanic lithosphere to produce seamounts and volcanic chains (Figure 9.1c). The flux of carbon from the deep mantle is of critical importance to mantle geochemistry and the study of planetary volatiles. Whereas mid-ocean ridges sample the uppermost mantle, some ocean intraplate volcanics sample the deeper mantle via upwelling plumes, which could represent a significant reservoir of terrestrial carbon and other volatile elements. Hot spot magma fluxes are similarly calculated from the volumes of the individual volcanoes in the

Figure 9.8 MORB segment-average CO₂ flux normalized by ridge length (mol/yr/km) versus (a) crustal thickness and (b) primary CO₂ concentration estimated from the average MORB CO₂/Ba ratio (81.3) and segment-average Ba₀₉₀ concentrations. Estimated CO₂ fluxes are more strongly correlated with mantle composition than with crustal thickness.

9.4 Fluxes of CO₂ from Mantle Plumes

The next most important flux of CO₂ from the convecting mantle occurs at intraplate hot spots, where deeper sources of carbon penetrate through the upper mantle and oceanic lithosphere to produce seamounts and volcanic chains (Figure 9.1c). The flux of carbon from the deep mantle is of critical importance to mantle geochemistry and the study of planetary volatiles. Whereas mid-ocean ridges sample the uppermost mantle, some ocean intraplate volcanics sample the deeper mantle via upwelling plumes, which could represent a significant reservoir of terrestrial carbon and other volatile elements. Hot spot magma fluxes are similarly calculated from the volumes of the individual volcanoes in the
chain; however, weathering of the volcanic edifice and poorer chronologic information on the duration of volcanism result in greater relative uncertainties for these fluxes. The flux of CO$_2$ from oceanic intraplate volcanics is generally considered to be much smaller than the mid-ocean ridge flux. However, many oceanic intraplate volcanics erupt subaerially, so their CO$_2$ emissions are injected directly into the atmosphere. Furthermore, many modern-day plumes are linked to LIPs, and gas emissions from eruption of these OIB progenitors can have profound and devastating environmental effects.

Modern-day volatile fluxes can be directly measured at active volcanic centers by analysis of volcanic gas, and this subject is discussed in depth in Chapter 8. Here, we focus on quantification of long-term integrated fluxes from oceanic intraplate volcanics. These are most typically quantified by combining estimates of primary magmatic CO$_2$ concentrations with magmatic fluxes. Two broad strategies are used to estimate pre-degassing CO$_2$ concentrations: using maximum measured CO$_2$ concentrations; and using a degassing model to calculate pre-degassing concentrations. The disadvantage of using degassing models is that they require additional constraints such as noble gas or carbon isotopic measurements to quantify the extent of gas loss, and the results may be sensitive to the assumed degassing model and its physical parameters. Using maximum measured values estimated from melt inclusions does not require assumptions about degassing processes, but can only provide lower limits on pre-degassing concentrations.

The heat flux produced by oceanic intraplate hot spots amounts to only 6–10% of the total surface heat flux; however, OIB magmas produced at hot spots are known to have enriched abundances of volatile elements that may contribute to a CO$_2$ flux in excess of that inferred from their relative heat fluxes. However, enriched CO$_2$ contents can also result in deeper degassing of CO$_2$ and thus many submarine-erupted OIBs have likely lost a greater fraction of their initial CO$_2$ compared with MORBs erupted under the same submarine water pressures. As a result, like the situation for MORBs, submarine glasses at hot spots have lost the majority of their CO$_2$.

Melt inclusions once again provide the means to examine the CO$_2$ content of OIB magmas. The recent study of Marske and Hauri provides a definitive data set of volatiles in Hawaiian melt inclusions, adding to the smaller datasets of Refs. However, for CO$_2$, these prior studies were all complicated by the presence of vapor bubbles within melt inclusions, which were not accounted for in determining inclusion CO$_2$ concentrations. Tucker et al. examined hundreds of bubbles in Hawaiian melt inclusions and quantified the uncertainties associated with reconstructing total (bubble + dissolved) CO$_2$ in the melt inclusions. Given the proportion of bubble/inclusion volume (which strongly peaks at 3.3% for Hawaiian inclusions; Figure 9.4), an estimate of the bubble formation pressure determined from the dissolved H$_2$O and CO$_2$ contents of the glass phase, a bubble closure temperature, and an equation of state for CO$_2$ vapor, it is possible to reconstruct the total CO$_2$ content of the inclusion. At Hawaii, these CO$_2$ contents range over hundreds of ppm to several wt.% CO$_2$; however, much of this range is likely due to degassing, and only the highest CO$_2$ contents are likely to be representative of primary (undegassed) CO$_2$ contents. Tucker et al. estimated an average primary Hawaiian magma CO$_2$ content of 7000 ppm.
Table 9.1 Melt inclusion-based estimates for primary magma CO$_2$ (ppm) and CO$_2$ fluxes from selected oceanic intraplate hot spots

<table>
<thead>
<tr>
<th>Locality</th>
<th>Iceland</th>
<th>Azores</th>
<th>Canary</th>
<th>Hawaii</th>
<th>Society</th>
<th>Pitcairn</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of MIs</td>
<td>104</td>
<td>26</td>
<td>29</td>
<td>407</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Primary CO$_2$ (ppm)</td>
<td>3200</td>
<td>8200</td>
<td>10,600</td>
<td>7000</td>
<td>14,000</td>
<td>5100</td>
<td></td>
</tr>
<tr>
<td>Magma supply rate (g/yr)</td>
<td>5.40E+13</td>
<td>2.67E+12</td>
<td>2.70E+12</td>
<td>5.40E+14</td>
<td>6.75E+12</td>
<td>1.62E+13</td>
<td></td>
</tr>
<tr>
<td>CO$_2$ flux (g/yr)</td>
<td>1.73E+11</td>
<td>2.19E+10</td>
<td>2.86E+10</td>
<td>3.78E+12</td>
<td>9.45E+10</td>
<td>8.26E+10</td>
<td>4.18E+12</td>
</tr>
<tr>
<td>C flux (Tg/yr)</td>
<td>4.71E-02</td>
<td>5.97E-03</td>
<td>7.81E-03</td>
<td>1.03E-00</td>
<td>2.58E-02</td>
<td>2.25E-02</td>
<td>1.14E+00</td>
</tr>
<tr>
<td>CO$_2$ flux (mol/yr)</td>
<td>3.93E+09</td>
<td>4.98E+08</td>
<td>6.5E+08</td>
<td>8.59E+10</td>
<td>2.15E+09</td>
<td>1.88E+09</td>
<td>9.50E+10</td>
</tr>
<tr>
<td>Refs.</td>
<td>64, 65, 180</td>
<td>62, 180</td>
<td>63, 180</td>
<td>61, 181</td>
<td>117</td>
<td>116</td>
<td></td>
</tr>
</tbody>
</table>

MI = melt inclusion; N/A = not applicable.

(Table 9.1) and a modern CO$_2$ flux for Hawaii of $8.6 \times 10^{10}$ mol/yr. This flux represents approximately 5% of the MORB CO$_2$ flux, while the magma flux at Hawaii (0.2 km$^3$/yr) represents only 1% of the MORB magma flux, a comparison that highlights the enriched nature of CO$_2$ in Hawaiian magmas.

The melt inclusion-based estimates compare well to prior published estimates of Hawaiian magma primary CO$_2$ contents and volcanic fluxes. By combining dissolved and vesicular CO$_2$ concentrations, Dixon and Clague$^{104}$ found maximum CO$_2$ concentrations of up to 6300 ppm in submarine Loihi basalts. Using a noble gas-based disequilibrium degassing model, Gonnermann and Mukhopadhyay$^{112}$ estimated pre-degassing concentrations of between 1100 and 6300 ppm in basalts from Loihi and Kilauea. However, those results may be sensitive to model parameters such as the magmatic carbon diffusivity. The long-term rate from melt inclusions is similar to modern-day emission rates measured from the Kilauea summit.$^{113-115}$

Given knowledge of the H$_2$O and CO$_2$ contents of glassy melt inclusions and vapor bubble sizes, the same methodology as applied to the Hawaiian inclusions can also be applied to published data sets from other hot spots in order to calculate their primary magma CO$_2$ contents and CO$_2$ fluxes. Melt inclusion volatile and bubble size data are available from the Azores,$^{62}$ Canary,$^{63}$ and Iceland$^{64,65}$ hot spots; primary magmatic CO$_2$ contents of these hot spots are conservatively estimated as the 95th percentile of CO$_2$ contents from the data sets. Additionally, we include estimates based on analyses of submarine glasses of the Society and Pitcairn hot spots.$^{116,117}$ The primary CO$_2$ contents of these hot spot OIBs range from 3200 ppm at Iceland to 10,600 ppm CO$_2$ at the Canaries, suggesting a large degree of heterogeneity in primary CO$_2$ contents between hot spots (Table 9.1). However, each of the individual CO$_2$ fluxes of the smaller hot spots is more than an order of magnitude lower than the CO$_2$ flux from Hawaii.

In their bathymetric studies of Pacific seamounts and islands, Batiza,$^{118}$ Wessel and Lyons,$^{119}$ and Kim and Wessel$^{120}$ estimated the total volume of oceanic intraplate magmatism...
to be $1 \sim 2 \times 10^7$ km$^3$, which equates to an extra 100–200 m (1.5–3.0%) of crustal thickness across the entirety of the Pacific plate. If this relationship holds for all of the ocean basins, then even with a primary magma CO$_2$ content of 1 wt.% (similar to the highest OIB primary CO$_2$ contents; Table 9.1), this would represent an additional 12–25% atop the ridge flux, or 0.17–0.35 $\times 10^{12}$ mol/yr (or two to four times the output of Hawaii; Table 9.1). Thus, while the overall intraplate CO$_2$ output is not insignificant compared with the ridge flux, long-term global variations in the CO$_2$ flux from ridges alone are no doubt of a similar magnitude given the spreading rates and total ridge length changes during plate tectonic evolution. And because most of the intraplate volcanism in the oceans is below sea level, the CO$_2$ outgassed at all but the largest hot spots is fated for dissolution into seawater, and, like the MORB flux, it is ultimately precipitated as carbonate sediments and carbonate vein fillings on the seafloor.

LIPs represent an exceptional source of hot spot-related magmatism due to their punctuated eruptions of enormous volumes over very short periods of time (~1 Myr) that approach the global MORB production rate and the well-known correlation of ages of LIP eruption events with the timing of mass species extinctions.$^{121,122}$ Such eruptions have great potential to influence global climate on short timescales due to the likelihood that their volatile inventory was delivered directly to the atmosphere; this is particularly acute for the emission of SO$_2$ during LIP volcanism, as the atmospheric abundance of SO$_2$ is typically low and its ability to absorb or reflect UV radiation is very high. Thus, LIP SO$_2$ emissions (of the order $10^{13}$ mol/yr over decadal timescales) are enormous compared with the SO$_2$ budget of the atmosphere (of the order $10^{10}$ mol/yr) and can result in severe short-term cooling effects on Earth’s surface.$^{16,121}$ If flood basalts contain primary CO$_2$ contents similar to OIBs, the emission of CO$_2$ in a single decade-long eruption potentially represents a magnitude of the order $10^{13}$ mol/yr,$^{16}$ approximately ten times the modern emission rate from mid-ocean ridges$^{47}$ and representing an instantaneous decadal addition to atmospheric CO$_2$ on the order of 1000 ppm. The greenhouse effect of such LIP CO$_2$ emissions would be concurrent with LIP SO$_2$ emissions. Increased SO$_2$ would push conditions toward global cooling, but would have a shorter residence time in the atmosphere than CO$_2$. Thus, the overall impact of LIP volcanism might be expected to strongly drop global temperatures while the volcanism is active and to strongly increase global temperatures following the cessation of eruptions. The evolution of end-member “hot-house” or “icehouse” climate conditions, triggered by LIP eruptions, could depend on whether the atmospheric system was already close to a tipping point in one direction or the other.$^{16,122,126}$ Nevertheless, both SO$_2$ and CO$_2$ emissions from LIPs would ultimately lead to intense ocean acidification that could be an additional driver in triggering mass extinctions associated with LIP volcanism.

### 9.5 Carbon Content of Convecting Mantle Sources

The large range of primary MORB and OIB magma CO$_2$ contents at the segment scale is due to a combination of variations in degree of melting, as well as variations in mantle CO$_2$
abundance. The mean degree of melting at a given ridge segment can be evaluated by consideration of crustal thickness. For the standard model of passive upwelling at oceanic spreading centers, Klein and Langmuir\textsuperscript{20} describe the relationships between crustal thickness ($D_c$), mean degree of melting ($\bar{F}$), mean pressure of melting ($\bar{P}$), and final pressure of melting ($P_f$). The mean degree of melting can be calculated from the crustal thickness using the following relation:

$$\bar{F} = 0.006\sqrt{D_c \rho_c / 0.0612}, \quad (9.1)$$

where crustal thickness $D_c$ has units of kilometers and $\rho_c$ is the density of the oceanic crust in units of Tg/km$^3$ (equivalent to g/cm$^3$). With estimates of crustal thickness for each ridge segment derived from its relationship with ridge depth, we can use (9.1) to calculate the degree of melting at each segment and then invert the primary CO$_2$ content for mantle CO$_2$ using the batch melting equation:

$$C_{\text{mantle}} = C_{\text{melt}} D_{\text{carbon}} (1 - \bar{F}) + \bar{F}, \quad (9.2)$$

where $C_{\text{mantle}}$ is the mantle concentration, $C_{\text{melt}}$ is the melt concentration (in equilibrium with Fo$_{90}$ olivine), and $D_{\text{carbon}}$ is the carbon bulk solid/melt partition coefficient. Because $D_{\text{carbon}}$ is much lower than $\bar{F}$, (9.2) reduces to a simple relationship between the degree of melting and mantle-melt concentrations:

$$C_{\text{mantle}} = C_{\text{melt}} \bar{F}. \quad (9.3)$$

Bearing in mind that the accuracy of the primary CO$_2$ in MORB contents relies on our assumption that CO$_2$/Ba and CO$_2$/Rb are relatively invariant, we can use (9.3) to calculate mantle source concentrations of CO$_2$ at each ridge segment. The calculations, carried out in the dataset of Cottrell et al. (2019),\textsuperscript{183} predict that MORB mantle CO$_2$ content ranges over two orders of magnitude from 10 ppm (segment GALA16) to 1980 ppm (segment JUAN1; Figure 9.9) and follows a log-normal distribution. For the 387 segments with trace element constraints, we estimate that the mean mantle CO$_2$ content is 205 ppm, the median is 99 ppm, and the mode (estimated using a kernel density analysis as above), is 73 ppm. Segment-specific values are tabulated in Cottrell et al. (2019).\textsuperscript{183} If we assume that the segments without trace element constraints have “typical” primary melt CO$_2$ contents, constrained by either the distribution mode (621 ppm) or the median (1107 ppm), then the mode of mantle CO$_2$ distribution is 50 or 104 ppm, respectively. The Arctic ridges are noteworthy in having uniformly high estimates of mantle CO$_2$. There are additional isolated ridge segments with high estimated mantle CO$_2$ concentrations that are far from hot spots, notably just north of the equatorial Mid-Atlantic Ridge (MARR168), much of the American–Antarctic Ridge, several slow-spreading segments of the Southwest Indian Ridge, and the northernmost Red Sea. Apart from these scattered locations, there is a strong geographic correlation of high mantle CO$_2$ at ridge segments that occur near hot spots (Iceland, Azores, South Atlantic hot spots, Reunion, Afar, Easter Island, Galapagos). All of the ridge segments with $>700$ ppm mantle CO$_2$ are located within 1000 km of the nearest hot spot, which may indicate that hot
Figure 9.9 Map of segment-average mantle source CO$_2$ concentrations along the global mid-ocean ridge system. Mantle source CO$_2$ concentrations were derived from segment-average primary CO$_2$ abundances by estimating the degree of melting at each ridge segment and assuming batch melting (see Eqs. (9.1)–(9.3) in the text). High concentrations are observed near hot spots (yellow stars show approximate localities but are off-set so as to not obscure data), but also at isolated sections of ridge far from hot spots, particularly the Arctic ridges and the southern Indian Ocean ridges.
spots have elevated concentrations of CO2 in their mantle sources. This inference is predicated on our underlying assumption that the mantle has uniform CO2/Ba and CO2/Rb ratios.47,53 If hot pots sample recycled mantle that has had carbon added to it or stripped from it relative to other trace elements, our assumption would not hold and our inferences about primary CO2 at hot spots would not be valid. While this is an important topic for future inquiry, at this point there is no evidence to suggest that the CO2/Ba or CO2/Rb ratios at hot spots are significantly different from those of the MORB mantle.53

At hot spots, no simple relationship translates between volcano volume and degree of melting, as hot spots have widely different temperatures and buoyancy fluxes127,128 and erupt through oceanic lithosphere of widely variable age and thickness. Thus, the degree of melting must be determined in a different way from MORBs. Estimates of the degree of melting for the major Hawaiian volcanoes range from ~4% to 10%,129,130 which, when combined with estimates of primary CO2 contents of individual volcanoes, yield mantle CO2 concentrations ranging from ~400 to 500 ppm.61

Other hot spots appear to produce magmas that have high primary CO2 concentrations similar to Hawaii. Barry et al.131 estimated a CO2 concentration for the Iceland plume of 530 ppm, which is similar to the 590 ppm CO2 estimated by Le Voyer et al.47 for the most CO2-rich ridge segment at Iceland. Similarly, high mantle CO2 contents are observed at hot spot proximal ridge segments near Jan Mayen (1800 ppm), the Azores (1490 ppm), Cape Verde (830 ppm), Ascension (415 ppm), Discovery/Meteor (910 ppm), Shona (480 ppm), Bouvet (1160 ppm), Reunion (415 ppm), Afar (1420 ppm), Easter Island (350 ppm), Galapagos (850 ppm), and the Bowie hot spot on the Juan de Fuca Ridge (1980 ppm). At intraplate hot spots, mantle CO2 concentrations in the Society and Pitcairn hot spots have been estimated to be 700 ppm117 and between 260 and 510 ppm,116 respectively. Despite the highly variable methods used, these hot spot mantle CO2 concentrations are distinctly higher than mantle concentrations at nearly all MORB ridge segments located >1000 km away from hot spots.47

9.6 Carbon and Mantle Melting

Partial melting of the convecting mantle beneath ridges and hot spots is the key process and pathway by which carbon moves from Earth’s interior to the surface.7,8,132,133 Thus far in this chapter, we have addressed the quantity and dynamic range of carbon present in the mantle and how it partitions between the crust and hydrosphere. We now explore carbon’s role in mantle melting and how it affects the flux of carbon reaching the ridge axis.

Decompression melting above the anhydrous solidus dominates the production of melt and oceanic crust at ridges.134 However, the volume of mantle that experiences low degrees of partial melting far exceeds the volume above the anhydrous solidus and depends on the power of volatiles, primarily H2O and CO2, to flux mantle melting.135–137 Dasgupta138 provides an in-depth review and further exploration of near-solidus mantle melting in the presence of H2O and CO2. Here, we keep the focus on carbon and how its dynamic range in the mantle source relates to the flux of carbon reaching the ridge axis.
Three fundamental properties of carbon affect its fate during partial melting: (1) carbon is highly incompatible in mantle silicates;\textsuperscript{78,139,140} (2) carbon is likely to exist in both oxidized and reduced forms within Earth’s mantle;\textsuperscript{7,141–147} and (3) oxidized carbon stabilizes melts, influencing the partial melting process itself.\textsuperscript{132,133,137,148–151} In mantle where oxygen fugacity ($f_{O_2}$) is low enough to stabilize graphite, carbon concentration in silicate melts, and hence the flux of carbon to the surface, will vary as a function of $f_{O_2}$, temperature, and pressure.\textsuperscript{145,152–154} Depending on the concentration of carbon in the source and degree of melting, graphite may be exhausted from the source during decompression melting under reduced conditions at quite low melt fractions.\textsuperscript{155} Such conditions may be relevant on reduced terrestrial bodies, such as Mars, but on Earth, basalts\textsuperscript{156–159,184} and their residues\textsuperscript{160} record $f_{O_2}$ near the quartz–fayalite–magnetite (QFM) buffer and are too oxidized to stabilize graphite in their residues.

In a uniformly oxidized mantle, the stable form of carbon is carbonate. The solidus of carbonated peridotite is depressed by hundreds of degrees relative to the anhydrous solidus,\textsuperscript{132} is nearly independent of carbon concentration,\textsuperscript{161} and is sufficiently steep to allow carbonatitic melts to form all the way to the transition zone along convecting mantle geotherms.\textsuperscript{162} The flux of carbon from the mantle to the surface in this scenario depends on the concentration of carbon in the source, with carbonatitic ($\sim$40 wt.% CO$_2$) melts forming at melt fractions proportional to carbon concentration. The melt fraction across the carbonated solidus for a MORB mantle with median CO$_2$ ($\sim$100 ppm) would be 0.03%, but could range from 0.0025% to 0.5% spatially, consistent with the dynamic range of mantle CO$_2$ contents predicted here (10–2000 ppm). The addition of water to the system may stabilize carbonated silicate melts over carbonatitic melts to hundreds of kilometers;\textsuperscript{137,138} however, consideration of silica activity–composition relationships at greater depths predicts an abrupt transition from carbonatitic to carbonated silicate melts as shallow as 75–100 km along a 1350°C geotherm.\textsuperscript{151} Regardless of the melt composition, in a uniformly oxidized mantle, deep carbon-rich melts would be widespread, but heterogeneously distributed at depth if mantle carbon concentrations are as variable as suggested by Le Voyer et al.\textsuperscript{47}

A uniformly oxidized mantle is unlikely on Earth, however. Theoretical and experimental considerations and observational evidence from continental xenoliths all suggest that the mantle becomes more reducing with depth relative to the QFM buffer.\textsuperscript{142,146,163–167} When $f_{O_2}$ becomes low enough to stabilize graphite/diamond over carbonate, carbonate-fluxed melting cannot proceed. The depth of the carbonate–graphite/diamond transition is uncertain, but may lie as shallow as 120 km due to increasing stabilization of the ferric iron component in garnet with pressure,\textsuperscript{167} or perhaps at depths closer to 250 km due to increasing modes of majoritic garnet and stabilization of Fe metal.\textsuperscript{166} It should be noted that the xenolith record of iron redox comes entirely from continental lithospheric xenoliths rather than oceanic samples; thus, our limited knowledge of the redox-depth profile of the convecting mantle stands as a major limitation to our ability to predict the extent and consequences of carbon-fluxed melting at depth.

If we assume that the mantle becomes reduced quickly with depth and that the carbonate to graphite transition takes place at 120 km depth, then this depth will correspond to the
depth of incipient melting. The depth at which melts are not only present, but interconnected and detectable with geophysical probes, will depend on carbon concentration. If we assume a threshold for melt interconnectivity and detection of 0.05 wt.% melt,\textsuperscript{168} then Le Voyer et al.\textsuperscript{52} showed how minimum CO\textsubscript{2} concentrations of ~85 ppm are required at 120 km depth to generate detectable melts in anhydrous mantle with a potential temperature of 1345°C. The depth of interconnected, detectable melting will decrease as carbon concentration decreases. As the depth of the carbonate–graphite/diamond transition deepens, the importance of carbon concentration to the volume of mantle interconnected by melts increases. However, so long as mantle carbon concentrations are above 220 ppm, melts will be interconnected and detectable at all depths and carbon will be extracted as soon as the mantle becomes oxidized enough to stabilize carbonate, provided those melts can reach the ridge axis (see below). Thus, the depth range over which carbon-fluxed melting creates important geophysical signatures and actively increases the flux of carbon to the surface by enabling melting itself may be narrow. Indeed, in a mantle with only 140 ppm water, there may be no depth range over which carbon concentration strongly influences such signatures because of water’s ability to contribute to melt stabilizations.\textsuperscript{138,169}

While the f\textsubscript{O2} recorded by ridge lithologies suggests that the MORB source is too oxidized to retain graphite as a stable residual phase, the high concentration of CO\textsubscript{2} dissolved in undegassed MORB provides further independent evidence of this. Figure 9.10 shows the extent of melting required to exhaust graphite during peridotite melting in the graphite stability field as a function of f\textsubscript{O2} and the carbon content of the mantle (100 ppm CO\textsubscript{2} corresponds to 27 ppm C). The f\textsubscript{O2} range for graphite/diamond stability in the mantle corresponds to depths greater than 100 km and is taken from Stagno et al.\textsuperscript{167} For typical mantle with ~50–100 ppm CO\textsubscript{2} (= 14–27 ppm C), graphite would be exhausted at reasonable melt fractions for MORBs (6–20%). In this scenario, we would expect carbon to behave as a highly incompatible element, just as we observe in some submarine glass and melt inclusion suites that are undersaturated in CO\textsubscript{2}–H\textsubscript{2}O vapor.\textsuperscript{49–53} However, at higher mantle C contents, such as are evidenced by Le Voyer et al.\textsuperscript{47} and presented here, melt fractions far in excess of 20% would be required to exhaust C from the residue and produce incompatible behavior for carbon. Such high melt fractions are unreasonable for MORB. Lower melt fractions would leave graphite (or diamond) present in the residue, and carbon would appear to behave as a moderately incompatible element, quite unlike the highly incompatible behavior seen in vapor-undersaturated MORB samples. Although there is a lack of detailed understanding of the f\textsubscript{O2} with depth in the convecting mantle, the discovery of vapor-undersaturated samples at higher total carbon contents might illuminate whether or not graphite/diamond-saturated melting is an important process to consider at the deepest parts of the melting regime beneath ridges and hot spots.

Thus far, we have considered uniform partial melting, melt interconnectivity, and melt extraction. Keller et al.\textsuperscript{133} show how melt focusing is only effective within and below the width defined by the anhydrous melting triangle, and that this may impact the fraction of mantle carbon in the melting regime that reaches the ridge axis. They show that deep volatile-fluxed melting may not influence melt focusing to the extent previously
assumed, but instead introduces spatial and temporal variability in the volatile flux reaching the ridge on timescales of 10,000 years. Keller et al. predict that the concentrations of carbon (or any incompatible element) in primary MORB melts could vary as a function of time for any given source concentration due to reactive channelization. Furthermore, melts generated in the “wings” of the melt triangle collect along the base of the lithosphere and ultimately freeze, and up to half the melt volume produced within the melting regime may never make it to the surface at the ridge axis. Because such melts do not contribute to oceanic crust production, their contribution does not factor into estimates of CO₂ fluxes derived from geochemical and geophysical observations. The important implication for what we have presented here is that much of the heterogeneity we observe in incompatible trace elements on the dredge scale (hundreds of meters) within MORB may be generated by the melting process, rather than very-fine-scale variations in mantle source. Thus, when interpreting our segment-scale variations in mantle source globally, we must keep in mind how representative the concentrations presented here may be for poorly sampled segments and recognize that within segments it can be difficult to distinguish time-dependent variations in process from small-scale variations in composition.

Keller et al. and Le Voyer et al. provide the only estimates of segment-specific carbon flux. MORB mantle from Le Voyer et al. has ~73 ppm (mode), 99 ppm (median)

Figure 9.10 Extent of melting required to exhaust graphite from the mantle as a function of the fO₂ and the C content of the mantle. The solubility of total C in graphite-saturated silicate melt was taken from experimental studies. At low mantle C contents, only small degrees of melting would be required to exhaust graphite, and C would behave similarly to highly incompatible elements (D ~0.02–0.04). At higher mantle C contents, C would appear only mildly incompatible (D ~0.1–0.2). For typical MORB melt fractions, we observe that C behaves as a highly incompatible element in vapor-undersaturated melt inclusions. This provides independent evidence that the MORB source is not graphite saturated; however, these curves could be relevant when considering more reduced planetary bodies, such as Mars.
CO$_2$ in the sources. For such sources, the model of Keller et al. returns global fluxes of $9.4 \times 10^5$ to $1.3 \times 10^7$ mol/yr/km (normalized to ridge length), which is comparable to the $1.4 \times 10^7$ mol/yr/km estimated in Le Voyer et al. and this study. These length-normalized ridge fluxes are in excellent agreement despite the facts that Keller et al. use a constant-source CO$_2$ content and that the two models calculate crustal thicknesses differently. The average crust is 0.83 km thicker in the model output of Keller et al., who modeled magma production at variable potential temperatures constrained from a global-scale seismic tomography model, producing a mean crustal thickness of 6.67 km. Le Voyer et al. used the relationship of crustal thickness versus ridge depth observed at ridges with seismically determined crustal thickness measurements and extrapolated this relationship to calculate crustal thickness at all ridge segments from their axial depth, producing an average crustal thickness of 5.75 km despite calculating larger crustal thicknesses at hot spots compared with Keller et al., who capped their temperature input values at 1450°C.

When integrated over the entire length of ridges, we calculate a global CO$_2$ flux of 1.3 to $1.5 \times 10^{12}$ mol/yr, depending on whether the global mode or median CO$_2$ content is applied to segments unconstrained by trace element data. Keller et al. calculate a global flux of $1.20 \times 10^{12}$ mol/yr. Despite the differences in methodology, these two studies are in excellent agreement on the integrated ridge CO$_2$ flux, and this agreement emphasizes the depth of our understanding of CO$_2$ fluxes at ridges.

At the same time, mantle heterogeneity must be considered at the more granular scale of individual ridge segments. Figure 9.11 highlights the geographic distribution of differences in segment-scale CO$_2$ fluxes between our estimates, with variable-source CO$_2$, and the Keller et al. estimates. Observations of Sr, Nd, Pb, and Hf isotopic heterogeneity within individual ridge segments (length scales of tens to hundreds of kilometers) are often observed where measurements are sufficiently dense (see data sets of Gale et al. and Class and Lehner). It has long been recognized that mantle heterogeneity is the primary source of segment-scale variations in isotopes and highly incompatible trace elements (e.g. Langmuir et al.). Keller et al. show that, for a homogeneous mantle, spreading rate and potential temperature dominate the flux of carbon at ridges, as these parameters dominate the production rate of magma itself. But the ridge CO$_2$ flux is more sensitive to mantle carbon concentration than to mantle temperature, spreading rate, compaction length, or mantle fertility. The segment-scale CO$_2$ fluxes that we have calculated (normalized by segment length) exhibit a variability that is twice that observed in the model of Keller et al.; in our calculations of crustal thickness, we have implicitly included the effects of mantle temperature and magma production rate, since they also influence crustal thickness. In this rendering, it is clear that consideration of variability in mantle source CO$_2$ concentrations results in much higher carbon fluxes near hot spots and lower carbon fluxes for the D-MORB mantle than those of the Keller et al. model with a single-source composition. It is also clear that mantle source concentration has more influence on CO$_2$ flux at the ridge than any other parameter under consideration.
Figure 9.11 Map of differences in segment-scale CO₂ fluxes as estimated compared with fluxes calculated from the model of Keller et al.¹³³ The main differences are that Keller et al.¹³³ use a uniform mantle CO₂ content of 100 ppm; while we¹⁸³ estimate mantle CO₂ contents by calculating primary magma CO₂ and degree of melting at each segment, resulting in variations of mantle CO₂ of more than three orders of magnitude (Figure 9.8).
9.7 Conclusions

The convecting mantle holds the vast majority of the carbon in the silicate Earth, and melting of this mantle at ridges and hot spots provides a means to assess the behavior of carbon in Earth’s interior. Studies of large numbers of samples of submarine volcanic glasses and melt inclusions utilizing accurate and precise high-throughput microbeam methods have uncovered suites of MORB samples that are undersaturated in CO₂ and display correlated variations of CO₂ with nonvolatile incompatible trace elements, with limited variations in CO₂/Ba and CO₂/Rb. These valuable sample suites have provided a means to assess the primary CO₂ concentrations in MORBs at each ridge segment and to quantify, with stated uncertainties, the segment-scale and total flux of CO₂ from mid-ocean ridges. We suggest that CO₂ fluxes from the mantle to the surface vary by over three orders of magnitude at the segment scale.

9.8 Limits of Knowledge and Unknowns

A key advance in the future will be the discovery of more populations of CO₂-undersaturated samples so that the assumed limited variability in CO₂/Ba and CO₂/Rb ratios and the origin of the variability of CO₂/Nb and CO₂/Th ratios can be critically assessed. It will likewise be advantageous to conduct rare gas and carbon isotope measurements on CO₂-undersaturated sample suites in order to assess the degree of possible carbon isotope heterogeneity in the convecting upper mantle. While the knowledge of MORB mantle CO₂ is now quite mature, we still lack the number of demonstrably vapor-undersaturated samples with which to assess one of our primary assumptions regarding MORB magmatism, namely the assumed homogeneity of MORB CO₂/Ba and CO₂/Rb ratios.

A critical examination of melt inclusions at Hawaii and other enriched hot spots requires knowledge of the CO₂ content of ubiquitous vapor bubbles within these inclusions. We estimate that hot spot CO₂ fluxes comprise 10–50% of the total MORB CO₂ flux. The hot spot flux is large compared to the additional 1.5–3.0% magma flux from hot spot volcanism, emphasizing the significant enrichment of CO₂ in hot spot mantle sources compared with the MORB mantle. Our understanding of hot spot CO₂ is currently limited by the lack of vapor-undersaturated melt inclusion suites; it is not yet apparent whether melts that were undersaturated at the time of entrapment will be recognized once we can precisely account for the CO₂ in melt inclusion shrinkage bubbles. However, this is presently a very active area of investigation not only at hot spots, but also at arcs, and thus conclusions (one way or the other) are likely not far behind the publication of this chapter.

LIPs can deliver enormous volatile fluxes over short time periods, although their climate impact is driven by the relative balance of SO₂ over shorter timescales (years to decades) versus CO₂ in the longer term. The pace of volcanism and relative fluxes of volatile species from LIPs remain largely unknown. So, too, does our knowledge of mantle CO₂ fluxes going back in time.
Mantle carbon can, in its oxidized form, lower the solidus of silicates and generate mantle melts. At great depths in the mantle, $fO_2$ is likely low enough to stabilize reduced forms of carbon that do not facilitate silicate melting. The shallow reaches of the upper mantle, however, are everywhere sufficiently oxidizing that carbonate is the stable phase. Thus, at some point during adiabatic ascent, the oxidation of carbon will initiate melting, and large variations in the CO$_2$ content of the mantle will translate into variations in the melt fraction that may be observable by geophysical methods. In the future, large-scale geophysical experiments involving both seismic and electromagnetic studies at CO$_2$-depleted and CO$_2$-enriched ridge segments could reveal whether a redox-melting boundary exists in the sub-ridge mantle. At the same time, improved understanding of the variation of $fO_2$ with depth in the convecting mantle should provide further tests of the behavior of the upper mantle in regions where melting is expected.
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Questions for the Classroom

1. This chapter puts forth a methodology for quantifying global fluxes based on the assumption that CO$_2$/Ba and CO$_2$/Rb ratios are constant in Earth’s mantle. What
processes might fractionate these ratios? How might the hypothesis that these ratios are relatively invariant be tested?

2 Other than identifying sample suites with constant CO₂/Ba or CO₂/Rb ratios, are there other ways to test whether samples have experienced pre-eruptive degassing?

3 How could new, promising samples to determine mantle carbon concentrations be discovered?

4 What factors limit our ability quantify the amount of carbon stored in the mantle?

5 What factors limit our ability to quantify the flux of carbon out of the mantle?

6 From the current mid-ocean ridge outgassing rate, how long is required to accumulate the mass of carbon in the crust, ocean, and atmosphere (~1 × 10^{23} g C)? How would this number change if carbon is returned to the mantle in subduction zones?

7 How might the carbon outgassing rate from mid-ocean ridges and hot spots have changed throughout Earth’s history?

8 Use the batch melting equation (9.2) to calculate the CO₂ and Ba concentrations and CO₂/Ba ratio of partial melts formed by melting a mantle with 100 ppm CO₂ and 1 ppm Ba (using peridotite-melt partition coefficients of 0.00055 and 0.00012 for CO₂ and Ba, respectively, and varying the degree of melting from 0% to 20%). At what degree of melting does the CO₂/Ba ratio of the partial melt equal to that of the mantle source (100)? What can this tell us about the usefulness of CO₂/Ba ratios measured in mid-ocean ridges and OIBs?

9 Look at the variation of other volatile species included in this chapter (H₂O, Cl, F, or S). How do they vary as a function of major elements, as a function of incompatible trace elements, and as a function of location along the ridge system? How do these trends differ from those of CO₂? How is their solubility in basalt different from CO₂?

10 Given the potential for carbon to precipitate on melt inclusion bubble walls and thus be missed by quantification with Raman spectroscopy, what is the future promise of quantifying CO₂ in melt inclusions that have nucleated bubbles?
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How Do Subduction Zones Regulate the Carbon Cycle?

MATTHIEU EMMANUEL GALVEZ AND MANUEL PUBLIER

10.1 Carbon Distribution on Earth

The core, mantle, and crust contain more than 99% of Earth’s carbon stocks. The remaining 1% is in the fluid Earth, split between the biosphere, atmosphere, and oceans. But this distribution must be considered as a snapshot in time, not a fixed property of the Earth system. Continuous exchange of carbon between fluid (ocean, atmosphere, and biosphere) and solid Earth (mainly mantle and crust) has modified the size of the fluid and solid carbon reservoirs over geological time, regulating atmospheric composition and climate. The subduction zone, where converging tectonic plates sink below one another or collide, is the main pathway for this exchange. It will be the focus of this chapter.

Geologists believe that a long-term shift in regime of subduction carbon cycling is underway. Following an ecological innovation – the evolution of open-ocean calcifiers (e.g. coccolithophores and foraminifera) in the Mesozoic, marine regression and other changes – it is thought that the accumulation of carbonates on the seafloor (pelagic) has increased over the Cenozoic to reach about 50–60% of the global rate today (Table 10.1). Most of the carbonate that has accumulated over the last 100 Myr has not subducted yet (Table 10.1) and should do so sometime in the coming hundreds of millions of years. But when this will happen is unknown because there is no direct link between the precipitation of carbon on the seafloor and the birth of a subduction zone. Irrespective of when it happens, because the fates of shelf and deep-sea carbon materials differ, it has been proposed that intensification of deep-ocean carbonate deposition may eventually affect the prevailing regime of geological carbon cycling.

To understand the link between oceanic carbon deposition centers and modes of long-term carbon cycling, we need to consider the fate of sedimentary carbon. Shelf and oceanic island carbon mostly escapes subduction and is accreted to continents during continental subduction and collision. While a fraction of pelagic carbon can also be thrust within accretionary wedges and accreted, most is bound to be subducted, dissolved, or molten at various depths (Figure 10.1) within the sinking plate, before being released in the fore-arc, arc, or back-arc regions, or mechanically incorporated deeper into the mantle. The contrasted fate distinguishes two principal modes of tectonic carbon cycling: the shallow accretionary carbon cycle and the relatively deeper subduction zone carbon cycle (Figure 10.1). What is not clear yet is how fast those cycles operate and how they interact.
The residence time of carbon in all geological reservoirs is important because it controls the response of the lithosphere–climate system to perturbations in carbon fluxes, and long-term changes in the partitioning of oceanic carbonate may cause such perturbation. The key is that the fluid reservoirs (atmosphere, ocean, biosphere) contain so little carbon.

<table>
<thead>
<tr>
<th>Table 10.1 Estimates of total annual carbon flux, reservoir sizes, and residence times for various components of the carbon cycle.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C flux Mt/yr</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Sedimentary carbonate</strong></td>
</tr>
<tr>
<td>Total deposition</td>
</tr>
<tr>
<td>Continental$^c$</td>
</tr>
<tr>
<td>Pelagic</td>
</tr>
<tr>
<td>Subduction$^d$</td>
</tr>
<tr>
<td><strong>Organic matter (OM)</strong></td>
</tr>
<tr>
<td>Total deposition$^e$</td>
</tr>
<tr>
<td>Accretion</td>
</tr>
<tr>
<td>Pelagic</td>
</tr>
<tr>
<td>Subduction</td>
</tr>
<tr>
<td><strong>Hydrothermal carbonate total</strong></td>
</tr>
<tr>
<td>Subduction (AOC + UM)$^f$</td>
</tr>
<tr>
<td><strong>Arc outgassing</strong></td>
</tr>
</tbody>
</table>

$^a$ Reservoir size from Ref. 83.

$^b$ Residence time is estimated by assuming a homogeneous reservoir and by dividing reservoir size by flux. Because geological reservoirs are heterogeneous, the mean age of C in those reservoirs should greatly exceed their theoretical residence times.

$^c$ Obtained from the difference between total deposition flux and total pelagic deposition flux provided by Ref. 5.

$^d$ Note that the Cenozoic average estimated by Ref. 26, in part based on Ref. 25, exceeds the estimate from Ref. 21. The pelagic deposition flux exceeds the carbonate subduction flux, which suggests net accumulation of carbonate in the pelagic reservoir.

$^e$ This total contains a fraction of partially graphitic petrogenic materials, estimated by Ref. 33 to be around 40 Mt/yr. The large spread of estimates of organic carbon (OC) burial (as in Ref. 29) is in part due to the variety of depositional environments considered and to the different definitions of what “burial” of biospheric OM means for different authors. For example, the estimates of Ref. 43 (on which the re-evaluations of Ref. 145 are based) accounts for a global 20 wt.% diagenetic loss by decarboxylation before OC is effectively “buried.” Loss of hydrocarbons during catagenesis in accretionary wedges may reduce by another 20% or more (>25 Mt/yr) the amount of OC that eventually subducts.

$^f$ AOC = altered oceanic crust (22–28 Mt/yr); UM = hydrothermally altered upper mantle (4–15 Mt/yr), after Ref. 21.
that even slight perturbations of subduction or degassing fluxes may change the size of the surface carbon reservoir and impact climate and the diversity of surface habitats over timescales that are instants in the context of geological time. To the first order, the residence time of carbon in the subduction zone depends on the efficacy of shallow subduction processes (\(<\sim 150\) km) to return carbon back to the atmosphere and ocean, and this can occur within timescales of \(~10\) Myr (Figure 10.1). The residence time of carbon in continents depends on the interaction/assimilation of continental carbon materials by arc magmas\(^{15,16}\) and on orogenic processes of continental C degassing.\(^{17,18}\)

This contribution reviews the processes that transform and transport carbon materials in the subduction environment. We first introduce how surface and deep processes control the fluxes of carbon in and out of the solid Earth through subduction zones. Those fluxes define what we call the pace of the carbon cycle. Fast reorganization of Earth’s separating and amalgamating tectonic blocks is responsible for episodic modifications of carbon
The tectonic carbon cycle, cross-scale architecture, and controls

We call these fluctuations the pulse, or cadence, of the carbon cycle. The carbon isotope record and other proxies suggest that the geological carbon cycle has been uninterrupted for more than 3 Gyr. We call this last property its longevity. Many recent advances illuminate the origin and controls of each of these central carbon cycle properties. Our work shows that only a cross-scale understanding in space and time will illuminate the links between the microscopic processes of the carbon cycle and patterns of macroscopic evolution, providing a toolkit to decipher the meaning of atmospheric signatures on Earth and other planets (Figure 10.2).

10.2 How Do Surface Processes Control the Subduction Carbon Cycle?

10.2.1 Sources to Sinks and Back

Subduction zones act both as a source and a sink of carbon for the exosphere. Over geological timescales, the source is the volcanic flux of carbon degassed in continental and
oceanic arcs, while the sink is the carbon subducted in both reduced (organic C) and oxidized (carbonate) forms. But subduction fluxes do not depend on tectonic processes and mantle convection only; they are also controlled by surface processes driven by solar energy and tied to the water cycle. The overwhelming majority of carbon subducted is allochthonous, which means that most of it is added to marine sediments and the oceanic lithosphere from external sources – mainly the oceans and continents. The fate of carbon in subduction zones is therefore under tight oceanographic, biological, and geomorphic control (Figure 10.1), and it is especially sensitive to the partitioning of carbon between deep (pelagic) and shallow (e.g. shelves, oceanic plateaus) oceanic domains.

There are three main carbon sinks, or pumps, that mediate the transfer of allochthonous carbon from oceans to sediment and the oceanic lithosphere: the hydrothermal carbon pump, which stores CO₂ within the oceanic lithosphere during seafloor weathering; the soft-tissue pump, which leads to accumulation of soft organic tissues (of terrestrial or marine origins) in seafloor sediments; and the carbonate pump, which controls the topology of the carbonate compensation depth above which carbonate sedimentation on the seafloor may occur and below which carbonates are undersaturated and may lead to dissolution of old CaCO₃ already deposited on the seafloor.

10.2.2 Heterogeneity of Sedimentary Carbonate Subduction (Carbonate Pump)

Knowledge of carbonate heterogeneities on the seafloor and of carbon subduction rates mostly comes from recent decades of deep-sea drilling efforts. Continuous core sampling of sedimentary covers and upper oceanic crust offers a direct window onto what rocks may eventually subduct and degas. Today, most marine carbonates form and accumulate in the Atlantic and Indian Oceans, where few subduction zones have formed yet, and to a lesser degree on top of the ridges of the southeast Pacific. Estimates of total annual carbonate subduction range between ~66 and 103 MtC/yr (Table 10.1), with about 60% present in sediments (~40–60 MtC/yr) and 40% in the altered oceanic lithosphere (~26–43 MtC/yr in basalts and serpentinites). Carbonate subduction fluxes have been less than total carbonate deposition rates over the Cenozoic (Table 10.1), which suggests net accumulation of pelagic carbonate.

While efforts are underway to reduce these large uncertainties, the most important limitation for past and future predictions of carbon cycle dynamics is the heterogeneity of the flux (Figure 10.3): 25% of the global carbon subduction flux of the last 10 Myr has occurred in the Sunda trench. The importance of the Indonesian hot spot, as well as those of the Aegean and Makran (Figure 10.3), contrasts with the western Pacific, where subduction and degassing fluxes are generally low. But the southern Pacific New Hebrides–Solomon–Vanuatu segment does not conform to this rule. Unlike most settings of the western Ring of Fire, the slab is young and plunges to the east. The system is long and so is rich in carbonate, which it is a sizable contributor to the global subducted carbon inventory (Figure 10.2). Allard et al. showed that the Ambrym volcano in the Vanuatu islands pours out slab carbon at a record rate (~5–9% of the global volcanic carbon flux), providing a unique window onto the unusual CO₂ productivity of this young arc system.
10.2.3 Hot Spot of Organic Carbon Subduction in the Sub-Arctic Pacific Rim (Soft Tissue Pump)

A heterogeneous distribution and diversity characterize the soft tissue pump,\textsuperscript{28} as well as the subduction of organic carbon (OC). The burial of subductable OC in pelagic environments represents a flux of up to $10-30 \text{ Mtc}/\text{yr}$ over the last 150 kyr (Figure 10.2),\textsuperscript{29} and perhaps during most of the Phanerozoic.\textsuperscript{2} Though modest compared to net primary
productivity (~100 Gt/yr),30 this weak but continuous isolation of organic reductants in sediments and rocks is essential for the persistence of atmospheric O₂ levels that are so high and so far from thermodynamic equilibrium31 over geological timescales. Just like carbonate, OC subduction is geographically heterogeneous,26 but its deposition hot spots are elsewhere (Figure 10.3). The trenches of Alaska, the Aleutians, and British Columbia contribute ~23% of global OC subduction, while many other trenches, such as those of the western Pacific and Central America, are comparatively marginal. This is either because the trenches are small or because sediments do not contain much OC (Figure 10.2). This heterogeneity seems primarily controlled by continental erosion, weathering, and marine sedimentation rates. The northern Pacific hot spot is dominated by subduction of thick sequences of terrigenous sediments.32 Surprisingly, all OC subduction hot spots are associated with the subduction of deep-sea turbiditic sequences, such as Surveyor fan (Alaska) and Indus fan (Makran) (cf. Figure 10.3). The OC fraction derived from terrestrial sources (petrogenic and biologic33) can locally reach more than 70% in active margin sediments.34 This means that the geomorphic and climatic conditions that influence the export of organic-rich tropical, Arctic, and mountainous sediments35,36 to the marine environment37 are the same as those that control the pattern of OC subduction, too. Hence further research is needed to elucidate the link between continental configuration in the Wilson cycle, erosion/sedimentation patterns, and OC burial, with special attention paid to active margins.38

Unlike carbonates, which conserve their structure across a broad range of pressure and temperature conditions of Earth’s interior, aging biomolecules display stunning plasticity in structure and composition39–41 acquired during transport and transformation through the lithosphere (Figure 10.2). It is often assumed that graphite is the main form of OC in rocks. However, organic macromolecules (e.g. kerogens) may not become proper crystalline graphite before the late stages of the subduction process (i.e. >600°C; Figure 10.1). The transformation of organic materials to their stable forms (e.g. graphite) involves a succession of metastable macromolecular intermediates called kerogens.42 Increasing temperature and the presence of water accelerates this process and drives the sequential release of CO₂ (i.e. reduction of the kerogen residue) and then hydrocarbons (i.e. oxidation of the kerogens) from the kerogen residue in shallow, unconsolidated sediments43 and in accretionary wedges (Figure 10.1).44 This so-called carbonization42 may decrease the amount of OC effectively subducted by 20–40% or more depending on whether or not hydrocarbons are trapped within the descending slabs. This is still an open question.

\[
\begin{align*}
\text{CO}_2 \uparrow, \text{H}_2\text{O} \uparrow \text{to atmosphere} & \quad \text{CH}_4 \uparrow, \text{H}_2\text{O} \uparrow \text{to atmosphere} \\
\text{reduction (abiotic/biological)} & \quad \text{kerogen} & \quad \text{graphite/diamond} \\
\text{oxidation} & \quad \text{graphite/diamond} \\
\end{align*}
\]

(10.1)

Subsequent collapse of the kerogen structure involves 3D ordering of the carbon-rich aromatic backbone and is favored by pressure and shear.45 This structural ordering is called graphitization (Figure 10.1). First-principles approaches are now shedding light on the
microscopic pathways involved in this process.46,47 Because the transformations modeled by (10.1) are so slow in nature, it is even conceivable that the coldest slabs (e.g. the Mariana and the Aegean OC subduction hot spots) could reach the diamond stability field before completion of the carbonization and graphitization process. The graphitization process itself is irreversible, and field observations indicate that slabs may not lose much OC beyond 350–400°C.48,49

The low reactivity of compact graphitic materials and their intricate weaving within poorly soluble mineral matrices explain why a graphitic fraction dislodged from rocks during erosion and weathering (18–104 MtC/yr33) is continuously exported to the ocean (Figure 10.1). How much of this fossil petrogenic material subducts is not yet known, but it may represent 50% of OC in the trenches of South America.34

10.2.4 An Ancient Hydrothermal Carbon Sink

A last major contributor to allochthonous carbon incorporation to the oceanic lithosphere is hydrothermal carbonatization (Figure 10.1 and Table 10.1).50 More details are provided in a companion chapter in this book (Chapter 15). In short, the circulation of cold and carbon-rich seawater through the oceanic crust and mantle dissolves cations from the oceanic lithosphere. Elevated concentrations of cations and rising temperature have been responsible for cycles of carbonate deposition in oceanic hydrothermal systems51 today and in the past. Occurrences of carbonatized basalts have been reported as early as in the early Archean Craton52 of eastern Pilbara (Australia) and in Archean greenstone belts.53 They suggest that: (1) carbonatization of the lithosphere may have been the means by which the atmosphere lost its primordial CO254; and (2) carbonatization of the lithosphere may have been the only flux of global importance capable of balancing outputs from the deep Earth during the Archean, Proterozoic, and large swaths of the early Phanerozoic (Figure 10.1). Therefore, surface biogeochemical processes involving the water cycle may have controlled the magnitude and longevity of carbon inputs to subduction zones since their initiation, more than 3 Ga.55 The above shows that the pelagic reservoir is not at steady state over the Cenozoic. What about the subduction zone itself?

10.3 Is the Subduction Zone Carbon Neutral?

To the first order, the parameter that is most likely to affect models of atmosphere–climate–lithosphere evolution over geological time (<100 Myr) is the subduction efficiency, σ (Figure 10.1). This macroscopic parameter is the fraction of subducted carbon that penetrates beyond sub-arc depths in subduction zones (cf. Figure 10.1).21,56 For a given subduction flux, the lower the parameter σ, the faster the response of the geological carbon cycle to perturbations in flux at the inlet of the subduction system.

Johnston et al.27 compared inventories of global input to and output from selected subduction zones to determine their efficiency. After correcting for possible mantle and
continental contributions, Johnston et al. found that 18–70% of the input (Table 10.1) might be accounted for by arc carbon emissions derived from the slab, setting σ to ~0.3–0.8. Corrections are needed because the accretionary and subduction cycles intersect when arc magma rises through the continental crust and that magma assimilates a fraction of the carbon that had been accreted to continents during previous collisional events (Figure 10.1). This phenomenon is thought to control the important emissions in Italy (e.g. Etna, Vesuvius), parts of the Andes, and Indonesia today. The estimates of Johnston et al. can be compared with estimates from Table 10.1, we find σ of ~0.4–0.9. This is consistent, and it shows that a sizable fraction of subducted carbon does not take the short path out to the exosphere and continuously accumulates anywhere between the mantle wedge and the transition zone. The mismatch between input and volcanic output of slab carbon suggests that subduction zones, in their present configuration, act as a net sink of carbon over timescales of about 10–50 Myr.

But the meaning of a mismatch itself is unclear. Fundamentally, volcanic arcs are indicators of slab dehydration and partial melting in the mantle, and the two processes are only indirectly linked to C loss from slabs. For example, dehydration at sub-arc depths for cool and cold slabs (e.g. Tonga, Mariana) drives increased fluid flux into the mantle wedge, producing higher degrees of partial melting and a greater proportion of carbon transport to the volcanic front (western Pacific). By contrast, hot and warm slabs promote carbon dissolution at shallower depths and may release carbon away from the volcanic fronts (e.g. Cascadia and Central America). Therefore, cooling of Earth is thought to have changed the pace of subduction carbon cycling slowly, over a billion-year timescale: a hotter Precambrian Earth would have returned more carbon faster from the carbonatized lithosphere, while cooler slabs that are denser and rich in garnet would promote penetration of carbonates to sub-arc depth and beyond.

This trend is only qualitative, and complementary approaches are required to quantify the fluxes and to assess their controlling factors. We take a broad-level look at three underlying mechanisms that control the partitioning of carbon between rocks and fluids in the most inaccessible parts of the subduction zones – the slab, mantle wedge, and arcs themselves: (1) the problem of carbon solubility in fluids and its underlying mineralogical controls; (2) the problem of fluid production within slabs; and (3) the problem of fluid reactivity along their paths from the subducted lithosphere to the surface.

### 10.4 How Rocks Influence the Solubility of Carbon

The composition of subducting slabs differs from that entering the subduction system. Open system processes – in which rocks are infiltrated by fluids and melts (also referred to indiscriminately as liquids) – control how much and how fast carbon is removed from slabs. The greater the amount of carbon released by dissolution and melting at fore- and sub-arc depths (Figure 10.1), the faster the subduction cycle may respond to any kind of perturbation in flux. Carbonates are the most abundant form of carbon in slabs (Table 10.1),...
and most box models of the geological carbon cycle\textsuperscript{61} represent the fate of carbonate by progress of the so-called reverse Urey reaction\textsuperscript{62}:\footnote{\textsuperscript{61}Subduction Zones and the Carbon Cycle.\textsuperscript{62}The last decade has offered valuable insights into the microscopic complexity of Urey-type \textquotedblleft de-carbonation\textquotedblright reactions\textsuperscript{4} and their macroscopic expressions as carbon fluxes.}

\[ \text{CaCO}_3 + \text{SiO}_2 \rightarrow \text{CaSiO}_3 + \text{CO}_2 \] (10.2)

However, this reaction is also a model, an aggregation of many processes.\textsuperscript{63} It is therefore not a mechanistic explanation of the dissolution process. The last decade has offered valuable insights into the microscopic complexity of Urey-type \textquotedblleft de-carbonation\textquotedblright reactions\textsuperscript{4} and their macroscopic expressions as carbon fluxes.

\section*{10.4.1 Dissolution by Rising Pressure and Temperature: Which Silicate Is in Charge?}

An essential but implicit meaning of (10.2) is that the release of C from slabs is linked to that of water – the solvent and catalyst for the reaction. Carbon release tracks the main sequence of fore-arc and sub-arc mineral dehydration reactions.\textsuperscript{64} The most important of these reactions are the destabilization of lawsonite/epidote during eclogitization of the altered oceanic crust\textsuperscript{65} at \( \sim 450-700^\circ \text{C} \) and the dehydration of antigorite/chlorite\textsuperscript{66} in the serpentinized oceanic mantle. Both take place at around the same temperature, but the second pathway occurs deeper in the subduction zone because deserpentinization and dechloritization reactions occur in the altered ultramafic rocks of the lower and usually colder section of the descending slab (Figures 10.1 and 10.4).

Another insight from (10.2) is that the solubility of carbonates in hydrous fluids is primarily controlled by the relative stability of the various silicates (e.g. wollastonite, garnet\textsuperscript{40}) in which they transform; in other words, the rapid rise of C solubility at the onset of garnet formation in most sediment and mafic lithologies\textsuperscript{67} reflects the increasing relative stability of calc-silicates with rising temperature:

\[ M - \text{carbonate} + (\text{Al})\text{silicate} + \text{solvent} \rightarrow M - (\text{Al})\text{silicate}^{48} + \text{mixed carbonic fluid} \]

\( (\text{Ca,Mg,Mn,Fe})\text{CO}_3 \quad \text{quartz/lawsonite} \quad \text{H}_2\text{O} \quad \text{CaSiO}_3/garnet \quad \text{dissolved CO}_2 \) (10.3)

This process is an incongruent dissolution,\textsuperscript{67} where \( M \) is a divalent metal Ca, Mg, Fe, or Mn.

In practice, the congruent or incongruent nature of the dissolution depends on the kinetics of dissolution, the thermodynamic properties of calc–silicates, the kinetics of calc–silicate precipitation, and the rate of fluid transport.\textsuperscript{40,67} Recent thermodynamic analysis, however, suggest that congruent pathways may be restricted only to very high pressures and low temperatures\textsuperscript{67}; regimes where fluid fluxes tend to be low. In addition, the ubiquitous presence of calc–silicates such as lawsonite down to 350\(^{\circ} \text{C} \) in most silicic and aluminous lithologies\textsuperscript{68} supports the idea that their formation is not kinetically limited in the subduction zone. Hence, field and thermodynamic evidence suggests that incongruent pathways have been the most important in driving the dissolution of carbon along most subduction geotherms, today and in the geological past.

This general rule may not hold in the case of dolostone and limestone lithologies. These rocks usually lack the alumina and, in the most extreme case, silica that promote vigorous
Figure 10.4 Devolatilization pattern (H₂O and C) in a subducting slab and its link to subduction efficiency. The latter is the fraction of subducted carbon released at fore-arc and sub-arc depths (cf. Ref. 3). The results are only qualitative and are based on ongoing studies investigating the coupling between C, H, Na, K, Si, and Al cycles in open subduction-zone systems. The shallow output flux depends on the hydration structure of the oceanic lithosphere, and conceivably, on the degree of partial melting (red tones). Overall, this flux varies between ~15 and 50 MtC/yr (i.e. in the order of magnitude of arc emissions 21,27), between 0.1 and 0.6 of the incoming flux, and more likely ~0.4–0.5 in the Cenozoic (correspond to σ of ~0.5–0.6; cf. Figures 10.6 and 10.7). This ratio may have approached 0 in the Paleozoic and Mesozoic (i.e. before the rise of pelagic calcifiers). This should be considered in long-term models of Phanerozoic carbon cycle evolution.
dissolution (10.2 and 10.3). In addition, marble lithologies are also rather dry and also notably impermeable to fluid flow, and therefore not prone to dissolution. Yet dissolution reactions may also be sustained by chemical disequilibrium between contrasted lithologies even when pressure and temperature are invariant. For example, diffusion of volatiles (H$_2$O$^{69}$ or H$_2$) and nonvolatile elements (Al and Si$^{70}$) into the marbles may modify a (CO$_2$), or the stability of calc–silicates (10.2 and 10.3) and drive reactions (10.2) and (10.3). In fact, field evidence shows that when dissolution of marbles does occur, it tends to be restricted to the vicinity of fractures$^{70}$ and tectonic discontinuities,$^{69,71}$ precisely where fluids rich in Al and Si can circulate and boost carbon dissolution processes. Therefore, it is likely that incongruent pathways play the dominant role in carbon mobilization from slabs at subsolidus conditions. The growing importance of deep-sea carbonates (carbonate ooze$^{72}$) subduction in the next 100 million years (Table 10.1) makes them obvious targets for future research focusing on their peculiar mechanical properties and open-system behavior at elevated pressures and temperatures.

### 10.4.2 Carbonate Melts from Hot Slabs and Diapirs?

Partial melting of the slab may start at >900°C in the presence of water. It can affect the top section of hot slabs (e.g. Aleutians/Mexico) when it is infiltrated by water, and it may also occur in unusually hot and buoyant fragments of slab sediments in the mantle wedge.$^{73}$ The process forms ionic melts that are rich in carbonate components (i.e. hydrous carbonatites),$^{74}$ but the thermodynamic,$^{75}$ structural,$^{76}$ and rheological properties of those compositionally heterogeneous melts remain largely unknown. Assessing their properties is important because carbonate melts are highly mobile, highly reactive,$^{77}$ and important carriers of carbon beyond sub-arc depth anywhere between ~100 km and 400–600 km within the slab and in the mantle wedge. A few implications follow:

1. In carbonate bearing lithologies, formation of metamorphic garnet (e.g. grossular), the ubiquitous silicate mineral of high-pressure metamorphism, may be the most practical and important indicator of both dehydration$^{78}$ and C redistribution (e.g. carbonate dissolution) between rocks and fluids via Urey-type processes (Figure 10.4).

2. Carbon cycling in the slab is a problem of transport$^{79}$ where dehydration, decarbonation, desilicification, and dealumination of rocks are parts of a single overarching problem.$^{67}$ Work is underway to link the microscopic properties of geo-fluids (aqueous, carbonate, silicate) and minerals with macroscopic patterns of element transport across shallow lithospheric reservoirs.$^{48,67,80}$

3. There is a growing consensus, informed by thermodynamic models, that pulses of carbon release from slabs by subsolidus dissolution do occur around 500–800°C, representing an overall flux of between ~10 and 40 MtC/yr between ~80 and 140 km depth below the volcanic arc.$^{48,81,82}$ This flux is uncertain, but overall it is consistent with volcanic emissions.$^{21}$ The pulsatile character (Figure 10.4) of the flux, however, is primarily due to the timing and volume of H$_2$O infiltration rather than to
the thermodynamics, or kinetics, of the Urey-type reactions. This is important because it means that the subduction efficiency \( \sigma \), as opposed to total carbon release, is controlled by where \( \text{H}_2\text{O} \) is concentrated within the hydrated slab, rather than by the absolute amount of \( \text{H}_2\text{O} \) contained in it. Only the water contained in the uppermost 10 km of slab mediates the fast cycling of carbon in the fore-arc and sub-arc regions.

(4) The parameter \( \sigma \) may not be a mere parameter at all over geological timescales. It is more likely to be a variable that is dependent on the nature of carbon inputs. Indeed, we have shown that limestones and carbonatized lithosphere rocks behave differently, both mechanically and chemically. For example, while \( \sigma \) of \( \sim 0.4-0.8 \) in the Cenozoic (Table 10.1) is characterized by important subduction of limestones (Table 10.1), this value may have vanished during most of the Precambrian, Paleozoic, and early Mesozoic, stranding carbon in shallow surface reservoirs. Interestingly, this idea is qualitatively consistent with recent isotopic and geochemical proxies, which suggest a net growth of the continental and pelagic carbonate reservoir (Table 10.1) over the last 2 Gyr.

**10.4.3 Where Is the Barrier to Deep Carbon Subduction?**

Global budgets are sensitive to thermal models and the permeability/rheology of rocks within the slab. Therefore, slabs that are cold and/or covered by thick and impermeable carbonate layers should retain a significant fraction of their carbon cargo to beyond sub-arc depths. What is the fate of carbon beyond this limit (Figure 10.1)?

If carbon makes it beyond sub-arc depths (\( \sim 150 \) km), it may not push much further beyond the transition zone (\( \sim 410–660 \) km). The reason for this is the existence of a deep depression in the temperature (1000–1100°C) at which anhydrous carbonated oceanic crust melts at uppermost transition-zone conditions. Thomson et al. showed that the curvature of the solidus of carbonated eclogite is also controlled by the partitioning of nonvolatile elements, chief among them calcium and sodium, between mineral phases in high-pressure eclogites. Most geotherms should intersect this melting barrier.

To the best of our knowledge, there is as yet no experiment that quantifies the effect of water on the topology of the anhydrous solidus of carbonated eclogites in the vicinity of the deep curvature (i.e. at the conditions of the transition zone around 10–20 GPa). Qualitatively at least, it is now undisputed that increasing activity of water \( a(\text{H}_2\text{O}) \) dampens the solidus of carbonate rocks, bringing their temperature of melting closer to 900–1000°C, promoting the formation of carbonate melts. This principle applies to carbonatized basaltic lithologies in particular and to all carbonate-bearing systems in general, typically those rich in iron and manganese that are relevant for the fate of subducted banded iron formation in the Archean Earth. This should limit even more the possibility of carbon subduction through the transition zone (Figure 10.1).
10.4.4 Are Thermal Anomalies the Norm?

There is a growing consensus that the relevant pressure–temperature trajectories of slab materials may be hotter than most canonical models assume.\(^8^1\) First of all, there is an apparent incompatibility between slab thermal models predicted by theory\(^8^8\) – usually cold – versus those inferred from phase assemblage relations and mineral chemistry\(^8^9\) – generally warmer. Second, the mantle wedge may be populated by detached fragments of slab sediments (e.g. diapirs\(^7^3\)) that are thought to follow hotter pressure–temperature trajectories than the rest of the slab (Figure 10.1). It is important because it implies that the production of hydrous carbonatite melts may be more common than expected, particularly for cold slabs (e.g. Aegean) covered by kilometer-thick buoyant sedimentary piles. Overall, research into the thermal regime of slab materials may eventually redefine what thermal normality is in the subduction environment.

Taken together, the possibility of paths that are hotter than normal for most subducted sediments and the existence of a chemical barrier to deep carbonate subduction (Figure 10.1) means that most subducted carbon must have been stranded above the transition zone through most of Earth’s history.\(^2^1\) However, there remain important uncertainties on the subduction efficiency, in particular, its variability in space and time. This uncertainty hinders quantitative understanding of the response dynamics of the carbon cycle to perturbations.

10.5 Transport and Reactivity of Carbon-Bearing Liquids

Aqueous fluids and carbonatitic melts produced in the slab are predicted to be mobile due to their low viscosity. But crustal liquids are not passive carriers of carbon back to the surface. They re-equilibrate continuously with changing environmental conditions across the crust and mantle. Both carbonate and elemental C (graphite/diamond) may form along the way and delay the return of subducted C to the exogenic cycles. It may take anywhere from thousands to millions of years for the mobilized carbon to return to the exosphere.

Transport of fluids and melts occurs mostly along lithological interfaces and other discontinuities, such as faults and fractures (see Figure 10.4 and Supplementary Materials at the end of chapter) in the heterogeneous interface between slab and mantle,\(^9^0\) and within the rocky mantle itself.\(^6^4\) This is observed in the field\(^7^1\) and via geophysical observations of fluid migration through the mantle wedge.\(^9^1\) The fate of C-bearing liquids during their ascent through the slab, mantle wedge, and overriding crust is controlled by four critical variables: pressure/temperature, redox state, activity of silica, and activity of water.

10.5.1 Pressure and Temperature

For the same reason that rising pressure and temperature enhances the solubility of carbonates in subducting slabs, downward temperature paths, too, may lead to carbonate precipitation out of fluids ascending along and across the slab. This chromatographic
process is predicted thermodynamically and is observed in the field. This illustrates that there is a delay between the time carbon is dissolved from the slab and the time it eventually reaches the surface.

### 10.5.2 Low- and High-Temperature Redox Processes

The redox state, too, is important for the fate of both carbonates and organic materials, and it is usually measured by the thermodynamic activity of oxygen. Carbon can bond to both oxygen and hydrogen, and the balance between oxygenated species (e.g. CO₂) and hydrogenated carbon species (e.g. CH₄) in a fluid–rock system depends on the nature and abundance of other “redox” elements in the rock, such as Fe (Fe²⁺, Fe³⁺), Mn, and multiple S species susceptible to exchanging electrons with carbon. But there is a limit to the amount of C a fluid can contain at typical subduction-zone conditions. This limit is fixed by thermodynamics, and varies with pressure, temperature, and rock composition. If graphitic materials are stable – as is usually the case in subducted sediment (Figure 10.4) – then the so-called graphite-saturated COH system imposes a minimum in carbon solubility midway between fluids dominated by CO₂ and fluids dominated by CH₄. The existence of such a minimum is important because it implies that quasi-static changes in pressure, temperature, α(H₂O), or fO₂ of a graphite- or diamond-saturated fluid could involve both carbon dissolution and/or precipitation of the fluid. Therefore, C may be locked in the form of graphite during fluid ascent through the slab or through the continental crust, creating complex locking and unlocking pathways for deep carbon (Figure 10.5).

Fluctuations in redox conditions may occur anywhere from the shallow to the deep subduction zone. For example, it has been shown that serpentinite assemblages maintain their reducing power in the shallow subduction zone at conditions lower than 10 kbar and

![Figure 10.5 Redox pathways in the subduction zone. Graphite precipitation from carbonate at a lithological interface. (a) Field image of the outcrop in Alpine Corsica. (b) Representative COH diagram showing the curvature of the C-saturation surface at the elevated pressures and temperatures typical of subduction zones, illustrating various pathways leading to elemental carbon precipitation.]
500°C. Those conditions may cause the spontaneous formation of refractory graphite from carbonate according to:

\[
\text{CO}_2^{(\text{carb})} + 4 \text{FeO}^{(\text{mag/serp})} = 2 \text{Fe}_2\text{O}_3^{(\text{garnet})} + \text{C}^0^{(\text{graphite})}.
\]

(10.4)

There is now evidence for such a mechanism occurring at temperatures of no more than 450°C (Figure 10.4). A redox mechanism formally analogous to (10.4) is thought to occur below 250 km, too, where carbonatite melts expelled from the slab re-equilibrate with mantle lithologies where metallic iron is stable (Figure 10.1). Mutual re-equilibration between carbonatite melts and mantle rocks involves the spontaneous production of diamond according to:

\[
\text{MgCO}_3^{(\text{melt})} + 2 \text{Fe}^0^{(\text{metallic iron})} = 3 \text{Mg}_{0.33}\text{Fe}_{2+0.67}^2\quad \text{O}^{(\text{iron oxide})} + \text{C}^0^{(\text{diamond})}.
\]

(10.5)

### 10.5.3 SiO\(_2\) Activity

Just like \(a(\text{SiO}_2)\) influences the dissolution of C in hydrous fluids of slabs via Urey-type reactions (cf. (10.2) and (10.3)), fluctuations of \(a(\text{SiO}_2)\) impact the behavior of C in all types of subduction-zone liquid in which it may dissolve. This is particularly true of carbonate and other alkaline melts. Experimental works\(^{77,100}\) have shown that dolomitic melts formed in the descending slab degas at the contact of peridotitic mineral assemblages characterized by comparatively higher \(a(\text{SiO}_2)\) (orthopyroxene and clinopyroxene). This mechanism may supply large fluxes of diffuse CO\(_2\) outgassing with decompression, as the melt dissolves more silica or any other acidic component. Therefore, cataclysmic eruptions (kimberlites\(^{101}\)) may ensue if those melts stall for long periods of time\(^1\) in environments such as the base of the continental crust.

### 10.5.4 Water

Just like surface processes, many processes of the slab–mantle wedge interface involve repeated cycles of fluid desiccation, whereby fast and near-quantitative redistribution of H\(_2\)O from fluids toward solid (e.g. mantle wedge serpentinization) or melt phases occurs. Desiccation is a possibly dominant mode of elemental carbon sequestration in the crust and upper mantle, although this mechanism has received little attention so far. Because the solubility of water in silicate melts that are poor in alkalis is greater than that of carbonic species,\(^{102,103}\) rehydration (below 600°C\(^{104}\)) and flux melting of the mantle wedge by infiltrating COH fluids may form restitic graphite/diamond (Figure 10.5b) via:
reactant_{rock} + C(H_2O)^{fld} = \text{residue C}^{ph/dia} + \text{solid/melt} \cdot H_2O. \quad (10.7)

This mechanism is supported by theory (Figure 10.5); evidence for it in nature may be found in the Kokshetav massif (north Kazakhstan)\(^{105}\) or in Lianoning (northeast China),\(^{106}\) where the association of graphite with jadeites is intriguing.

Overall, a combination of physicochemical processes drive not only carbon loss from slabs, but also its reactivity and fate in the heterogeneous chromatographic columns that separate slab liquids from the surface. Therefore, a carbon flux at the surface of Earth (or of any planet) does not mean an active release is operating.

### 10.6 Carbon Dynamics at the Subduction/Collision Transition

Surface, subduction, and mantle processes control the fluxes of C. But numerous past instances of climatic and carbon cycle perturbations\(^{107}\) show that changes in geological fluxes occur continuously on Earth. Subduction zones evolve, may change polarity,\(^{108}\) and even vanish in complex collision zones. The subduction/collision transition\(^{109}\) illustrates how quickly the reorganization of Earth’s tectonic building blocks may cause imbalances in the geological C cycle (Figure 10.5). We refer to these episodic changes as the pulse of the carbon cycle.

The collision zone\(^{110}\) is a dominant pathway of carbon processing,\(^{111}\) particularly in the Indo-Pacific region today (Ontong Java in the Vanuatu–Solomon arc) and in the former Tethyan orogens.\(^{112,113}\) Docking of Greater India to Eurasia caused a situation of geodynamic instability marked by the Himalayan orogeny (Figure 10.6) that lasted for at least 50 My\(^{113}\) and is still going on today at a reduced pace. Are the Himalayas carbon neutral over a geological timescale?\(^{114}\) This is a question of timescales.

On geological timescales, early workers proposed that the Tethyan orogeny as a whole would operate as a CO\(_2\) sink. The sink is due to enhanced silicate weathering\(^{115}\) of freshly exhumed rocks and is usually modeled by the forward Urey-Ebelmen\(^4\) reaction (cf. (10.2)):

\[
\text{CaSiO}_3 + \text{CO}_2 \rightarrow \text{CaCO}_3 + \text{SiO}_2. \quad (10.8)
\]

Recent studies provide insights into the complexity of this problem. Enhanced erosion, biotic OC burial,\(^{116}\) and accretion of pelagic carbonates to the growing orogen\(^{112}\) operate as long-term CO\(_2\) sinks, while the weathering of petrogenic OC\(^{117}\) and enhanced sulfide weathering\(^{118}\) counteract CO\(_2\) sources, at least transiently,\(^{118}\) in much the same way as the interaction of orogenic magma with accreted carbonates\(^6\) or OC\(^{119}\) in continents do (Figures 10.1 and 10.6). It is not at all clear how the acceleration of phosphorus and other nutrients exported to the marine basins surrounding the Himalayan orogen boosted net primary productivity, at least locally (i.e. another CO\(_2\) sink). The inventory and relevant timescales of these processes – surface or deep – are crucial to establishing a thorough carbon budget for an orogeny over geological timescales.

As part of this inventory effort, we propose that focusing on the orogen itself may still miss an entire – deeper – dimension of the tectonic disequilibrium caused by collision.
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Figure 10.6 shows how the collision of India with Eurasia since the Eocene involved large-scale coupling between continent-continent collision and slab subduction in the western Pacific and Sundaland triggered by greater India subduction and collision; modified from Ref. 147. The carbon budget of the collision zone\textsuperscript{114} may only be resolved at the mesoscale (i.e. one that includes the orogen itself and the evolving subduction zones in its broad periphery).

The result of tectonic and biological coevolution over the Cenozoic is one of long-term cooling, with a thermal maximum at the onset of the collision. Today, atmospheric CO\textsubscript{2} is at a record low level, and the pace of the pre-anthropic subduction carbon cycle has reached a \textit{kinetic} minimum.\textsuperscript{122} Antarctica and Greenland ice sheets grew over the last \textasciitilde30–40 My. Degassing of the pelagic carbonates that have subducted beyond sub-arc depths over the Cenozoic and enhancements in pelagic sediment subduction in the future may boost the pace of the \textit{non-anthropogenic} carbon cycle sometime in the next 100 Myr.
10.7 A Flavor of Life: A 3 Billion-Year-Old Record

The biosphere and geosphere are not separate entities. They are bound by the electron (redox) and proton (acid–base) transfer reactions of biological metabolism. Therefore, while Earth is the scaffold of biological evolution, the evolving style and longevity of the subduction-zone carbon cycle are in various ways indirect products of biological evolution (Figure 10.7). Four main milestones of this coevolution were: (1) the origin of cell death; (2) the evolution of the photosynthetic water-splitting complex; (3) the rise of multicellular algae and land plants; and (4) the advent of carbonate biomineralization. Life altered the geological cycle of electrons about 2.5 billion years ago and then the geological cycle of alkalinity, in the beginning indirectly, and then more directly.

10.7.1 Biological Evolution Influences Carbon Subduction: First Milestone

Genomic studies\textsuperscript{123} and isotopic proxies\textsuperscript{19} place the origin of autotrophic life and respiration – the main carbon source and sink today – at some time in the Archean, but life alone did not affect the geological cycle of carbon as much as mortality did. Viral lysis of prokaryotes\textsuperscript{124,125} and, possibly, genetically encoded death pathways\textsuperscript{124} may have played a disproportionate role in driving prokaryote mortality and, therefore, a primordial soft-tissue pump that helped the early biological necromass to spread across all marine habitats, including trenches and subduction zones. The ancestral origin of viruses\textsuperscript{126} is at least qualitatively consistent with the idea that a sustained flux of dead organic materials from the sunlit upper ocean to the marine sediments may have been established at some time in the Archean. While it is conceivable that carbonatization of the oceanic crust, and its subduction, had been in place ever since oceans and the oceanic crust coexisted, it is the marine accumulation, isolation, accretion, and subduction\textsuperscript{127,128} of organic reductants that sparked an OC cycle that was truly geological in scale.

\[ \text{CO}_2 + \text{reductant} \rightarrow \text{C}_{\text{org}} + \text{oxidants}. \]  

(10.9)

10.7.2 Biological Evolution Influences the Dioxygen Cycle: Second Milestone

About 2.4 Gyr ago, the accumulation of OC in sediments, continents, and the mantle through subduction zones\textsuperscript{128} became, for the first time, tied to the production and eventual accumulation (about 2.33 Ga)\textsuperscript{2} of dioxygen gas in the lithosphere (in the form of iron oxides) and then in the exosphere.\textsuperscript{129} The evolution of the water-splitting system\textsuperscript{130} exploited, for the first time, the abundance of the water molecule as an almost unlimited source of protons and electrons for photosynthesis, releasing O\textsubscript{2} as a highly reactive waste product.\textsuperscript{131}

\[ \text{H}_2\text{O} \rightarrow 4\text{e}^- + 4\text{H}^+ + \text{O}_2. \]  

(10.10)

This redox pathway enhanced the stability of atmospheric CO\textsubscript{2} (causing major glaciation, Figure 10.7), acidified riverine waters,\textsuperscript{132} and therefore may have boosted the weathering flux.
Figure 10.7 Milestones in the coevolution of life, the surface environment, and the tectonic carbon cycle (see also Figure 10.2). The eons of biological innovations and adaptations are from Ref. 131. Green tones denote biological transitions, blue tones denote geological transitions. (Upper Graph) The rise of atmospheric ozone and oxygen ($\Delta^{33}S$ proxy\(^\text{148}\)), the meso/neoproterozoic rise of oxygen ($\delta^{56}Cr$ proxy\(^\text{149,150}\)), the evolution of bryophytes and vascular plants, and the evolution of pelagic calcifiers are highlighted (adapted from Ref. 151). (Middle Graph) Statistical reconstruction of the carbonate isotope ($\delta^{13}C_{\text{carbonate}}$) record through time.\(^\text{19}\) (Lower Graph) The statistical reconstruction of the global OC burial flux reconstructed from the North American sedimentary record from Ref. 37 is also appended. Note that the sharp increase in OC burial flux at the “great unconformity”\(^\text{138}\) that marks an order of magnitude rise in continental weathering and sedimentation through the early Paleozoic. GOE = Great Oxygenation Event; NOE = Neoproterozoic Oxygenation Event.
of essential nutrients (e.g. trace elements, phosphorus, etc.) from proto-continents to oceans. Life, therefore, exerted its first indirect control of the cycle of alkalinity and caused large-scale perturbations in the carbon cycle (Figure 10.7). A more subtle effect of this gradual redox shift was that it contributed to locking water on Earth, instead of water slowly escaping into space as it did on Venus. This is important because water drives and lubricates the subduction-zone system and, through it, the entire carbon cycle. Therefore, the rise of redox disequilibrium between the fluid and solid compartments of Earth may have laid the ground for the exceptional longevity and vigor of Earth’s subduction carbon cycle.

10.7.3 Biological Evolution Influences the Cycle of Alkalinity: Third Milestone

About 1.5 billion years later, the biosphere enhanced its control on the geological cycle of alkalinity. The invasion of continents by algae and plants with roots in the early Paleozoic enhanced erosion and continental weathering. Enhanced sediment export to the ocean boosted marine sedimentation of OC (Figure 10.7), yet another potential process feeding back into the subduction carbon cycle.

10.7.4 Alkalinity Feeding Back into Biological Evolution: Fourth Milestone

The rising flux of dissolved weathering products (e.g. Ca) may have promoted further biological innovations. The geological record suggests algae evolved new ways to exploit the carbonate oversaturation state of the oceans over the Mesozoic. By accelerating chemical reactions, these organisms were able to reroute excess oceanic alkalinity to the carbonate skeleton and ultimately to rocks. The expansion of calcifiers to the distal parts of the oceans over the last 150 Myr boosted deep seafloor carbonate deposition and subduction. Therefore, the idea that a clear-cut dichotomy separates Earth’s biological processes (dominated by redox processes) and abiotic geochemical reactions (dominated by proton transfer chemistry) does not hold in the context of geological time (Figure 10.2). Fascinatingly, much of the biotic carbonate of the Atlantic and Indian oceans has yet to be subducted; when will the Atlantic Ring of Fire form? We do not know.

10.7.5 Response of Climate to the Enhanced Subduction of Pelagic Carbonates

The geological response to pelagic calcifiers is still very much ahead of us. The models of Figures 10.6 and 10.7 illustrate potential scenarios and the timescales involved. They illustrate how subduction zones are components of a larger dynamic system that includes continents, oceans, and biosphere. Figure 10.8 is simplistic, and it builds on much previous work; details are provided in the Supplementary Online Materials.

We focus on the geological response of the carbonate cycle and atmospheric temperature to modifications in key geodynamic or biological parameters: $\beta$, the partitioning of carbonate between the pelagic and continental (accretion) environment; $\sigma$, the fraction of...
subducted carbon transported beyond sub-arc depths (Figure 10.3); and \( \zeta \), a self-amplification factor corresponding to the fraction of continental carbonate degassing that is controlled by arc magmatism. The pelagic \(( M_p )\) and continental \(( M_c )\) carbonate reservoirs evolve by exchange of C (i.e. fluxes \( F_i \)) with the atmosphere and mantle (Figure 10.6). Mantle is assumed to be a reservoir of infinite residence time. The silicate weathering flux \( F_{sw} \) is linked to atmospheric temperature by a simple polynomial relation from Ref. 61. The C fluxes \( F_i \) are linked to \( M_i \) via rate constants \( k_i \) (e.g. \( F_{cm} = k_{cm} M_c \), and \( F_{sub} = k_{sub} M_p \)). The initial steady state is obtained with starting conditions chosen and updated from Ref. 3 to be consistent with present-day values for C fluxes and reservoir sizes: \( F_i = 3 \) Tmol/yr, \( F_{sw,i} = 10 \) Tmol/yr (Ref. 152); \( F_{cw,i} = 15 \) Tmol/yr (Ref. 152); \( k_{cm} = 0.00035 \), \( k_{sub} = 0.0072 \), \( M_{c,i} = 7.583 \times 10^{21} \) mol, \( M_{p,i} = 0.917 \times 10^{21} \) mol, \( \sigma = 0.6 \) (see above), \( \beta = 0.25 \), \( \zeta = 0 \). The system is solved analytically to find its steady state, which is close to present-day condition (i.e. \( M_c = 7.909 \times 10^{21} \) mol (residence time \( \tau_c \approx 2800 \) Myr); \( M_p = 0.810 \times 10^{21} \) mol (residence time \( \tau_p \approx 140 \) Myr); cf. Supplementary Online Materials). This steady state is then used for perturbation analysis (Figure 10.7).

For the sake of simplicity, we also impose that the surface reservoir evolves quasi-statically (i.e. \( F_{sw} \) responds instantaneously to any change in input flux; e.g. mid-ocean ridge degassing \( F_i \)), the fraction of subducted carbon degassed in the fore-arc and sub-arc \(( (1 - \sigma) F_{sub} )\), or the flux of continental carbon degassing \( F_{cm} \), which gives:

\[
F_i + F_{cm} + (1 - \sigma) F_{sub} - F_{sw} = 0.
\]

**Figure 10.8** Non-steady-state response of the carbonate cycle to geodynamic and biological forcing: model design. The pelagic \(( M_p )\) and continental \(( M_c )\) carbonate reservoirs evolve by exchange of C (i.e. fluxes \( F_i \)) with the atmosphere and mantle (Figure 10.6). Mantle is assumed to be a reservoir of infinite residence time. The silicate weathering flux \( F_{sw} \) is linked to atmospheric temperature by a simple polynomial relation from Ref. 61. The C fluxes \( F_i \) are linked to \( M_i \) via rate constants \( k_i \) (e.g. \( F_{cm} = k_{cm} M_c \), and \( F_{sub} = k_{sub} M_p \)). The initial steady state is obtained with starting conditions chosen and updated from Ref. 3 to be consistent with present-day values for C fluxes and reservoir sizes: \( F_i = 3 \) Tmol/yr, \( F_{sw,i} = 10 \) Tmol/yr (Ref. 152); \( F_{cw,i} = 15 \) Tmol/yr (Ref. 152); \( k_{cm} = 0.00035 \), \( k_{sub} = 0.0072 \), \( M_{c,i} = 7.583 \times 10^{21} \) mol, \( M_{p,i} = 0.917 \times 10^{21} \) mol, \( \sigma = 0.6 \) (see above), \( \beta = 0.25 \), \( \zeta = 0 \). The system is solved analytically to find its steady state, which is close to present-day condition (i.e. \( M_c = 7.909 \times 10^{21} \) mol (residence time \( \tau_c \approx 2800 \) Myr); \( M_p = 0.810 \times 10^{21} \) mol (residence time \( \tau_p \approx 140 \) Myr); cf. Supplementary Online Materials). This steady state is then used for perturbation analysis (Figure 10.7).
Figure 10.9 Non-steady-state response of the carbonate cycle to geodynamic and biological forcing: perturbation analysis. (a) Average atmospheric temperature obtained by solving the differential system of equations analytically (cf. Supplementary Online Materials) for values of $\beta$ ranging from 0.1 (continental mode) to 0.9 (pelagic mode). (b) Size of continental ($M_c$) and pelagic ($M_p$) reservoirs as a function of time after initial perturbation of the steady state (Figure 10.6). At time 0, $\beta$ is subjected to a step rise from 0.25 to 0.37 and the system is left to evolve. The transient values of $M_c$ and $M_p$ are tracked for 5 Gyr. (c) (Upper Panel) The shape and response time of the system (average temperature) for perturbations in $\beta$, $\sigma$, $k_{cm}$, and $k_{sub}$ are
Perturbation analysis reveals a few important patterns (Figure 10.6). First, the shape and relaxation time varies over two orders of magnitudes. It is shorter when perturbation mostly affects the pelagic reservoir where residence time is short (e.g., \( \sigma \)) and it is longer when it affects both pelagic and continental reservoirs (e.g., \( \beta, \zeta \)). Modification of the rate of subduction (\( k_{sub} \)) may also induce very long relaxation times because it affects the degassing of continental carbonates by arc magmatism (rate \( k_{am} \)) via \( \zeta \) and thus \( M_c \). Second, the non-steady-state response to augmentation (e.g., in \( \beta \)) involves an initial stage of atmospheric heating (\( \beta = 0.25–0.37 \) leads to \(-2^\circ C\) warming over the next 500 Myr), followed much later by relaxation to an atmospheric temperature that is cooler than the initial condition.

The important point is that paleoclimates most likely reflect a non-steady-state dynamic of the carbon cycle. This behavior prevails over timescales that can reach hundreds of millions of years (Figure 10.9). For example, we find that the signal corresponding to the time evolution of continental OC burial from Husson and Peters\(^{37} \) contains at least two salient modes at \(-0.08 \) and \(-0.4 \) fHz, equivalent to periods of 360 and 74 Myr, respectively (Figure 10.9d), which are typical of tectonic events; the former is most likely linked to supercontinent cycles. Surprisingly, biological evolution may cause long-term non-steady-state responses from the geological carbon cycle, too (Figure 10.9c). In this case, the timescale of the response is not controlled by the biosphere, but by the large residence time of carbon in lithospheric reservoirs, particularly continents.

10.8 The Way Forward

We have shown that the subduction zone and its processes regulate three major properties of the geological carbon cycle: its steady-state fluxes – its pace; its episodic changes in pace – the pulse; and its stunning persistence over geological time – its longevity. These are the properties of a dynamic system characterized by self-stabilizing feedback between exogenic and endogenic carbon on Earth. This feedback is rooted in four levels of complexity – compositional, biological, tectonic, and kinetic – that transcend all scales.

Top-down feedback arises through the heterogeneous composition of subducted rocks. The long-term persistence of oceans, which is so important to the functioning of the subduction-zone carbon cycle, was in part linked to biological evolution and its role in

Figure 10.9 (cont.) compared. It is often the non-steady-state response of the system that matters when studying the long-term climatic (and isotopic\(^{152} \)) impact of geodynamic transitions and/or biological innovations. (Lower Panel) Magnification of the 400 Myr following the perturbation, with the approximate location of the present time with respect to the mid-Mesozoic revolution.\(^6 \) (d) Pulse of the OC cycle on Earth over geological timescales. Fourier transform of the OC burial flux of Ref. 37 showing two dominant main modes. Typical frequencies are in femtohertz. Surprisingly, the signature of the ’supercontinental cycle at around 0.08 fHz seems to be significant, despite the important noise of the signal. FFT = fast Fourier transform.
maintaining an elevated, out-of-equilibrium concentration of O₂ in the atmosphere. Yet
carbon deposition itself does not control when, where, and how subduction occurs; there is
a contingency at the heart of the carbon cycle, contributing to its kinetic complexity. The
relative slowness of the geological cycle of carbon is important for us, as a society, because
it sets the ultimate threshold of carbon fluxes that anthropogenic CO₂ emissions may not
exceed without long-lasting consequences for the atmosphere, ocean, and biosphere\textsuperscript{142,143};
that is, it is a measure of the fragility of the surface geobiosphere.

Subduction zones transform and modify the reactivity of carbon, exerting primary
bottom-up feedback control on the pace of the carbon cycle and its associated redox
processes over geological timescales. We still do not understand well enough the micro-
scopic processes of the liquid and solid carbon carrier phases of carbon that give rise to the
fluxes that we observe. Although slow, the subduction carbon cycle proves surprisingly
dynamic and subject to periodic accelerations and decelerations. This rhythmicity, or pulse,
is controlled in part by the collision and subduction dynamics of Earth’s tectonic building
blocks. The dynamism of the southwest Pacific is a natural window onto the pulse of the
carbon cycle today and in the past.

Subduction zones are components of a larger planetary system that is dynamic and in
constant evolution; this system includes continents, oceans, and the biosphere. Geological
hindsight shows that not only the pace\textsuperscript{31} but also the pulse and longevity of an atmospheric
composition may record nonequilibrium planetary processes. This may include life, but
also active tectonics. On Earth, the complex frequency distribution of the atmospheric
compositional signal testifies to the size of the geochemical reservoirs, the vigor and nature
of tectonic processes, and the presence of active biological life. Despite large uncertainties,
our survey suggests that the heterogeneous subduction system is – today and possibly since
the Mesozoic – in disequilibrium. Pelagic deposition exceeds carbonate subduction, which
itself exceeds degassing from fore-arc and magmatic arc systems (Table 10.1).

\textbf{10.9 Limits to Knowledge and Unknowns}

There are several remaining questions about the role of subduction in the carbon cycle,
including:

- What is the hydration and thermal structure of subducting slabs?
- What was the subduction efficiency before the Mid-Mesozoic revolution?
- What is the mechanical behavior and fate of limestones in the subduction zone?
- When and how will the Atlantic Ring of Fire form?
- Is Earth’s carbon cycle unique in the universe?
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Questions for the Classroom

1. How slow is the slow carbon cycle and why does it matter for our society?
2. How does solar energy influence the subduction carbon cycle?
3. Can transitions in the geological carbon cycle influence biological evolution and how?
4. Why is water so critical for biological metabolisms and for the long-term carbon cycle?
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Appendix to Chapter 10
How Do Subduction Zones Regulate the Carbon Cycle?

Supplementary Material: Description of the Model

What follows is a description of the model presented in Figure 10.7 (main text).

The main features of the model have been presented in the main text (Figure 10.7). It is simplistic in the sense that it neglects organic carbon and sulfur cycles that also operate as transient sources and sinks of CO$_2$ over geological timescales.$^{1,2}$ That said, the mass of the pelagic ($M_p$) and continental ($M_c$) carbonate reservoirs evolve by exchange of C (i.e. fluxes $F_i$) with the atmosphere and mantle. We distinguish mid-ocean ridge carbon degassing ($F_i$); carbonate subduction ($F_{\text{sub}}$), where $\sigma F_{\text{sub}}$ returns to mantle and $(1-\sigma) F_{\text{sub}}$ returns to exosphere; silicate weathering ($F_{\text{sw}}$), where $\beta F_{\text{sw}}$ precipitates in the pelagic environment and $(1-\beta) F_{\text{sw}}$ is accreted to continents; carbonate weathering ($F_{\text{cw}}$); and continental carbon degassing ($F_{\text{cm}}$), where $\zeta F_{\text{cm}}$ is attributed to continental arc degassing and $(1-\zeta) F_{\text{cm}}$ is attributed to orogenic degassing. The initial steady state is obtained with starting conditions chosen and updated from Volk,$^3$ to be consistent with present-day values in C flux and reservoir sizes.

Silicate and continental weathering: The silicate weathering flux ($F_{\text{sw}}$) and the continental carbonate weathering flux ($F_{\text{cw}}$) are derived from present-day values ($F_{\text{sw,ref}}$ and $F_{\text{cw,ref}}$) using a weathering rate constant, $f_{\text{wr}}$. $F_{\text{sw,ref}}$ is set at 10 Tmol/yr and $F_{\text{cw,ref}}$ at 15 Tmol/yr after Caves et al.$^2$ $M_c$ affects the carbonate weathering flux as it departs from the present-day size of the continental reservoir, $M_{c,\text{ref}}$, estimated at 7583 $\times$ 10$^{18}$ mol. The equations are:

\[ F_{\text{sw}} = F_{\text{sw,ref}} f_{\text{wr}}, \]  \hspace{1cm} (1) \\
\[ F_{\text{cw}} = F_{\text{cw,ref}} f_{\text{wr}} M_c / M_{c,\text{ref}}. \]  \hspace{1cm} (2)

Link between silicate weathering and atmospheric temperature: The silicate weathering rate constant is linked to atmospheric temperature by a simple polynomial relation from Berner et al.$^4$:

\[ f_{\text{wr}} = 1 + 8.7 \times 10^{-2}(T - T_{\text{ref}}) + 1.9 \times 10^{-3}(T - T_{\text{ref}})^2, \]  \hspace{1cm} (3)

with $T_{\text{ref}} = 15^\circ$C.
Continental carbonate degassing: Orogenic release of CO$_2$ by accreted carbonates is assumed to be proportional to $M_c$:

$$F_{cm} = k_{cm}M_c. \quad (4)$$

We attribute $\zeta F_{cm}$ to continental arc degassing:

$$\zeta F_{cm} = k_{am}M_c, \quad (5)$$

and $(1 - \zeta)F_{cm}$ to orogenic degassing:

$$(1 - \zeta)F_{cm} = k_{om}M_c \quad (6)$$

Therefore, $\zeta$ is an auto-amplification factor that connects continental C degassing to subduction-zone processes and rates.

Injecting (4) into (6) gives:

$$\zeta = 1 - \frac{k_{om}}{k_{cm}}. \quad (7)$$

We take $k_{cm} = 3.57 \times 10^{-4}$/Myr, which we calibrated to reproduce modern-day flux $F_{cm}$ from Volk.$^3$ The parameter $\zeta$ is free to vary and depends on the proportion of continental and island arcs.$^5$ For simplicity, the examples depicted in Figure 10.8 consider $\zeta = 0$ (island arcs only).

Carbon subduction: The flux of pelagic carbonates entering the subduction zone is also assumed to be proportional to $M_p$:

$$F_{sub} = k_{sub}M_p. \quad (8)$$

We take $k_{sub} = 0.0072$ Myr$^{-1}$ to approach a present-day carbon subduction flux of 70 MtC/yr. The parameter $\sigma$ is the fraction of subducted carbon the subducts to beyond sub-arc depths, and it is taken at 0.6 (cf. main text). The present-day size of the continental reservoir, $M_{p, ref}$, is $0.917 \times 10^{21}$ mol.$^6$ We note that this value is about 10 times larger than the value adopted by Volk.$^3$ While this modifies the response time of the whole system compared to that expected from Volk,$^3$ it does not change its internal structure (i.e. its fundamental dynamics).

Biological factors: The parameter $\beta$ is the partitioning of carbonate between pelagic and continental (accretion) environments. It is set at 0.25 for the initial conditions prior to perturbations.

Mid-ocean ridge and other mantle degassing fluxes: The mid-ocean ridge flux is taken to be $F_j = 3$ Tmol/yr.$^6$

The whole system (Figure 10.7) evolves dynamically from its initial conditions, but the atmospheric subsystem is assumed to evolve quasi-statically during this process (i.e. its response times to changes in input fluxes are infinitely faster than the characteristic timescales of the whole system). The system is solved analytically to find its steady state, which is close to the present-day condition: $M_c = 7.909 \times 10^{21}$ mol (i.e. residence time...
$\tau_c \approx 2800$ Myr; $M_p = 0.810 \times 10^{21}$ mol (i.e. residence time $\tau_p \approx 140$ Myr). This steady state is then used for perturbation analysis (Figure 10.7).
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A Framework for Understanding Whole-Earth Carbon Cycling

CIN-TY A. LEE, HEHE JIANG, RAJDEEP DASGUPTA, AND MARK TORRES

11.1 Introduction

Climate, specifically Earth’s surface temperature, is controlled by solar insolation, albedo, and the greenhouse gas content in the atmosphere.\(^1,^2\) Solar insolation relates to the solar radiative flux, which depends on changes in the sun’s luminosity and the planet’s distance from the sun. Albedo represents the fraction of the solar radiative flux reflected back into space, which is influenced by clouds, ice sheets, vegetation, the land/ocean ratio, and aerosols. That part of the solar flux not reflected back into space is absorbed by Earth’s surface and re-radiated in the form of infrared energy. In the presence of certain gases that absorb infrared radiation, this re-radiated energy heats the atmosphere.

Radiative balance calculations show that, without greenhouse gases, Earth’s average surface temperature would be well below the freezing point of water.\(^1\) Geologic evidence for an active hydrologic cycle as far back as the early Archean suggests that Earth’s surface temperature has not strayed wildly from the triple point of water, requiring the warming effects of greenhouse gases. Even in the first 2 billion years, when the sun’s luminosity was substantially lower than today’s, surface temperatures were still conducive to liquid water. What is remarkable, then, is that the amount of greenhouse gases in the atmosphere must vary in a way that buffers Earth’s surface temperature, even when other factors like solar luminosity change. If greenhouse gases fall below some threshold, liquid water would freeze over globally, or if a threshold is exceeded, temperatures could rise to a level at which most of the water would be in the form of vapor, not unlike Venus today. This billion-year “stability” of Earth’s climate indicates that greenhouse gas contents are regulated by an internal thermostat to maintain a clement climate.\(^2\)

Superimposed on this billion-year climatic stability are shorter-term climatic fluctuations ranging from long-lived (10+ My) greenhouse and icehouse intervals\(^3,^4\) to <100-ky oscillations associated with Milankovitch orbital dynamics.\(^5\) Icehouse conditions of the last 30 My have been characterized by large, permanent polar ice sheets (Figure 11.1a) that wax and wane with orbital cycles.\(^6\) In contrast, the late Mesozoic to early Cenozoic greenhouse interval (150–50 Ma) was characterized by average surface temperatures >10°C higher than today and free of permanent ice sheets (Figure 11.1a).\(^4\) Between 600 and 800 Ma, Earth may have temporarily experienced runaway icehouses, known as
“Snowball” events, where temperatures got cold enough for continental ice sheets to develop at low latitudes.\textsuperscript{7,8}

Paleo-proxy data indicate that the partial pressure of atmospheric CO\textsubscript{2}, the dominant greenhouse gas for most of Earth’s history, is generally high during greenhouse times and low during icehouses (Figure 11.1b).\textsuperscript{9,10} Thus, understanding long-term climate variability requires an understanding of what controls the C content of the \textit{exogenic system}, which we define here as the sum of the ocean, atmosphere, biosphere, and the thin veneer of reactive soil or marine sediments that support life (Figures 11.2 and 11.3). These exogenic reservoirs cycle rapidly between each other on timescales of days to thousands of years, allowing for short-term variability of atmospheric CO\textsubscript{2}. The exogenic C cycle operates on top of a much longer deep Earth C cycle, wherein the total amount of C in the exogenic system is controlled by fluxes into and out of Earth’s interior, which we term the \textit{endogenic system} (Figures 11.2 and 11.3).

The endogenic system includes C in the core, convecting mantle, and lithospheres (crust and lithospheric mantle). Endogenic C enters the exogenic system via volcanic degassing as well as metamorphic degassing and weathering of fossil organic C and carbonate. Carbon from the ocean, atmosphere, and biosphere is removed by carbonate precipitation and organic C burial, the former through an intermediate step of silicate weathering and the latter through photosynthesis. Subduction or deep burial of these carbonates and organic

Figure 11.1 (a) Oxygen isotope record of seawater since 65 Ma with corresponding estimates of temperature on the right-hand axis (from Zachos et al.\textsuperscript{4}). Onsets of Antarctic and northern hemisphere glaciations are shown. Box denotes the Paleocene–Eocene thermal maximum (PETM), which is expanded in (b). (b) Paleo-pCO\textsubscript{2} estimates for the last 65 My (adapted from Zachos et al.\textsuperscript{5}). (c) Carbon and oxygen isotopic composition of seawater across the PETM (adapted from Zachos et al.\textsuperscript{4}). (d) Schematic diagram of the mass of C in the exogenic system ($M_{\text{ex}}$) versus time. This diagram shows the concepts of response time ($\tau$) and steady state.
C is the mechanism by which exogenic C is transferred back into the endogenic system. The response time of the exogenic system to perturbations in C inputs or outputs is thought to be \( \sim 10^{-10} \)–\( 100 \) ky, which would imply that on My timescales, inputs and outputs are roughly balanced, so that the total exogenic C budget is near steady state. The fact that Earth has fluctuated between long intervals of greenhouse or icehouse conditions implies that Earth transitions between different steady states, requiring that inputs from the endogenic system or the efficiency of weathering and organic C burial are not constant over My timescales. This chapter describes how C cycles between the endogenic and exogenic systems.

11.2 Basic Concepts of Elemental Cycling

11.2.1 Steady State and Residence Time

The rate of change of C mass in reservoir \( i \), \( \frac{dM_i}{dt} \), is given by

\[
\frac{dM_i}{dt} = \sum J_{ji} - \sum J_{ij}, \tag{11.1}
\]

where the first term on the right represents the sum of all mass flows of C from reservoirs \( j \) into \( i \) and the second term right represents the sum of all mass flows of C out of reservoir \( i \) to reservoirs \( j \). More simply, (11.1) expressed as total inputs \( J_{in} \) and outputs \( J_{out} \) from a reservoir \( M \), such as the entire exogenic system \( M_{ex} \) (ocean + atmosphere + biosphere), is given by

\[
\frac{dM_{ex}}{dt} = J_{in} - J_{out}. \tag{11.2}
\]
Figure 11.3 Box model describing the whole-Earth C cycle (excluding the core). Boxes within the red outlined region represent reservoirs within the exogenic system: the atmosphere, oceans, and the biosphere. All other boxes represent Earth’s interior reservoirs and refer to the endogenic system.
To completely model the CO₂ content of the atmosphere (and not just the total exogenic system), both alkalinity and total C fluxes must be tracked, as the stoichiometry of these fluxes can vary considerably and their relative balance determines the proportion of exogenic C partitioned into the atmosphere. The treatment here, by ignoring this complexity, captures the first-order behavior of the system. \( J_{in} \) would then represent all inputs of C (volcanic and metamorphic degassing) and \( J_{out} \) the total C drawdown by silicate weathering (followed by carbonate burial) and organic C burial. \( J_{out} \) must scale with the amount of C in the system; after all, if there is no C in the exogenic system, then the output must be zero. At the most basic level, we can adopt a linear scaling, such that

\[
J_{out} = k_{out} M_{ex},
\]

(11.3)

where \( k_{out} \) is the sum of all rate constants (s⁻¹) describing the efficiency of different pathways by which C is sequestered from the exogenic system

\[
(k_{out} = \sum_j k_{ij}).
\]

(11.4)

Analogous to radioactive decay, \( k_{out} \) represents the probability that an atom of C is removed from the system per unit time. Because the output rate depends on the amount of C in the system, \( k_{out} \) represents a negative feedback, which essentially counteracts any change in C in the system (see Lasaga²⁹). As we will discuss later, \( k_{out} \) represents a complex function of many processes. For example, C removal by silicate weathering and carbonate precipitation might be enhanced with greater water precipitation and temperature, both of which increase when atmospheric CO₂ increases.² The net effect is a negative feedback (Figure 11.4).

\( J_{in} \) must also scale with the mass of C from which the flux derives. If most of \( J_{in} \) derives from volcanic degassing, then \( J_{in} = k_{in} M_{m} \), where \( M_{m} \) represents the mass of C in the mantle. If we assume that the mass of C in the mantle is much larger compared to that in the exogenic system, then \( J_{in} \) is approximately constant and (11.2) becomes a first-order differential equation:

\[
\frac{dM_{ex}}{dt} = J_{in} - k_{out} M_{ex},
\]

(11.5)

Figure 11.3 (cont.) Arrows represent fluxes of C from one reservoir to another. Numbers by arrows represent fluxes in units of Gton C/y. Numbers in parentheses within each box refer to total reservoir mass of C (Gton C). Reservoirs are placed according to the estimated residence or response time of C in the reservoir (see vertical axis). The vertical extent of each box represents the range of plausible residence/response times. The horizontal size of each box is arbitrary. Image inspired by Sundquist and Visser.¹¹ C fluxes internal to the exogenic system are taken from Sundquist and Visser.¹¹–¹⁶ Silicate weathering flux is taken from Gaillardet et al.¹⁷ Mantle degassing fluxes are from Dasgupta and Hirschmann,¹⁸ Tucker et al.,¹⁹ and other references discussed in the text. Metamorphic degassing data are from Kerrick and Caldeira.²⁰ Volcanic arc emissions are from Burton et al.,²¹ Cretaceous continental arcs are from Lee et al.,²² and Lee and Lackey.²³ Mt. Etna data are from Allard et al.,²⁴ Organic C weathering data are from Petsch,²⁵ from which carbonate weathering rates are calculated. Anthropogenic emissions are from Friedlingstein et al.,²⁶
with the following solution:

$$M_{ex}(t) = \frac{J_{in}}{k_{out}} + \left( M_{ex}^0 - \frac{J_{in}}{k_{out}} \right) \exp \left( -k_{out}t \right).$$  \hspace{1cm} (11.6)

Here, $M_{ex}^0$ represents an initial perturbation to the amount of C in the exogenic system. Equation (11.6) shows that the system will return exponentially to a steady state, given by

$$M_{ex}^\infty = \frac{J_{in}}{k_{out}}.$$

At steady state, inputs and outputs are balanced, hence the C content of the exogenic system does not evolve (steady state does not mean thermodynamic equilibrium). The time for the system to relax back to steady state after a perturbation (response time) is roughly the e-fold timescale of the system; that is:

$$\tau_{ex} = \frac{1}{k_{out}}.$$  \hspace{1cm} (11.8)

For a linear feedback, the response time is equivalent to the residence time of C in the system (Figure 11.1d). The residence time represents the average time a C atom remains in
the exogenic system when the system is at steady state, \( dM_{ex}/dt = 0 \). At steady state, \( J_{in} = J_{out} \), such that the residence time of C in the system is given by

\[
\tau_{ex} = \frac{M_{ex}}{J_{in}} = \frac{M_{ex}}{J_{out}} = \frac{M_{ex}}{k_{out}M_{ex}} = \frac{1}{k_{out}}.
\]  

(11.9)

When negative feedbacks operate, a system perturbed suddenly, such as by a pulse of CO\(_2\) outgassing, will eventually return to a steady state, defined by the ratio of the external forcings (e.g. the input) to the efficiency of the negative feedback, \( k_{out} \) (11.6). On timescales longer than the response time of the system, the C in the system should evolve toward a steady state, after which the only processes that can change the C content in the exogenic system would be temporal changes in the forcings, such as changes in magmatic or metamorphic activity, or changes in the efficiency of carbonate precipitation, which may relate to changes in tectonics and the efficiency of silicate weathering.

The response time for C in the exogenic system has been determined in two ways. One approach is to take the mass of C in the exogenic system and divide it by the measured inputs or outputs to obtain residence times. This approach is only valid if the measured inputs or outputs truly represent steady-state conditions. Another approach is to measure the relaxation time of a perturbed system, with one example being the C isotope excursion observed at the Paleocene–Eocene thermal maximum (PETM). Both approaches suggest that C in the exogenic system has a response time between 10 and 100 ky (Figure 11.1c and d). Thus, on My timescales, the C content of the exogenic system should be close to steady state. However, the fact that atmospheric CO\(_2\) nevertheless changes on My and Gy timescales means that tectonic/magmatic forcings or the global efficiency of the negative feedbacks must change with time as Earth evolves. In other words, Earth’s exogenic system is characterized by time-varying steady states or a baseline C content and climate. On short timescales, the exogenic system is not strongly influenced by the deep Earth, but on My timescales, the total budget of the exogenic C is controlled by the deep Earth through degassing and weathering.

11.2.2 Climatic Drivers versus Negative Feedbacks

The most important feature of negative-feedback systems is that steady state, if given enough time, will eventually be attained. Without a negative feedback, where the output does not depend on the amount of C in the exogenic system, a system is unlikely to attain steady state. In such a system, the C content of the exogenic system would rise indefinitely if inputs exceeded outputs or eventually decline to zero if outputs exceeded inputs. Earth’s climate has changed through time, but liquid water appears to have been present for almost all of Earth’s history, implying that inputs and outputs must be balanced on long timescales, which in turn implies that C in the exogenic system and climate is controlled by a negative-feedback mechanism. Any imbalances in inputs and outputs must be transient and occur on timescales shorter than the response time of exogenic C to perturbations (Figure 11.1d).
Baseline or steady-state C in the exogenic system is driven by the inputs and modulated by the efficiency of the outputs. The greater the kinetic rate constant for C removal from the exogenic system, the more sensitive the negative feedback. In a steady-state system, this concept is illustrated well in a graph of C input or output versus total C in the exogenic system. For a linear system, the sensitivity of the negative feedback is the slope of the output as shown in Figure 11.5. Because the input of C from the deep Earth does not depend on the amount of exogenic C, the output function is represented by a horizontal line in Figure 11.5a. The intersection between the two lines defines the steady state. For a given sensitivity, k, the only way to change steady-state exogenic C is to change inputs. If inputs are instead held constant, exogenic C can only change by changing the strength (slope) of the weathering feedback. If exogenic C were to suddenly decrease below the system’s steady state, inputs would temporarily exceed outputs, returning exogenic C contents back to steady-state values. Conversely, if exogenic C contents were to suddenly increase, outputs would then exceed inputs, eventually returning the system to steady state. These concepts are shown in Figure 11.5b by keeping track of the intersection of the input and output functions. If the system were to become more efficient at C drawdown (higher k), such as if Earth was characterized by a global increase in mountain building and erosion, steady-state exogenic C would decrease. If drawdown efficiency were to decrease, such as through decreased weatherability of continents, steady-state exogenic C would increase without any change in the input (Figure 11.5b). Most importantly, if the negative-feedback efficiency is strong, then large changes in the inputs are required to change exogenic C.

Figure 11.5 Inputs $J_{in}$ and outputs $J_{out}$ as a function of pCO$_2$. Geologic inputs are assumed not to depend on exogenic C and are thus represented as horizontal lines. Output rate depends on pCO$_2$, with the slope k representing the sensitivity of the negative weathering feedback. The intersection between $J_{in}$ and $J_{out}$ represents steady state, where $J_{in} = J_{out}$. The pCO$_2$ at this intersection represents steady-state pCO$_2$. In (a), we show that steady-state pCO$_2$ increases by increasing $J_{in}$ while holding the weathering feedback constant (red arrows from states 1 to 2 show an increase in steady-state pCO$_2$). In (b), we hold inputs constant but decrease the sensitivity of the weathering feedback. This causes steady-state pCO$_2$ to increase without any change in the input.
which is to say that the exogenic C content is buffered. This is why Earth’s climate, while variable over time, has rarely veered to extreme climatic conditions.

It is often debated whether Earth’s climate and exogenic C is input or sink driven. This debate is not about whether inputs or outputs are in balance because, on long timescales, they are in balance.\(^\text{32}\) The crux of this debate is whether changes in the C content of the exogenic system are controlled by changes in input or changes in the efficiency of the negative feedback (Figure 11.5). The former involve changes in magmatic, metamorphic, or weathering-related outgassing rates, while the latter involve changing the efficiency of weathering and organic C burial.

### 11.2.3 When Systems Transition to New Steady States

Despite the overall stability of Earth’s climate, there are examples when Earth or other planets have veered toward extreme climatic states. The Snowball climate of the Neoproterozoic, when Earth is thought to have frozen over, is an example of runaway cooling.\(^\text{8}\) Mars represents an example of a permanent icehouse, with surface temperatures of \(-55^\circ\text{C}\) and no active hydrologic cycle.\(^\text{33,34}\) Permanent greenhouse characterizes Venus, where surface temperatures are \(460^\circ\text{C}\) and the atmosphere is made of 96% CO\(_2\).\(^\text{33,34}\) Earth itself may have undergone short-lived excursions to hothouse conditions. These include the PETM and the various hyperthermals around that time.\(^\text{4,35,36}\)

In a linear system, runaway processes cannot happen. However, negative-feedback mechanisms need not scale linearly with exogenic C content. For example, if the rate-limiting step for silicate weathering and precipitation of carbonates becomes the rate at which fresh new rock is exposed to the atmosphere, one could envision a “threshold” of atmospheric CO\(_2\) content above which further increases in CO\(_2\) do not result in increased weathering. Similarly, a scenario could be envisioned in which surface temperatures drop to a threshold below which weathering kinetics become negligible, and because surface temperature is in part controlled by the amount of greenhouse gases, this translates to a threshold of atmospheric CO\(_2\) below which weathering rates are insensitive to CO\(_2\). Thus, the functional form for the negative feedback might involve low-sensitivity regimes at low and high atmospheric CO\(_2\) separated by a sensitive, quasi-linear regime at intermediate CO\(_2\) contents (Figure 11.6). For a scenario in which C inputs to the exogenic system do not depend on atmospheric CO\(_2\), one can track how steady-state exogenic C varies as inputs vary. From Figure 11.6, we see that when inputs rise toward an upper threshold, steady-state exogenic C contents can rise uncontrollably, leading to a runaway greenhouse. If inputs decrease below some lower threshold, steady-state exogenic C contents will plummet, resulting in runaway icehouse conditions. Crossing these thresholds may move the planet to a different steady state, where a new type of negative feedback operates (Figure 11.7). Understanding the functional form of global weathering feedbacks is thus critical to understanding where these thresholds lie in terms of exogenic C.
11.3 Carbon Inventories of Earth Reservoirs

11.3.1 Modern and Primitive Mantle Reservoirs

Excluding the core, more than 99.99% of all C on Earth is in the mantle and crust, although exact quantities are highly uncertain. Estimates of the C budget of the uppermost mantle are...
indirectly calculated from the C content of mid-ocean ridge basalts (MORBs), with C itself inferred by bootstrapping to other elements, such as Nb, Ba, H, or noble gases.\textsuperscript{37–39} These studies have resulted in estimates of 16–300 ppm C for the MORB source mantle, typically assumed to represent the upper mantle (Figure 11.3). However, reconstructing mantle C contents is faced with the challenge of correcting for degassing of C and other elements. Tucker et al.\textsuperscript{19} and Hauri et al. (Chapter 9 of this book) provide the most recent and rigorous reconstructions of the MORB source region and arrive at 30 ppm C (Table 11.1). This estimate

Table 11.1 Reservoirs of carbon

<table>
<thead>
<tr>
<th>Reservoirs</th>
<th>Concentration</th>
<th>Gton C</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmosphere</td>
<td>278 ppmv</td>
<td>590</td>
<td></td>
</tr>
<tr>
<td><strong>Oceans</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface layer – inorganic</td>
<td>700–900</td>
<td></td>
<td>[13,14]</td>
</tr>
<tr>
<td>Deep layer – inorganic</td>
<td>(3.6–3.8) × 10^4</td>
<td></td>
<td>[12,14]</td>
</tr>
<tr>
<td>Total organic</td>
<td>600–700</td>
<td></td>
<td>[15,16]</td>
</tr>
<tr>
<td><strong>Reactive marine sediment</strong></td>
<td>3150</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td>Inorganic</td>
<td>2500</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td>Organic</td>
<td>650</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td><strong>Terrestrial biosphere and soils</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetation</td>
<td>500–600</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td>Soil</td>
<td>(1.5–1.7) × 10^3</td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td><strong>Continental crust (CC)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total CC</td>
<td>4.2 × 10^7</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td>Total CC</td>
<td>2.6 × 10^8</td>
<td></td>
<td>[59]</td>
</tr>
<tr>
<td>Sedimentary (carbonate + organic C)</td>
<td>3.4 × 10^7</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td>Igneous and metamorphic rocks</td>
<td>0.8 × 10^7</td>
<td></td>
<td>[58]</td>
</tr>
<tr>
<td><strong>Continental lithospheric mantle</strong></td>
<td>&lt;760 ppm</td>
<td>&lt;4.8 × 10^7</td>
<td>This study (= BSE – CC – DM – ROL)</td>
</tr>
<tr>
<td><strong>Oceanic crust and lithospheric mantle</strong></td>
<td>1.4 × 10^7</td>
<td></td>
<td>[18]</td>
</tr>
<tr>
<td>Mantle (total)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DM (&lt;670 km)</td>
<td>30 ppm C</td>
<td>3.2 × 10^7</td>
<td>[19]</td>
</tr>
<tr>
<td>Upper mantle (assuming BSE composition)</td>
<td>&lt;350 ppm C</td>
<td>&lt;3.7 × 10^8</td>
<td>This study</td>
</tr>
<tr>
<td>Lower mantle (assuming BSE composition)</td>
<td>&lt;350 ppm C</td>
<td>&lt;1.0 × 10^9</td>
<td>This study</td>
</tr>
<tr>
<td>BSE</td>
<td>&lt;350 ppm C</td>
<td>&lt;1.4 × 10^9</td>
<td>This study</td>
</tr>
<tr>
<td>Fossil fuel reserves</td>
<td>5 × 10^3</td>
<td></td>
<td>[12]</td>
</tr>
</tbody>
</table>

BSE = bulk silicate Earth; DM = depleted mantle; ROL = recycled oceanic lithosphere.
agrees well with previous estimates of ~15–50 ppm C for the MORB source mantle that used undegassed or minimally degassed MORB CO₂ contents and CO₂/Ba, CO₂/Nb, and H/C ratios (e.g. Refs. 37, 38, 40, and 41). A homogeneous upper mantle (<670 km; mass of 1.06 × 10²⁴ kg⁴²) with a MORB source C content would contain ~3.2 × 10⁷ Gton C (Figure 11.8). If the MORB source was representative of the entire mantle down to the core–mantle boundary (4.0 × 10²⁴ kg), the whole mantle would contain 1.2 × 10⁸ Gton C.

Of interest is the C content of the bulk silicate Earth (BSE), which is the primordial mantle prior to extraction of the continents, oceans, and atmosphere (Figure 11.9a). The present mantle represents what remains of the mantle after degassing and silicate differentiation, which we refer to as the Depleted Mantle (DM); the composition of the DM is assumed to be represented by the MORB source mantle.⁴³,⁴⁴ Thus, the BSE can be calculated by re-homogenizing the atmosphere, oceans, and continents back into the DM, but this is challenging if the C contents of all of these reservoirs and their sizes are
not known well. A common approach, used for refractory lithophile elements, is to extrapolate magmatic differentiation trends to chondritic ratios, but this cannot be done for C because of its volatility during nebular condensation/planetary accretion and siderophile nature during core formation (e.g. Ref. 45).

Instead, we infer the C of BSE from elements that behave geochemically like C but are refractory in a cosmochemical sense. For example, during mantle melting, C is thought to behave like Ba, a refractory element.19,41 The depletion of Ba in the DM (0.563 ppm46) relative to the BSE (6.6 ppm47) – that is, $\text{Ba}_{\text{DM}}/\text{Ba}_{\text{BSE}}$ – is ~0.085. If Ba and C also behave similarly during subduction, then the relative depletion of C in the MORB source is equivalent to that of Ba. The BSE concentration of C is then calculated by dividing the C concentration of the DM by the Ba depletion factor ($C_{\text{BSE}} = C_{\text{DM}}/(\text{Ba}_{\text{DM}}/\text{Ba}_{\text{BSE}})$), yielding ~350 ppm C for the BSE (Figure 11.9b). If C does not behave identically to Ba,
then a correction factor must be applied, \( C_{\text{BSE}} = \frac{C_{\text{DM}}}{(k_{\text{C/Ba}} \times B_{\text{DM}}/B_{\text{BaBSE}})} \), where \( k_{\text{C/Ba}} \) represents the efficiency by which C is returned to the mantle relative to Ba (or the relative efficiency by which C is retained or recycled into the mantle relative to Ba). If \( k_{\text{C/Ba}} > 1 \), C is preferentially subducted deep into the mantle relative to Ba and our estimates of C in the BSE are hard maximum bounds. If \( k_{\text{C/Ba}} < 1 \), Ba is preferentially recycled and our estimates are minimum bounds (Figure 11.9b). It seems likely that Ba, mostly concentrated in slab sediments, is more efficiently removed from the subducting slab given the extreme enrichments of Ba in arc lavas.48 While some of the carbonate in subducting sediments might also be removed efficiently,49 organic C and carbonate in the oceanic crust are likely retained,50,51 so it seems likely that \( k_{\text{C/Ba}} > 1 \), and thus \( C_{\text{BSE}} < 350 \) ppm. If C during melting behaves more like U, a refractory element with a DM depletion factor of \( \sim 0.16 \) relative to BSE (Figure 11.9b),46 \( C_{\text{BSE}} < \sim 192 \) ppm. In any case, \( C_{\text{BSE}} \) can be no higher than \( <350 \) ppm (Table 11.1), consistent with a recent estimate of \( C_{\text{BSE}} \) of \( \sim 140 \) ppm.52 These values of \( C_{\text{BSE}} \) would imply that the DM reservoir has lost no more than 40–90% of its original C during silicate differentiation; however, the DM reservoir is unlikely to represent the entire convecting mantle, so the fractional loss of C from the whole mantle must be far smaller. We note that the C concentration of the mantle source of ocean island basalts (OIBs) ranges from 33 to 500 ppm C.18 The source region of OIBs is thought to represent primitive undegassed mantle and/or enriched domains associated with recycled crust.53,54

### 11.3.2 Continental Crust and Continental Lithospheric Mantle

Carbon in the continental crust is represented by ancient sedimentary rocks as well as carbonate and graphite stored in metamorphic and igneous basement rocks. The sedimentary rocks are dominated by carbonates (limestones and dolostones) with organic C-rich sediments making up a smaller fraction.55,56 The carbonate content of the continental crust is calculated by estimating the volume of carbonate sediments in the continents.57,58 Due to high variability in the organic C content of sediments, the average organic C content of continents is usually estimated by assuming that organic C makes up \( \sim 20\% \) of the total C budget. This approach is based on the assumption that the C isotopic composition of seawater, often assumed to represent the fraction of organic C (\( f_{\text{org}} \)), has remained relatively constant over most of Earth’s history. The C content of the rest of the continental crust is estimated from measurements of basement rocks and extrapolated to the upper, middle, and lower crusts based on a model of the compositional structure of the crust. Because of the high degree of variability in carbonate content of igneous and metamorphic rocks, any estimate of the C content of the non-sedimentary part of the continental crust is fraught with large errors. For example, Wedepohl58 estimated that the continental basement amounted to one-fifth of the C in sedimentary rocks, yielding a total continental crust budget of \( 4.2 \times 10^7 \) Gton C. A more comprehensive study of basement rocks in China found higher concentrations of C in igneous and metamorphic rocks, leading to a much higher estimate of the total continental crust budget of \( 2.6 \times 10^8 \) Gton C.59
We now turn to the continental lithospheric mantle (CLM), the cold and hence rheologically strong part of the mantle underlying the continental crust, which extends down to depths of ~100 km beneath Phanerozoic terranes and up to ~200–250 km beneath many stable cratons.60–63 Because of their Gy stability,64–67 CLM is subjected to numerous metasomatic events, which could lead to hydration or carbonation.68–75 We can place an upper bound on how much C could be in the CLM. If we assume that the volume of DM is equivalent to the entire upper mantle down to 670 km depth (1.06 × 10²⁴ kg), the total amount of C degassed is <3.4 × 10⁸ Gton C as inferred above from C/Ba systematics and >1.7 × 10⁸ Gton C from C/U systematics. From these quantities we subtract the amount of C in the continental crust. If we use the higher crustal abundances of Gao et al.59 and the DM C content inferred from C/Ba, we are left with 20% of unaccounted C that must be housed in the CLM or as recycled components deep in the mantle (Figure 11.9c). If we use the crustal abundances of Wedepohl.58 80% is unaccounted for. If we use the lower estimates of C in DM as inferred from C/U systematics, we find that the C budget of the continental crust accounts for or even exceeds the amount of C degassed from the upper mantle, which seems unreasonable; reconciling this discrepancy would require a volume of mantle greater than the upper mantle to have degassed to the extent of the DM reservoir. In any case, if we restrict the DM to the upper mantle and use the C/Ba-constrained DM composition and Gao et al.’s crustal estimate, we find a maximum missing C of 4.8 × 10⁷ Gton C. All of this C in the CLM would translate to a hard upper bound of ~740 ppm C in the CLM, assuming an average CLM thickness of ~150 km (Figure 11.9d and Table 11.1). No doubt, some of the missing C is in the form of recycled crust deep in the mantle, as balancing present-day arc flux requires a small fraction of subducted C to be supplied to sub-arc mantle source regions via fluids or melts (e.g. Ref. 76). Whether the missing C is in the CLM49 or recycled into the deep mantle52 is currently debated.

### 11.3.3 Exogenic Reservoirs

For completeness, we briefly discuss the C budget of the exogenic system (Table 11.1). In total, the exogenic system accounts for <0.01% of Earth’s C budget (excluding the core), with reservoir sizes increasing as follows (Figure 11.3): atmosphere < terrestrial biosphere and soil < reactive marine sedimentary carbon < ocean.11 For a modern preindustrial atmospheric CO₂ content of 280 ppmv, the total amount of pre-anthropogenic C in the atmosphere today is 590 Gton or ~1.4% of the total C in the exogenic system.11 The oceans account for ~87% of the total exogenic C, with most of the C in the oceans in the form of HCO₃⁻. The terrestrial biosphere and soils account for ~4% and the reactive marine sedimentary reservoir accounts for ~8% of the total exogenic C. It is possible that the reactive marine sedimentary reservoir is substantially larger than noted here if the size of gas-hydrate reservoirs has been underestimated.77

In summary, although the amount of C in the exogenic system is nearly negligible compared to that of the bulk Earth, all C degassed from the interior of Earth passes through
the exogenic system before being buried as carbonates or organic C, and it is through the exogenic system that C influences climate.

### 11.4 Long-Term Carbon Fluxes

#### 11.4.1 Inputs

**11.4.1.1 Volcanic Inputs**

On long timescales, the exogenic system is supported by C inputs from the endogenic system through volcanism, metamorphism, and weathering of ancient carbonates and organic C. Outputs from the exogenic system occur through carbonate and organic C burial via the intermediate steps of silicate weathering and photosynthesis. Ultimately, some fraction of carbonate and organic C is removed from the exogenic system by deep burial in the crust or subduction back into the mantle (Figure 11.3).

Fluxing of C into and out of the exosphere can occur through many different species of C (CO₂, CH₄, CO, etc.). We denote all C fluxing, regardless of species, in terms of Gton of elemental C per year. In the case of volcanism and metamorphism, the dominant C species today is CO₂. The most widely used estimate of global volcanic degassing is that of Marty and Tolstikhin. Based on various approaches to estimating CO₂ fluxes through mid-ocean ridges (MORs), arcs, and intraplate magmas (Figure 11.10), they estimated a global volcanic C flux of 0.03–0.13 Gton C/y, with MORs > arcs > intraplate magmatism. These estimates are highly uncertain. In both cases, C fluxes were estimated by measuring C/³He ratios in gases or hydrothermal plumes and then multiplying by the ³He flux, which is either measured or calculated. Regardless of these uncertainties, the Marty and Tolstikhin estimates are lower bounds because they did not consider diffuse fluxes, which Burton et al. showed to be significant. Burton et al. estimate that the total subaerial flux, dominated by arc volcanoes, could be as high as 0.15 Gton C/y, significantly greater than the ∼0.030 Gton C/y arc flux estimated by Marty and Tolstikhin (Figure 11.8). Diffuse degassing through faults in continental rifts can also be important (Figure 11.10b); diffuse degassing in the East African Rift alone currently emits 0.05–0.10 Gton C/y, comparable to the flux emitted through the entire length of MORs (Figure 11.8). It is also important to consider that some anomalous volcanoes like Mount Etna, whose magmas have interacted with crustal carbonates, have unusually high emissions (∼0.006 Gton/y for Mount Etna), with one volcano accounting for a substantial proportion (>10%) of the modern arc flux (Figure 11.8).

Global volcanic inputs of C are thus at least 0.54 Gton C/y if diffuse degassing estimates from Burton et al. are considered. Global volcanic flux of C through geologic time, however, is likely to vary significantly due to variations in plume activity or global oceanic crust production rates. It has also been shown that continental arcs, because of magmatic interactions (via assimilation, melt-rock reaction, contact, and regional metamorphism) with ancient crustal carbonates stored in the continents, emit significantly more CO₂ than island arcs (Figure 11.10c and d); hence, the waxing and waning of
continental arcs through time will also lead to increases in volcanic CO₂ fluxing. Enhanced continental rifting could also lead to enhanced CO₂ production.

### 11.4.1.2 Metamorphic Inputs

Metamorphic inputs of C involve thermal breakdown of crustal carbonates. The dominant decarbonation reactions occur by reaction of carbonate with silica:

\[ \text{CaCO}_3 + \text{SiO}_2 = \text{CaSiO}_3 + \text{CO}_2, \]  

(11.10)

to form calc-silicate minerals, such as wollastonite and other pyroxenes. These reactions operate at temperatures (400–600°C) that can be achieved over large areas during regional metamorphism. The presence of water, which decreases CO₂ activity, further decreases the temperatures needed for reaction (300°C). Metamorphic decarbonation can thus be pervasive in subduction zones, continental collisions, or continental extension.

Estimates of metamorphic CO₂ degassing rates, particularly on a global scale, are challenging to quantify because metamorphic degassing is diffuse and spatially heterogeneous. It has been shown that the metamorphic CO₂ flux in the Himalayas may be large,
being similar to or even higher than that removed by silicate weathering from the Himalayas themselves. Kerrick and Caldeira have suggested that metamorphic outgassing associated with orogenies during the Eocene could be anywhere between 0.04 and 0.20 Gton C/yr (Figure 11.8). Importantly, even though these numbers are highly uncertain, their magnitudes are potentially equal to or greater than that of MOR degassing.

11.4.1.3 Carbonate and Organic Carbon Weathering

Weathering of ancient crustal carbonates and organic C represents another large input of C into the exogenic system. Carbonate weathering involves the dissolution of the carbonate fraction in eroding material by the following reaction

$$\text{CaCO}_3 + \text{CO}_2 + \text{H}_2\text{O} = \text{Ca}^{2+} + 2\text{HCO}_3^{-}. \quad (11.11)$$

For each mole of CO2 consumed, dissolution releases 2 moles of bicarbonate (HCO3–), resulting in a net contribution of 1 mole of CO2 to the ocean–atmosphere system. However, because carbonate dissolution introduces Ca2+ and Mg2+ ions as well as bicarbonate ion into the ocean (in silicate weathering, CO2 is consumed), precipitation of carbonate follows:

$$\text{Ca}^{2+} + 2\text{HCO}_3^{-} = \text{CaCO}_3 + \text{CO}_2 + \text{H}_2\text{O}. \quad (11.12)$$

On timescales longer than ~10 ky, carbonate dissolution and precipitation balance, such that carbonate weathering is not thought to significantly influence the long-term evolution of exogenic C.

Another source of CO2 is weathering of organic C, wherein a reduced form of C is oxidized by the atmosphere to form oxidized C; that is, CO2:

$$\text{O}_2 + \text{“CH}_2\text{O”} = \text{CO}_2 + \text{H}_2\text{O}. \quad (11.13)$$

Weathering of “black” shales would be an example of oxidative weathering of organic C. Like carbonate weathering, oxidative weathering of organic C is assumed to be balanced on short timescales by organic C burial:

$$\text{CO}_2 + \text{H}_2\text{O} = \text{O}_2 + \text{“CH}_2\text{O”}, \quad (11.14)$$

so that on long timescales, the net effect of organic C weathering on exogenic C is often assumed to be negligible. Such a close balance between organic C fluxes is presumably regulated by atmospheric O2 concentrations. For example, increases in the oxidative weathering of organic C would lead to lower atmospheric (and seawater) O2 concentrations, which are thought to enhance organic matter burial. However, there is still uncertainty as to whether the organic C cycle is in balance because many of the redox fluxes are not well constrained. A full treatment of organic C weathering must be coupled with the global oxygen cycle.

Although weathering of carbonates and organic C are likely balanced on timescales >100 ky, it is nevertheless important to appreciate their magnitudes (Figure 11.8).
The oxidative weathering rate of organic C is thought to be ~0.05 Gton C/y, and global compilations and river chemistry indicate a modern carbonate weathering flux of 0.148 Gton C/y (these calculations assume stoichiometric weathering). Together, these fluxes are comparable to the total volcanic flux of CO₂ today. To illustrate the magnitude of the carbonate weathering flux, it is now established that the alkalinity in global rivers is dominated by carbonate weathering rather than silicate weathering due to the fast dissolution kinetics of carbonates compared to silicates. Because these weathering fluxes are large, any imbalances in weathering of carbonates and organic C versus carbonates and organic C burial could lead to large swings in exogenic C on short timescales. The magnitudes and timescales of such swings are ultimately limited by the fact that ocean chemistry adjusts to maintain a relatively constant saturation state with respect to calcium carbonate phases. Estimates of the response timescale of carbonate buffering in the ocean are around 6000 years. Such weathering probably cannot be truly ignored even on >100-ky timescales, especially if the ratio of organic C to carbonate weathering (or deposition) varies with time or if the distribution of carbonate and organic C deposition changes with time (deep sea versus continental shelves). Finally, it has recently been shown that oxidative sulfide weathering in organic-rich sedimentary rocks can lead to a net release of CO₂ if the resulting sulfuric acid reacts with nearby carbonates. Unlike carbonate (by carbonic acid) or organic C weathering, sulfide weathering can serve as a long-term input of CO₂ if there is an imbalance in the S cycle.

11.4.1.4 Carbon Inputs Internal to the Exogenic System

Geologic inputs (volcanic and weathering) of CO₂ into the exogenic system are small compared to fluxes internal to the exogenic system. For context, exchange between the terrestrial biosphere and atmosphere is ~60 Gton C/y and between the surface ocean and atmosphere is ~70 Gton C/y. Present anthropogenic CO₂ emissions from fossil fuels and cement production is ~10 Gton C/y, which exceeds volcanic emissions by more than 50 times. These large fluxes are likely not important on long timescales as they operate on much faster timescales within the exogenic system. Nevertheless, on short timescales, any imbalances in the system associated with these fluxes or sources can lead to large, short-lived excursions in atmospheric CO₂. Intriguingly, terrestrial biomarkers present in river sediments yield apparent radiocarbon “ages” in excess of 1000 years, which implies that imbalances between terrestrial photosynthesis and respiration may play a role in the exogenic C cycle over millennial timescales.

11.4.2 Carbon Outputs

11.4.2.1 Silicate Weathering Chemistry and Carbonate Precipitation

While all silicate minerals undergo dissolution, Ca- and Mg-bearing silicate minerals in the continental crust (e.g. hornblende, plagioclase, pyroxene, and, to a lesser extent, olivine and biotite for Mg only) are often considered the most important in the context of the long-
term global C cycle because the dissolved Ca$^{2+}$ and Mg$^{2+}$, after traveling to the ocean via rivers, eventually precipitate to form calcium and magnesium carbonates in the marine environment. However, alkalinity supplied by the dissolution of Na- and K-bearing silicates dominates the silicate-derived riverine flux and contributes to CaCO$_3$ precipitation via ion-exchange reactions. Additionally, some portion of the Na and K flux is thought to react with Si and Al to form clay minerals in a process termed “reverse” weathering, which, by modifying the seawater alkalinity balance, contributes CO$_2$ back into the atmosphere.$^{102}$

The dominant Ca-bearing mineral in the average continental crust is plagioclase, but for simplicity, silicate weathering of calc-silicates is often idealized by lumping all calc-silicates into the form of wollastonite, CaSiO$_3$ (however, wollastonite is exceedingly rare in the continental crust!). The sequence of reactions begins with formation of carbonic acid by equilibration with CO$_2$ in the atmosphere or subsurface pore-space:

$$\text{CO}_2 + \text{H}_2\text{O} = \text{H}_2\text{CO}_3.$$ (11.15)

This is followed by release of H$^+$ ions:

$$\text{H}_2\text{CO}_3 = \text{H}^+ + \text{HCO}_3^-,$$ (11.16)

which react with calc-silicates to release Ca$^{2+}$ and Si$^{4+}$ in the form of silica hydroxides into river waters (an identical reaction can be written for MgSiO$_3$):

$$\text{CaSiO}_3 + 2\text{H}^+ + \text{H}_2\text{O} = \text{Ca}^{2+} + \text{Si(OH)}_4.$$ (11.17)

Ca$^{2+}$ ions combine with the major carbonate species in seawater, bicarbonate (HCO$_3^-$), to precipitate calcium carbonate in the marine or lacustrine environments (and dissolved silica precipitates as chert, SiO$_2$):

$$\text{Ca}^{2+} + 2\text{HCO}_3^- = \text{CaCO}_3 + \text{CO}_2 + \text{H}_2\text{O}.$$ (11.18)

If we combine the above equations, we arrive at the commonly cited net reaction for calc-silicate weathering:

$$\text{CaSiO}_3 + \text{CO}_2 = \text{CaCO}_3 + \text{SiO}_2.$$ (11.19)

The equivalent reaction for plagioclase is:

$$\text{CaAl}_2\text{Si}_2\text{O}_8 + \text{H}_2\text{CO}_3 + 3\text{H}_2\text{O} = \text{CaCO}_3 + \text{Al}_2\text{Si}_2\text{O}_5(\text{OH})_4.$$ (11.20)

Dissolution of calc-silicates followed by precipitation of carbonates results in net consumption of CO$_2$. Estimates of the terrestrial silicate weathering output of C in the form of carbonate are typically drawn from the dissolved flux of cations in river waters, assuming that most of the Ca and Mg ions and some portion of the Na and K fluxes (via exchange) eventually precipitate as Ca–Mg carbonates. Modern carbonate burial fluxes associated with silicate weathering only are thought to be between 0.13 and 0.38 Gton C/y (Figure 11.8).$^1^1$ As discussed above, a fraction of the Ca ion flux in rivers comes from dissolution of carbonate, so the carbonate fraction must be subtracted. According to
Gaillardet et al.,\textsuperscript{17} the global terrestrial carbonate-corrected silicate weathering flux may be on the low end of the above range, at ~0.14 Gton C/y. Newer estimates from Moon et al.\textsuperscript{103} revise the silicate weathering flux to even lower values (0.09 ± 0.02 Gton C/y), but completely exclude Na and K from these calculations.

Not accounted for in the above estimates of the silicate weathering–carbonate precipitation flux is the role of seafloor basalt alteration. A number of studies have shown that the CO\textsubscript{2} content of altered oceanic crust can be quite high. For example, Mesozoic-aged altered oceanic crust can contain up to 2.5 wt.% CO\textsubscript{2}, compared to ~0.5 wt.% CO\textsubscript{2} in late Cenozoic oceanic crust.\textsuperscript{104–107} These studies estimate that C sequestration via seafloor alteration could amount to 0.006–0.036 Gton C/y,\textsuperscript{104,107,108} similar to modern inputs of C via MORs, but less than the terrestrial silicate weathering sink (Figure 11.8).

\subsection*{11.4.2.2 Photosynthesis and Organic Carbon Burial}

Most of the C in the atmosphere–ocean system today is in an oxidized form. A fraction of this C is reduced through autotrophic organisms by oxygenic photosynthesis to form organic C (other types of photosynthesis could have dominated early in Earth’s history):

\begin{equation}
\text{CO}_2 + \text{H}_2\text{O} + \text{sun’s energy} = \text{“CH}_2\text{O”} + \text{O}_2.
\end{equation}

Here, organic C is approximated as “CH\textsubscript{2}O” and differs from CO\textsubscript{2} in being composed of reduced C (C\textsuperscript{3+} or less) as compared to oxidized C in CO\textsubscript{2} (C\textsuperscript{4+}). Much of the organic C is respired (oxidized) back to the atmosphere through organic C decomposition or indirectly through consumption by heterotrophic life, reversing the above reaction. In net, photosynthetic production and oxidative destruction of organic C are roughly in balance, even on timescales as short as years or even days in some cases. However, a small fraction of organic C “leaks” out from the exogenic system through sedimentary burial. This burial of organic C, like the burial of carbonate, represents a net long-term sink of C from the exogenic system, but differs from the carbonate cycle in that burial of organic C also generates free O\textsubscript{2}, with implications for atmospheric oxygenation. Buried at great enough depths, organic C becomes part of the crustal reservoir in the form of “fossil” C.

Estimates of the organic C burial rate are typically inferred from the C isotopic composition of seawater. Carbon isotopes are fractionated to light values during photosynthesis but are not strongly fractionated during carbonate precipitation (due to a lack of redox change). Assuming the isotopic compositions of long-term C inputs into the exogenic system are mantle-like, the fraction of organic C (commonly referred to as \textit{f\textsubscript{org}} in the literature) buried can be estimated from the C isotopic composition of seawater or marine carbonates. Except for short-term excursions, the \textsuperscript{13}C/\textsuperscript{12}C of seawater has remained relatively constant at 4–5 per mil higher than the mantle for most of Earth’s history, which translates into an organic C burial fraction of ~20–25\% relative to total C burial (carbonate + organic C).\textsuperscript{3,9,109} Whether \textit{f\textsubscript{org}} has indeed remained constant and, if so, why, remain important questions.\textsuperscript{110} It may be worth exploring whether the isotopic offset between inorganic and organic C remains constant through Earth’s history. There is also the possibility that the
weathering of carbonates or the metamorphic outgassing efficiencies of crustal carbonates and organic C are different enough that the isotopic composition of the long-term inputs of C into the exogenic system need not balance with mantle-like values at all times.\textsuperscript{22,86,111}

### 11.4.2.3 Subduction Flux

Subduction of the oceanic lithosphere and accompanying marine sediments is the primary mechanism by which C is “permanently” removed from Earth’s surface and recycled back into the endogenic system. Subduction itself is not a direct negative feedback in the climate system because it only serves to transport already sequestered C into the mantle. Subduction plays an indirect role in the longer-term exogenic C cycle and climate if it contributes some of its C to arc magmas or if it influences the efficiency of C released from the sub-arc mantle wedge and into arc magmas.

Based on estimates of the carbonate and organic C distribution of marine sediments and the amount of C in seafloor altered crust (mostly in the form of carbonate),\textsuperscript{104,105,107,112} Dasgupta and Hirschmann\textsuperscript{18} estimated a modern global subduction flux of 0.024–0.048 Gton C/y (Figure 11.8). This is comparable to the lower end of estimates of global magmatic degassing. How much of this subducted C is released back into the crust or atmosphere through volcanism and how much continues deep down into the mantle is debated. Because the temperature needed for decarbonation reactions increases with pressure, the subducting slab needs to heat up sufficiently for efficient decarbonation.\textsuperscript{113,114} In the absence water, slab decarbonation (either during subsolidus conditions or during partial melting) is not expected to be efficient in most modern subduction zones, except for perhaps the youngest and hottest ones.\textsuperscript{51,114} Slab decarbonation would have been more efficient in the Archean if the thermal states of these ancient subduction zones were higher than today.\textsuperscript{51} In the presence of water, CO\textsubscript{2} activities decrease, depressing reaction temperatures.\textsuperscript{92} Thus, dehydration of serpentine in the slab could give rise to “water-fluxed” decarbonation or carbonate dissolution, enhancing the efficiency of decarbonation (see Refs. 49 and 93). Small amounts of C in the form of graphitized organic C in slabs are still expected to survive fluid-fluxed melting (e.g. Ref. 50). In any case, release from the slab does not guarantee that such C quantitatively returns to the exogenic system through arc volcanoes.

### 11.5 Efficiency of the Silicate Weathering Feedback

In this section, we discuss the kinetics of silicate weathering (we ignore organic C burial because it is a smaller flux). The kinetics of silicate dissolution are much slower than those of carbonate precipitation in the oceans. The ocean is oversaturated in carbonate and therefore any Ca that enters the ocean tends to precipitate on short timescales. Thus, silicate dissolution is the rate-limiting step. The rate (moles/y) of dissolution should scale as\textsuperscript{115,116}:

\begin{equation}
    r = kA(a_{H^+})^n,
\end{equation}

\textsuperscript{11.22}
where $k$ is a kinetic rate constant (moles/m$^2$/y) defined relative to a specified surface area $A$ (e.g. geometric or total surface area) and represents a measure of the efficiency of dissolution, $a_{H^+}$ is the activity of hydronium ions in solution, and $n$ represents the order of the chemical reaction. Hydronium ion activity $a_{H^+}$ depends on the pCO$_2$ in equilibrium with weathering fluids:

$$K_1 = \frac{pCO_2}{a_{H^+} a_{HCO_3^-}}.\quad (11.23)$$

This relation with pCO$_2$ is one potential source of a negative feedback in the global C cycle. If the pCO$_2$ of weathering fluids increases as the pCO$_2$ of the atmosphere increases (e.g. via changes in primary productivity$^{117}$), silicate dissolution rates increase, which results in more rapid removal of CO$_2$ from the atmosphere through carbonate precipitation. In the Earth system, the global silicate weathering feedback must also include the effects of atmospheric CO$_2$ on the hydrologic cycle, vegetation, and so forth, so (11.23) is only meant to conceptually represent the most elementary level of CO$_2$ feedback.

Increases in pCO$_2$ should also lead to increases in temperature due to the greenhouse effect ($\approx 2.4$–$4.8^\circ$C per doubling of pCO$_2$)$^{118}$. The negative feedback is enhanced because of the temperature dependence of the kinetics of dissolution$^{119}$; that is:

$$k = k_0 \exp \left(-\frac{E_A}{RT}\right), \quad (11.24)$$

where $k_0$ is a pre-exponent constant that depends on the type of mineral, $E_A$ is the activation energy for dissolution, $R$ is the gas constant, and $T$ is temperature. If pCO$_2$ increases, temperature increases, which in turn increases dissolution rates, thereby increasing rates of CO$_2$ drawdown by silicate weathering (followed by carbonate precipitation).

As we scale up from the mineral to the global scale, additional influences on weathering rate must be considered. For example, if chemical weathering reactions occur close to thermodynamic equilibrium, weathering fluxes will scale with the total water flux through the system.$^{120}$ Chemical weathering can also be enhanced by biology, through bioturbation and higher subsurface pCO$_2$ levels. Because hydrology and biology can both accelerate chemical weathering, these processes can act as negative feedbacks if increases in global temperature, perhaps driven by increases in atmospheric CO$_2$, accelerate the hydrologic cycle.$^{120,121}$ Finally, chemical weathering can also be limited by the rate at which fresh rock is supplied by physical weathering and erosion. Erosion can behave as a negative feedback under conditions in which erosion is accelerated by higher hydrologic or biological activity. Under conditions in which erosion is largely controlled by tectonics, which do not depend on climate, the feedback would be poor.

Combining all of these factors results in a complicated functional form of the silicate weathering feedback. Berner$^{122}$ proposed the following generalized empirical equation:

$$F_{Si} = f_w(pCO_2) f_{rf}(t) f_{pl}(t) f_{ro}(t), \quad (11.25)$$

where $F_{Si}$ represents the silicate weathering flux contributing to carbonate precipitation, $f_w$ is the function describing the sensitivity of mineral dissolution to pCO$_2$, $f_{rf}$ represents mean
global relief, $f_{pl}$ represents the effect of plants, and $f_{ro}$ represents average water runoff, with all functions normalized to present conditions. In the Berner model, the temperature effect is subsumed into the effect of temperature on runoff and the effect of pCO$_2$ on chemical weathering. For the purposes of this chapter, the exact functional relationships are not critical (see Ref. 123). These relationships must be calibrated against field studies to be relevant for a particular region or a given time period in Earth’s history.

If we consider $f_w$, $f_{pl}$, and $f_{ro}$ to all be related to pCO$_2$ through a series of transfer functions, we can combine them into one master function $f_w^*$, which describes the dependency of weathering on pCO$_2$:

$$F_{Si} = f_w^*(p_{CO_2}) f_{rf}.$$  \hspace{1cm} (11.26)

This leaves the relief term in Berner’s model, $f_{rf}$, as the only function independent of pCO$_2$. The relief term is fundamental as it relates to erosion rate. Erosion supplies fresh rock to the surface so that it can undergo chemical weathering. At low erosion rates, soil mantles, although chemically depleted due to their long residence times in the weathering regime, no longer contain weatherable minerals. On long timescales, what ultimately drives erosion is topography, which itself is driven by tectonism or magmatism.

We can describe $f_{rf}$ as the weighted average flux of fresh rock supplied by erosion relative to the global mean today:

$$f_{rf} = \frac{\sum E_i A_i}{\sum E_i^0 A_i^0},$$  \hspace{1cm} (11.27)

where $E_i$ is the erosion rate (m/y) in a given region $i$ and $A_i$ is the map area of region $i$, with the quantities in the denominator representing present-day conditions (Figure 11.11). The summation signs denote summation over the entire continental area. What is important is that the area of orogenic activity on Earth is not constant. For example, the hypothesis that mid-Cenozoic cooling was triggered by enhanced erosion associated with the Himalayan orogeny is based on the premise that the mean area of orogenies and mean erosion rates increased. 124,125 A simple way to understand the effect of increased orogenic belts is to consider the case in which the silicate weathering response to changes in pCO$_2$ is linear. In such a scenario, doubling the length of orogenic belts (i.e. doubling the mass of silicate minerals exposed at the surface per unit time) would increase the sensitivity (e.g. the slope on the silicate weathering-driven burial rate of carbonate versus pCO$_2$) of the global silicate weathering feedback by a factor of 2 (Figure 11.11). If long-term inputs of CO$_2$ into the exogenic system do not change, exogenic CO$_2$ would decrease by a factor of 2, cooling the atmosphere. This simple exercise also implies that in a world devoid of orogenic belts, such as in the extreme case of flat continents riding near sea level, the strength of the negative silicate weathering feedback would be substantially decreased.

Finally, temporal changes in the composition of the bedrock undergoing weathering can be important. It is widely agreed that the average composition of the continental crust is intermediate in composition, equivalent to the composition of a typical andesite. 126 These published averages often obscure the fact that the continental crust is highly heterogeneous,
containing rocks of all types, from ultramafic rocks (serpentinites and peridotites) to mafic rocks (basalts) to highly silicic rocks (e.g. rhyolites). Because different lithologies weather at different rates, have different temperature sensitivities, and supply major cations in different proportions, the composition of rocks within an active orogeny matters. For example, the CaO content of a typical basalt/gabbro is between 10 and 15 wt.%, that of andesite/granodiorite is between 6 and 8 wt.%, and that of a rhyolite/granite is less than 3 wt.%. Additionally, available estimates suggest that basalts weather, on average, approximately two times faster than granitic rocks, but this ratio varies as a function of climatic conditions. This compositional effect can be incorporated through the erosional term, \( f_{rf} \):

\[
 f_{rf} = \frac{\sum E_i A_i \rho_i C_i}{\sum E_i A_i^0 \rho_i^0 C_i^0},
\]

where \( C_i \) represents the concentration of Ca and Mg (note that not all Mg is sequestered as carbonate) and \( \rho_i \) is rock density. Equation (11.28) describes the availability of Ca and Mg due to differences in composition. Depending on the composition of the crust undergoing orogeny, the sensitivity of the regional chemical weathering feedback could vary by a factor of 3–5 due to the availability of Ca and Mg (there is also a small effect of Na and K exchange with Ca in the ocean). Added to this compositional effect will also be the faster dissolution

Figure 11.11 The global silicate weathering rate can be described by partitioning Earth into different types of weathering sites, each defined by different weathering kinetics (e.g. seafloor, orogens, and low-relief continents). Changes in the proportions of low-relief continents or orogenic belts will change the global sensitivity of the weathering feedback. A decrease in area of continents and orogens results in a decrease in the weathering feedback strength (states 1 to 2), leading to an increase in pCO2 (states 1 to 2).
kinetics of basalt versus granite,\textsuperscript{17,127–129} which would modify $k_i$ in (11.22). A number of studies have shown that the composition of orogenies can vary depending on orogenic style or geologic history.\textsuperscript{130} There may have also been Gya-scale changes in the composition of magmatism, from mafic to a felsic crust around 2.5 Ga,\textsuperscript{95,131,132} suggesting that the weathering feedback strength could have fundamentally changed over Earth’s history.

In summary, silicate weathering represents a negative feedback in the whole-Earth C system because of the dependency of weathering on pCO$_2$ through direct and indirect effects on temperature, biological activity, and precipitation/runoff. One of the most important controls of the strength of the feedback is the area of orogenic belts, where chemical weathering is facilitated by high erosion rates. Large fluctuations in the intensity and distribution of orogenic activity could play a key role in modulating the strength of the silicate weathering feedback.

### 11.5.1 Seafloor Weathering Feedback

In Section 11.4.2, we showed that carbonate sequestration via seafloor alteration was comparable to the CO$_2$ flux out of MORs, begging the question of how important seafloor alteration is as a negative feedback. Coogan and Dosso\textsuperscript{108} inferred that the activation energy for rock dissolution during seafloor alteration is \~92 kJ/mol, similar to that for the dissolution of various silicate minerals under conditions relevant for terrestrial weathering.\textsuperscript{115} If direct temperature effects alone were the dominant control on the negative weathering feedback, one would expect the strength of the seafloor alteration feedback to be equivalent to that of the terrestrial feedback, all other variables being equal. However, as discussed above, many other processes operate. In the case of terrestrial weathering, the effects of runoff on erosion will amplify the strength of the negative feedback. In the case of seafloor alteration, there are no erosional mechanisms that replenish fresh rock for dissolution, so the weathering system would be closer to equilibrium and the kinetics of weathering would be slow. These factors could reduce the net sensitivity of seafloor weathering to global temperature. A recent inverse study of the paleoclimate record suggested that seafloor weathering was not as important as continental weathering over the last 100 My.\textsuperscript{133} However, during periods of low orogenic activity, the proportional contribution of the seafloor to the global feedback indeed increases (Figure 11.11). For example, silicate weathering could have been dominated by seafloor weathering in the Archean if most of the continents were below sea level.\textsuperscript{134} In such a case, the strength of the seafloor weathering feedback becomes critically important to understand.

### 11.6 Discussion

#### 11.6.1 Framework for Modeling Whole-Earth C Cycling

Earth systems modeling is traditionally rendered in terms of boxes with estimates of reservoir sizes and fluxes (Figure 11.3 and Sections 11.3 and 11.4). However, in such renditions, fluxes and reservoir sizes are snapshots in time and cannot be applied back in
Instead of using fluxes, it is better to use the kinetics of C transfer between reservoirs, as kinetic rate “constants” do not depend on reservoir size even if the system is not at steady state. Rate constants can of course change if the fundamental physics and chemistry change. If the rate constants are known, (11.1) can be expressed as follows for a linear system:

$$\frac{dM_i}{dt} = \sum_k k_{ij} M_j - \sum_k k_{ji} M_i,$$

where $k_{ij}$ represents the rate constant describing the transfer of C from reservoir $i$ to $j$. The first term represents inputs into reservoir $j$ from all reservoirs $i$. The second term represents outputs from reservoir $i$ into different reservoirs $j$. Solving (11.29) for a system of interacting reservoirs involves solving a system of equations using a multidimensional ($i \times j$) matrix $k_{ij}$, which can be estimated from modern fluxes if the system is near steady state. We can divide the flux associated with any given process by the size of the reservoir from which C is removed, resulting in a fractional rate constant. The sum of all rate constants describing removal of C from a reservoir $i$ is the total rate constant, $k_i$; that is:

$$k_i = \sum_j k_{ij}.$$

The inverse of the total rate constant represents the residence time $\tau_i$ of C in reservoir $i$ from which C is extracted:

$$\tau_i = \frac{1}{k_i} = \frac{1}{\sum_j k_{ij}} = \left(\frac{1}{\tau_{ij}}\right)^{-1}.$$

In Figure 11.12, we present reservoir residence times (leftmost column) and the rate constant matrix, the latter represented in the form of fractional response times $1/k_{ij}$, which are more intuitive than fractional rate constants. In Figure 11.12, the row denotes the reservoir ($i$) from which C is being removed and the column denotes the reservoir ($j$) receiving C from $i$. Estimates of exogenic rate constants were guided by modern fluxes and reservoir sizes from Table 11.2 and an assumption of near steady state. For endogenic reservoirs, which are larger and may not be at steady state, our estimated rate constants are speculative. The modeler is encouraged to modify the endogenic rate constants to explore the behavior of the system. Empty boxes indicate the absence of flux. Boxes with a question mark indicate that there is a flux, but the magnitude of the flux and the rate constant are poorly known or change considerably with time. For example, degassing of the deep ocean to the atmosphere varies considerably between glacial–interglacial cycles. Transfer of C between the upper mantle and lower mantle is uncertain because it depends on the flux of mantle material between the two reservoirs, which is not known.

### 11.6.2 Is Earth’s Mantle Degassing or “Ingassing”?

A key question is whether mantle degassing rates are balanced by recycling of C back into the mantle through subduction. The only direct way to answer this question is to compare
mantle degassing fluxes to subduction fluxes, but these quantities are uncertain. A better approach is to explore possibilities through a forward box modeling approach as discussed in Section 11.6.1 and depicted in Figure 11.12. Rate constants can be allowed to vary with time as constrained by the physical evolution of Earth following simple, parameterized convection rather than full-scale coupling of thermodynamic and geodynamic models. For example, it is relatively straightforward to develop petrologically constrained scalings for mantle and crustal degassing as a function of mantle thermal state and convective vigor, with the goal of quantifying degassing at MORs, subducting slabs, arcs, and intraplate environments. Important quantities would be the kinetics of chemical weathering, but also where carbonates are deposited. In the extreme scenario in which all carbonates are deposited on continental shelves, which do not subduct, then there is little recycling of C back into the mantle. As far as we know, there is not yet any whole-Earth box model that

Figure 11.12 Matrix of kinetic rate constants between reservoirs, expressed as fractional response times or the inverse of the kinetic rate constant ($\tau_{ij} = k_{ij}^{-1}$). Each cell corresponds to the transfer of C from reservoir $i$ to $j$, where $i$ correspond to the row and $j$ corresponds to the column. Empty or gray cells indicate a lack of C transfer from $i$ to $j$. Cells with a question mark indicate that C transfer occurs, but the magnitude and rate constant are not known or vary significantly in time; these are left for the reader to vary in their own studies. Blue-shaded cells represent exogenic reservoirs. The blue-outlined group of cells represents ocean reservoirs, including reactive marine sediments. The leftmost column shows residence time $\tau_r$ of reservoir $r$. Reservoir symbols as follows: Atm = atmosphere; Bio = terrestrial biosphere; Oc-S = surface ocean; Oc-D = intermediate and deep ocean; Oc-rs = reactive marine sediment; Oc Lith = oceanic lithosphere, which includes oceanic crust and oceanic lithospheric mantle; Cont Lith = continental lithosphere, which includes continental crust (sediments + basement) and CLM; UM = upper mantle (<670 km); LM = lower mantle (>670 km). Earth’s core is excluded. “f” corresponds to the fraction of C from the subducting oceanic lithosphere that is lost to a particular reservoir.
Table 11.2 *Fluxes of carbon*

<table>
<thead>
<tr>
<th>Fluxes</th>
<th>Gton C/y</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exogenic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biosphere–atmosphere exchange</td>
<td>60</td>
<td>[12]</td>
</tr>
<tr>
<td>Surface ocean–atmosphere exchange</td>
<td>70</td>
<td>[12]</td>
</tr>
<tr>
<td>Surface–deep ocean exchange</td>
<td>100</td>
<td>[12]</td>
</tr>
<tr>
<td><strong>Carbonate precipitation (silicate</strong></td>
<td>0.13–0.38</td>
<td></td>
</tr>
<tr>
<td><strong>weathering)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic C burial</td>
<td>0.05–0.13</td>
<td></td>
</tr>
<tr>
<td>Weathering of carbonate and</td>
<td>0.03</td>
<td>[107]</td>
</tr>
<tr>
<td>organic C (total)</td>
<td>0.26–0.30</td>
<td></td>
</tr>
<tr>
<td><strong>Carbonate weathering</strong></td>
<td>0.22–0.25</td>
<td></td>
</tr>
<tr>
<td>Organic C weathering</td>
<td>0.043–0.050</td>
<td>[25]</td>
</tr>
<tr>
<td>Metamorphic degassing</td>
<td>0.036–0.200</td>
<td>[20]</td>
</tr>
<tr>
<td><strong>Mantle degassing (total)</strong></td>
<td>0.085–0.300</td>
<td></td>
</tr>
<tr>
<td>MOR</td>
<td>0.0158–0.0163</td>
<td>[19]</td>
</tr>
<tr>
<td>Ocean islands</td>
<td>0.001–0.030</td>
<td>[18]</td>
</tr>
<tr>
<td>Arcs</td>
<td>0.018–0.147</td>
<td>[21,78]</td>
</tr>
<tr>
<td>Modern continental rifts</td>
<td>0.05–0.10</td>
<td>[79]</td>
</tr>
<tr>
<td><strong>Subduction flux (sediments + crust + lithospheric mantle)</strong></td>
<td>0.024–0.048</td>
<td></td>
</tr>
<tr>
<td><strong>Miscellaneous</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mount Etna</td>
<td>0.007</td>
<td>[24]</td>
</tr>
<tr>
<td>Cretaceous continental arcs</td>
<td>0.08–0.12</td>
<td>[22]</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>10</td>
<td>[26]</td>
</tr>
</tbody>
</table>

has incorporated the nature of how C is deposited (oceans versus continents). The important controls of where carbonates are deposited will be total area of shallow continental margins, the evolution of life, and the chemistry of the oceans. Variations of continental shelf area with time could be one of the most important factors controlling the rate at which C accumulates at the surface, as there are times in Earth’s history when continents may have been wholly submerged, with most C being deposited in epicontinental seas, leaving little to be deposited in the deep sea for subduction.

In any case, we know that sedimentary rocks have accumulated on the continents over Earth’s history. We also know that other incompatible elements, such as U, Th, and K, among others, have progressively migrated into the continental crust, leaving behind a depleted upper mantle. If C behaves incompatibly, then the continental crust and CLM C budget have likely grown with time as well. This growing continental reservoir of
C serves as a capacitor, which can enhance outgassing rates by metamorphic or magmatically driven decarbonation of the lithosphere in continental arcs\textsuperscript{22} or continental rifts.\textsuperscript{79} If direct mantle degassing rates have not changed with time, total outgassing rates from the endogenic system should have increased with time. Alternatively, if mantle degassing rates are thought to have decreased significantly through time, lithospheric amplification could have partly compensated for this decline. Understanding how total outgassing rates from Earth’s interior have changed through time will have profound implications for the evolution of other volatiles, whose chemistries may be linked to C. For example, an increasing outgassing flux of C would result in increased photosynthetic production of atmospheric oxygen.\textsuperscript{95}

\subsection*{11.6.3 What Drives Greenhouse and Icehouse Conditions?}

On 10–100-My timescales, Earth’s climate fluctuates between greenhouse and icehouse states, the latter being characterized by permanent polar ice sheets and the former without permanent polar ice. For example, the late Jurassic to the early Cenozoic was characterized by greenhouse conditions, where temperatures were thought to be >10°C higher than today and any ice sheets were thought to be ephemeral. This greenhouse interval was punctuated by a number of short-term (<100-ky) excursions to even warmer conditions, often referred to as “hothouse” events.\textsuperscript{141}

Earth began to cool around 50 Ma in the mid-Cenozoic based on the seawater oxygen isotope record, with southern hemisphere glaciation (Antarctica) beginning ~35 Ma, followed by the development of the northern hemisphere ice sheet ~5 Ma.\textsuperscript{4,36} Earth in the last several million years has been characterized by bipolar glaciation, and because of the albedo effect of ice, subtle variations in solar insolation driven by orbital dynamics can drive short-term cycles (10–100 ky) of ice sheet growth and retreat. Thus, superimposed on the late Cenozoic icehouse baseline are geologically rapid periodic fluctuations of temperature, ice volume, and eustatic sea level tuned to orbital dynamics. During greenhouse intervals, apparent changes in relative sea level (e.g. sequence boundaries\textsuperscript{142,143}) recorded during greenhouse conditions most likely have origins that are different from glacioeustasy, such as external changes in sediment supply. While rapid fluctuations in sea level are a defining characteristic of an icehouse world, short-lived hothouse excursions – a characteristic feature of greenhouse intervals – appear to be absent from icehouse worlds.

Two questions follow. First, what controls baseline climate? Second, what conditions allow for and trigger short-term excursions to extreme warm and cold climates? In general, baseline climate on >10-My timescales is ultimately controlled by the amount of greenhouse gases in the atmosphere, namely CO\textsubscript{2} for most of Earth’s history. Orbital dynamics are too rapid, while changes in the sun’s luminosity only explain changes over Gy. Understanding long-term baselines comes down to understanding what controls the steady state. The combination of volcanic/metamorphic forcings (input) and the efficiency of the silicate weathering feedback defines a given steady state, and it is the variations in these two quantities that we seek to understand.\textsuperscript{30}
11.6.3.1 Greenhouse Intervals

A widely held view is that the late Mesozoic and early Cenozoic greenhouse conditions were driven by a 1.5- to 2-fold increase in MOR spreading rates, leading to an increase in CO₂ output from the mantle. The contribution from oceanic spreading may have been enhanced by a greater emplacement frequency of large igneous provinces. Mid-Cenozoic cooling toward icehouse conditions is widely thought to have been driven by an increase in the efficiency of the silicate weathering feedback through the collision of India with Eurasia and the uplift of the Himalayas and Tibet.

There are, however, reasons to explore other hypotheses. One question is whether enhanced MOR spreading was able to sustain a Cretaceous pCO₂ that was 5–10 times higher than present (Figure 11.1b). If CO₂ concentrations in Mesozoic MORBs were similar to today’s, the increase in CO₂ production rates would scale roughly linearly with the increase in spreading rate. Assuming a linear negative feedback, the enhanced spreading rates would lead to only a 1.5- to 2-fold increase in atmospheric CO₂, or the global silicate weathering feedback would have to have been less efficient. The latter seems unlikely because weathering kinetics should increase in the hotter and wetter conditions of greenhouse climates. Furthermore, the late Mesozoic to early Cenozoic was characterized by significant orogenic activity in the form of Andean-style continental arcs. Thus, weathering feedback strength during the late Mesozoic greenhouse should have been high, requiring even higher inputs of CO₂ to sustain the elevated pCO₂.

Recently, it has been suggested that length of continental arcs during the Cretaceous was 1.5–2 times longer than that of the mid-Cenozoic. Due to the large amounts of carbonate stored in the continental crust, continental arcs may degas more CO₂ through metamorphic and magmatically induced decarbonation of crustal carbonate; thus, a global chain of continental arcs might amplify global CO₂ outgassing. Long-term fluctuations in the length of continental arcs, driven by the assembly and dispersal of continents, have been suggested to drive greenhouse–icehouse oscillations based on studies of the detrital zircon record and arc length through time. Lee et al. showed that the long Cretaceous continental arcs may have supported a flux of 0.09–0.13 Gton C/y, more than twice that of global magmatic arcs today (Figure 11.8b). This hypothesis has been contested by Pall et al., who argue for a weak correlation between carbonate-intersecting continental arcs and high pCO₂. However, this study did not incorporate the Precambrian distribution of carbonates or uncertainties in the paleo-pCO₂ record. In any case, other factors to be considered are the competing effects of enhanced erosion and weathering during continental arc magmatism and the slab contribution to CO₂ fluxing through arcs, the latter requiring an understanding of slab composition, slab thermal state, and CO₂ solubility in fluids and melts, among other factors. In any case, faster spreading, faster subduction, more plumes, and a transition to continental arcs over island arcs may operate together, making it difficult to ascribe greenhouse intervals to a single process.
Are long-lived icehouses driven by enhanced silicate weathering feedbacks or decreased outgassing from Earth’s interior? The Cretaceous greenhouse and mid-Cenozoic to present icehouse represent an ideal case study. It is widely thought that the Himalayan orogeny played a strong role in Cenozoic cooling beginning ~50 Ma by enhancing the silicate weathering feedback through enhanced erosion rates. However, the rise in $^{87}$Sr/$^{86}$Sr often touted as an indicator of terrestrial erosion occurs ~38 Ma, well after cooling initiated. Furthermore, radiogenic isotopes do not necessarily correlate with silicate weathering fluxes because source age and composition can be just as important. For example, local weathering of ultramafics or black shales has an outsized influence on seawater $^{187}$Os/$^{188}$Os. Similarly, weathering of carbonates or the very ancient basement influences $^{87}$Sr/$^{86}$Sr.

These complications in interpreting seawater Sr isotopes raise a number of important questions. Is the Himalayan orogeny, in a regional sense, a net producer or consumer of CO$_2$? This, combined with the possibility that regional metamorphism causes metamorphic decarbonation of crustal carbonates, should encourage vigorous discussion on the role of the Himalayan orogeny on global cooling. Recent studies have suggested that the closing of the Tethys ocean, which culminated in a transcontinental orogenic belt, of which the Himalayas are but one segment, involved the obduction of numerous island arc terranes and ophiolites, increasing global silicate weathering efficiency. In an alternative scenario, Kent et al. suggested that the ~65 Ma Deccan flood basalts in India may have increased global weathering efficiency as India migrated north into wet equatorial latitudes in the Cenozoic.

There is also the possibility that cool climates simply represent a decline in magmatic outgassing. Evidence from detrital zircons and arc reconstructions have been used to suggest that long icehouse intervals coincide with periods of reduced continental arc activity, just as greenhouses have been suggested to correlate with enhanced continental arc activity. The rise and fall of continental arcs offer an intriguing process for modulating the exogenic C system. When continental arcs are magmatically active, they are likely to be net producers of CO$_2$, but after magmatism wanes, the remnant topography transforms continental arcs into regional sinks of CO$_2$, resulting in a global increase in the efficiency of silicate weathering. In such a scenario, magmatic outgassing drives greenhouse intervals, which are followed by icehouse intervals when the same orogens die magmatically but continue to weather (Figure 11.13).

Ice sheets may also influence the long-term climate. Growth of ice sheets increases albedo, which cools the climate and encourages additional ice sheet growth. Could ice sheet expansion have further facilitated Cenozoic cooling by enhancing the silicate weathering associated with glacial erosion? This is a tantalizing thought as the Antarctic ice sheet is situated on the ancient Archean basement, raising the question of whether the onset of Antarctic glaciation at ~35 Ma may have played a role in the rise of seawater Sr isotopes at about the same time. On the other hand, glacial weathering might even result in the net production of CO$_2$ through the oxidation of sulfides, which in turn drives carbonate...
dissolution; because the resulting acidity is driven by sulfide oxidation rather than carbonation itself, this results in a net release of CO₂, counteracting the effects of glacial weathering and the ice–albedo positive feedback.¹⁵⁸,¹⁵⁹

11.6.4 Climatic Excursions and Runaways

11.6.4.1 Hothouses

The Mesozoic–early Cenozoic greenhouse was punctuated by short-lived hothouse excursions, including the three oceanic anoxia events in the Cretaceous (OAE-1, -2, and -3) and the late PETM and surrounding hothouse excursions ("hyperthermals").³⁶,¹⁴¹,¹⁶⁰,¹⁶¹ Many of these excursions have in common an increase in temperature and pCO₂, but different triggers. The PETM is characterized by a negative C isotope excursion, leading to suggestion that methane hydrates in the marine system were destabilized and released into the atmosphere.³⁵ Other mechanisms, such as destabilization of peat, opening of the North Atlantic Ocean, and even cometary impact,¹⁶²–¹⁶⁴ have also been suggested for the PETM. Emplacement of the Caribbean flood basalt is thought to have driven Cretaceous OAE-2 at the Cenomanian–Turonian boundary,¹⁶⁵,¹⁶⁶ with volcanic release of CO₂ leading to global warming, which in turn decreased the solubility of O₂ in the ocean and setting conditions to be favorable for organic C preservation.¹⁶⁶

---

Figure 11.13 (a) Case study of a magmatic orogen: Cretaceous Peninsular Ranges batholith in southern California, USA.¹⁴⁷ Red line shows the observed magmatic production rate and symbols with error bars represent inferred erosion rates. The orogen is characterized by both magmatism (and CO₂ degassing) and erosion, but they are not in phase. After magmatism ends, remnant topography allows for continued erosion and regional drawdown of CO₂ unsupported by magmatic degassing. (b) Global effect of magmatic orogen on steady-state pCO₂. Details of the plot are identical to those of Figure 11.5. Magmatic orogeny increases CO₂ outgassing, so pCO₂ increases from states 1 to 2. Uplift during magmatism enhances erosion, increasing the sensitivity of the global weathering feedback (states a to b), which buffers the rise of pCO₂. After magmatism ends, physical and chemical weathering persist, driving pCO₂ to low levels. Magmatic orogens can potentially drive greenhouses, but are followed by global cooling due to protracted weathering.
Hothouse excursions clearly have different triggers, but occur only during long-lived greenhouse baselines, not during icehouse baselines. Greenhouse baselines may be close to the threshold for hothouse excursions, such that any number of stochastic events could trigger an excursion if the system is close to threshold. The fact that hothouses return rapidly to baseline is further evidence that short-lived episodic events are responsible for triggering hothouses. Flood basalts, methane hydrate destabilization, and cometary impacts, among others, are all singular events that cannot sustain a long-term transition to a new steady state (unless the system is characterized by multiple steady states). These hothouse excursions all return to baseline because of the buffering effects of the silicate weathering feedback.

In some cases, excursions run away to a fundamentally different state. Unlike Earth, Venus is in a permanent hothouse. In part, this is due to continuous accumulation of CO$_2$ or other greenhouse gases from the Venusian interior, enhanced by the fact that Venus has not had an efficient mechanism (e.g. weathering) for geologically sequestering C. The Venusian crust appears to be continually resurfaced, so the lack of weathering is not due to lack of a continuous supply of fresh material. Rather, surface conditions are so hot that water remains as a vapor, preventing the precipitation of liquid water to serve as a medium to dissolve rocks. An explanation for Venus’s perpetual hothouse is that Venus crossed a threshold of atmospheric CO$_2$, which resulted in enough warming to vaporize significant amounts of water. Water itself is an effective greenhouse gas, which further warms the atmosphere, in turn evaporating more water, until the system runs away to a new hothouse steady state. The greenhouse effect of water vapor on Earth is limited by the fact that water condenses and rains out, preventing runaway. Venus may have been more prone to cross this threshold because it lies closer to the sun.

11.6.4.2 Snowballs

During the Neoproterozoic and the early Paleoproterozoic, our planet appears to have almost completely frozen over (“Snowball”) based on the presence of low-latitude glacial sediments. In the Neoproterozoic, there were two or three Snowballs, which may have lasted 10–50 My. During Neoproterozoic Snowball times, most of the continents were situated near the equator, which would have resulted in a strong ice–albedo feedback once ice sheets began to grow on these equatorial continents, ultimately leading to runaway glaciation.

It is generally agreed that the long-term baseline pCO$_2$ during the Neoproterozoic was low, but why this was the case is debated. One hypothesis is that continents were preferentially at low latitudes and would thus have been characterized by higher silicate weathering kinetics. A recent variant of this hypothesis invokes emplacement of the Franklin large igneous province, which increased global weatherability due to the increased surface area of easily weathered basalt. Other hypotheses argue that continents were in a dispersed state during Neoproterozoic times, resulting in increased continental margins, which in turn accelerated biological productivity and enhanced the efficiency of C sequestration through organic C burial. Highly positive seawater C isotopes predating
the onset of the Snowball intervals are consistent with an unusually high fraction of organic C burial before each Snowball. Others have suggested that there was a paucity of continental arcs during the Neoproterozoic, resulting in a decrease in global magmatic outputs. Importantly, none of these scenarios is unique to the Neoproterozoic, which suggests that without the unique backdrop of low-latitude continents and low magmatic outputs, the conditions needed to cross the threshold would not otherwise have been met.

11.7 Summary and Further Research Directions

This chapter discussed the C cycling and long-term climate from a whole-Earth systems perspective. A conceptual framework for modeling C cycling between each reservoir was presented, along with a summary of the inventories of C in Earth’s major reservoirs and the fluxes of C between them. Long-term climate (> 1 My) is controlled by the amount of C in the exogenic system (atmosphere, ocean, and biosphere), which itself is controlled by exchange between the endogenic (crust and mantle) and exogenic systems. Total exogenic C is controlled by outgassing from Earth’s interior via volcanism/metamorphism and sequestration of carbonate and organic C via silicate weathering and photosynthesis. The response time for silicate weathering is on the order of 100 ky, such that the amount of C in the exogenic system, and by implication climate, is at steady state on timescales longer than 1 My and endogenic inputs and exogenic outputs are balanced. Any long-term climate variability must reflect changing steady states, defined by temporal changes in the magnitude of volcanic and metamorphic inputs or in the efficiency (e.g. strength of weathering kinetics) of silicate weathering feedbacks, which draw down CO2 by precipitating carbonate. Silicate weathering serves as a negative feedback because CO2 drawdown increases with increasing pCO2 through a complex series of transfer functions, in which increasing pCO2 increases acidity and surface temperature, the latter of which increases precipitation and runoff, all of which enhance dissolution rates. Although tectonics and mantle dynamics drive endogenic outgassing, these endogenic processes can also enhance silicate weathering through tectonically driven erosion.

Long-term greenhouse intervals are likely driven by enhanced MOR spreading or the length of continental rifts and carbonate-intersecting continental arcs. Long-term icehouses have been widely thought to be driven by enhanced global weathering kinetics through an increase in orogenic activity, but decreased endogenic outgassing may be more important. Magmatic orogens may drive greenhouse intervals, but after magmatism ends, erosion and weathering of remnant topography increases global weathering kinetics, causing colder climates to immediately follow. The continental crust and CLM represent large repositories of C in the form of sediments, metamorphic C in the crust, and metasomatized domains in the lithospheric mantle. This continental C can be periodically tapped during rifting and continental arc magmatism, leading to greenhouse states. Below, we list several questions to guide future research.
What controls baseline C in the exogenic system and hence climate? Specifically, what is more effective in changing baseline C: changes in source or in the efficiency of the sink? What are the relative roles of MORs, plumes, continental arcs, continental rifts, and orogens in controlling C inputs? How do global weathering kinetics change with time or with changes in the nature of Earth’s surface? What is the functional form of the silicate weathering feedback? Are orogens net regional sources or sinks of C?

How has the lithospheric (crust + lithospheric mantle) reservoir of C changed through time? The answer to this question is key to quantifying how mantle degassing and metamorphic fluxes change with time. Progress may come from characterizing average amounts of carbonate and graphite in igneous and metamorphic basement rocks (see Ref. 169). It will also be important to build a more quantitative budget of carbonate- and organic C-bearing sediments on the continents (see Ref. 170).

How has the spatial and temporal distribution of C deposition changed through time? Specifically, how has C deposition been partitioned between the shallow and deep sea through time? Also of interest is whether organic C and carbonate remain coupled during sedimentary deposition; if not, the bulk redox state of total C will vary regionally, with implications for the redox state of subducted materials.

How did early Earth volatile cycles operate? During much of Earth’s history, atmospheric oxygen levels were low. Questions thus arise as to whether CO₂ or some other carbon species, such as methane, was the dominant greenhouse gas during those times. Were Archean atmospheric CO₂ contents much higher than today, as seems to be required by a lower solar luminosity (a faint young sun)? If other greenhouse gases were more important in the Archean, how would weathering feedbacks have behaved?

How have changes in the nature of the C cycle influenced the cycling of other elements on Earth? The dominant form of di-oxygen (O₂) production on Earth is through photosynthetic reduction of CO₂ to organic C. The evolution of atmospheric O₂ is thus controlled by the C cycle. Oxygen availability in turn influences the geochemical behaviors of redox-sensitive elements, such as S, N, and metals, as well as elements like P that complex with or absorb onto metals of a certain oxidation state.

We conclude our review with the caveat that what we have discussed here is strongly biased by our experiences on Earth. Nevertheless, the concepts presented here should be transportable to understanding element cycles and climates on other planets in our solar system or beyond.

Acknowledgments

This work was supported by the US NSF Frontiers of Earth Systems Dynamics grant (OCE-1338842) and a NASA grant 80NSSC18K0828. We thank the organizers Craig Manning and Isabelle Daniel of the 2018 Deep Carbon Science Gordon Research Conference in Rhode Island for providing inspiration. We also thank L. Carter, D. Catling, M. Edmonds, J. Eguchi, D. Grewal, M. Kastner, A. Lenardic, T. Lyons, D. Müller,
T. Plank, K. Siebach, J. Tucker, A. J. West, and L. Yeung for various insights. We thank Jeremy Caves for his insightful review.

References


The Influence of Nanoporosity on the Behavior of Carbon-Bearing Fluids

DAVID COLE AND ALBERTO STRIOLO

12.1 Introduction

Porosity and permeability are key variables linking the origin, form, movement, and quantity of carbon-bearing fluids that collectively dictate the physical and chemical evolution of fluid–gas–rock systems. The distribution of pores, pore volume, and their connectedness vary widely, depending on the Earth material, its geologic context, and its history. The general tendency is for porosity and permeability to decrease with increasing depth, along with pore size and/or fracture aperture width. Exceptions involve zones of deformation (e.g. fault or shear zones), regions bounding magma emplacement and subduction zones. Pores or fractures display three-dimensional hierarchical structures, exhibiting variable connectivity defining the pore and/or fracture network. This network structure and topology control: (1) internal pore volumes, mineral phases, and potentially reactive surfaces accessible to fluids, aqueous solutions, volatiles, inclusions, etc.; and (2) diffusive path lengths, tortuosity, and the predominance of advective or diffusive transport. For solids dominated by finer networks, transport is dominated by slow advection and/or diffusion.

Despite the extensive spatial and temporal scales over which fluid–mineral interactions can occur in geologic systems, interfacial phenomena including fluids at mineral surfaces or contained within buried interfaces such as pores, pore throats, grain boundaries, micro-fractures, and dislocations (Figure 12.1) impact the nature of multiphase flow and reactive transport in geologic systems. Complexity in fluid–mineral systems takes many forms, including the interaction of dissolved constituents in water, wetting films on mineral surfaces, adsorption of dissolved and volatile species, the initiation of reactions, and transport of mobile species. Direct observations and modeling of physical (transport) and chemical properties (reactivity) and associated interactions are challenging when considering the smallest length scales typical of pore and fracture features and their extended three-dimensional network structures.

The various void types and their evolution during reaction with fluids are critically important factors controlling the distribution of the fluid-accessible pore volume, flow dynamics, fluid retention, chemical reactivity, and contaminant species transport. While fracture-dominated flow can be volumetrically dominant in shallow crustal settings...
or in zones of deformation, there is a continuum of coupled reaction–transport phenomena at length scales from fractures to the smallest nanopores. Nanoscale pores may interconnect larger volumes, act as pore throats, and play an important role in fracture initiation. Diffusion of chemical constituents from pore fluids along grain boundaries and into solids may drive the textural and chemical evolution of geologic media.

There is general agreement that the collective structure and properties of bulk fluids are altered by solid substrates, confinement between two mineral surfaces, or in narrow pores due to the interplay of the intrinsic length scales of the fluid molecules and the length scale of fluid–solid (i.e. confinement) interactions. The combined effect of confinement and intermolecular forces, which vary among different mineral systems, results in unique (and poorly constrained) perturbations to a wide range of thermodynamic and transport parameters, generally different from those observed in the bulk phase. Also impactful is the degree of randomness of the matrix, geometry, surface composition (e.g. silicates, carbonates, organic matter (OM)), fractal nature of the pores, and connectivity of the pore network.

It has also been hypothesized that chemical reactions in pores smaller than 100 nm may be different from those in larger pores because of: (1) confinement-induced changes in fluid properties and associated solutes (e.g. electrolytes, scCO₂, CH₄); (2) shifts in thermodynamic equilibrium composition; and (3) overlapping electric double layers and surface curvature, distribution of preferential adsorption sites, surface charge, and counterion behavior. The question as to whether surface chemical processes (e.g. ionization, complexation, adsorption) in nanopores differ from those in macropores (>100 nm) remains largely unresolved. Compounding this is the formidable challenge in

Figure 12.1 Schematic illustration of the various mass transfer and diffusion processes that can control the behavior of fluids and dissolved species in a heterogeneous crystalline matrix.
characterizing the structure and dynamics of fluid species within internal pore or fracture networks. Predictions on the direction and magnitude of changes in chemical reactions have not been thoroughly explored, despite the fact that the large surface area contributed by smaller pores can make them extremely significant in fluid–rock interactions.

This chapter seeks to show how the structure of nanoconfined fluids is responsible for a variety of effects relevant to the origin, form, movement, and quantity of carbon-bearing fluids. “Form” is related to the molecular structure of confined fluids, which includes segregation of molecular species across the pore. In Section 12.3, we discuss how form is related to “movement,” which is reflected by the diffusion and transport mechanisms of confined fluids. In Section 12.4, we discuss how form relates to “quantity” (i.e. the solubility of gases in confined fluids). In Section 12.5, we discuss how form is related to “origin,” restricted to the reactivity of nanoconfined fluids.

The richness and complexity of fluid behavior (e.g. phase transitions, molecular orientation and relaxation, diffusion, adsorption, wetting, capillary condensation, etc.) in confined geometries underscores the need to adopt a multidisciplinary approach. In concert with molecular simulations, there is a robust set of experimental approaches used to directly or indirectly probe the behavior of fluids at interfaces or in nanopore confinement. The reader is referred to our previous research and to a number of excellent reviews on molecular dynamics (MD) and experimental methods and outcomes.

12.2 Nanopore Earth Materials and Fluids

12.2.1 Nanopore Features

Porosity and permeability are key variables that link the thermal, hydrologic, geomechanical, and geochemical behavior exhibited by most, if not all, fluid–rock systems. In general, there is a strong positive correlation between porosity and permeability in many porous and fractured geologic media (see Nelson for sedimentary rocks and Ingebritsen et al. for crystalline rocks). What is truly remarkable is the extraordinary range in measured permeability (some 16 orders of magnitude), from as high as $10^{-7}$ m$^2$ ($10^5$ Darcy) for well-sorted gravel to as low as $10^{-23}$ m$^2$ (sub-nano Darcy) in crystalline rocks, mudstones (shale), fault gouges, and halide deposits. An assortment of measurements (e.g. deep borehole, core-scale flooding, geophysical) indicates that both porosity and permeability tend to decrease with increasing depth. For example, permeability measurements of core obtained from the Kola superdeep well (11.4–12.0 km) range from $10^{-17}$ to $10^{-22}$ m$^2$, depending on the effective confining pressure. In a series of seminal papers, Ingebritsen and Manning described the permeability of continental crust as a function of depth in the context of specific geologic settings. They demonstrated that permeabilities decreased rapidly through the brittle portion of the crust to values between $10^{-14}$ and $10^{-16}$ m$^2$ at a depth of approximately 10 km. Below this depth through the brittle–ductile transition zone (~10–15 km) extending to depths of roughly 25 km, the permeability becomes more constant with depth, ranging between $10^{-16}$ and $10^{-18}$ m$^2$. 
Norton and Knapp\textsuperscript{39} documented the porosity of numerous crystalline rocks and classified pores (fractures) into three broad categories: flow, diffuse, and residual (isolated). Of these, the first two are relevant to the nature of the permeability regimes, in that the smaller, sometimes dead-ended diffuse pores and pore throats contribute to the chemistry of the larger, throughgoing connected pores and fractures (i.e. flow porosity). The diffuse porosity estimates identified by Norton and Knapp\textsuperscript{39} for volcanic and crystalline rocks range from 0.01\% to 10\%. Bredehoeft and Norton\textsuperscript{79} expanded on this by providing estimates of permeability for fractured igneous and metamorphic rocks that range from $10^{-12}$ to $10^{-16}$ m\(^2\), and for unfractured equivalents ranging from $10^{-17}$ to $10^{-20}$ m\(^2\). Anovitz and Cole\textsuperscript{80,81} surveyed the many techniques used to quantify pore features (e.g. advanced electron microscopy, X-ray, and neutron scattering) and indicated that the range in pore size measured in rocks (sedimentary, igneous, and metamorphic) can vary by approximately eight orders of magnitude from the nanometer scale to the millimeter scale.

General nanoscale features observed in many rocks include intergranular or interparticle (Figure 12.2a, c, and d) versus intraparticle porosity (Figure 12.2b, e, and f). The latter pore type is frequently the result of dissolution–precipitation processes and is typically less well connected to the flow porosity compared to intergranular porosity involving grain-to-grain contacts of two different phases known as \textit{interphase boundaries} or \textit{grain boundaries}, defined as the interface of two grains of the same phase. The intergranular pore type is

![Figure 12.2 Transmission electron microscopy images of different nanoscale pores. (a) St. Peter sandstone, Wisconsin; (b) illite from Utica shale, Ohio; (c) basalt clast, Costa Rica; (d) Hueco limestone, north Mexico; (e) organic embedded in clay, Utica shale, Ohio; (f) experimental hydrothermal replacement of adularia by albite, 600°C, 200 MPa.](https://www.cambridge.org/core/terms).
thought to control transport in very tight rocks, especially those encountered deeper in the crust and mantle. As Wark and Watson\cite{82} point out, the premise is that rocks below the brittle–ductile transition (>12 km for continental crust) cannot sustain a fracture network system, and thus fluids – especially at low-volume fractions – must reside in intergranular pores. Intergranular fluids, however, will flow only if the pores (i.e. grain boundaries in this case) are interconnected. Fluid flow may be a misnomer when discussing very deep-seated rocks. The width of space between grains in very deep crustal and mantle rocks (e.g. olivine-rich mantle) has been a source of debate for many years. Marquardt and Faul\cite{41} provided an excellent summary of the structure and composition of olivine grain boundaries and conclude that the width is on the order of 1 nm or less (Figure 12.3a). At this reduced dimension, fluid mobility takes the form of grain boundary diffusion, which can be several orders of magnitude greater than volume (lattice) diffusion through minerals, but many orders of magnitude slower than advective flow.\cite{83-85} Nevertheless, fluids do penetrate these spatially restricted domains, as evidenced by dissolution, grain boundary migration, and phase alteration (e.g. olivine conversion to serpentine) (Figure 12.3b). High-resolution transmission electron microscopy reveals that some olivine-rich rocks like the San Carlos olivine also display amorphous films that are 1–2 nm wide between olivine grains thought to be remnant melt.\cite{86}

The presence of nanoscale pores and fractures seems to be widespread in Earth materials and may be extremely significant for controlling fluid accessibility in deep-seated crustal and upper-mantle rocks depending on the extent of pore network connectivity.
Pores may be either slit-like or cylindrical in shape and can exist along grain boundaries, at the contact of unlike grains (interphase boundaries), or entirely within a given phase. In simplest terms, the pore surface compositions are dominated by silica or silicates, oxides, clay, carbonate, and, where present, OM of varying thermal maturity. As we discuss below, it is at the dimensions of a few nanometers to tens of nanometers that fluid properties deviate significantly from those of the bulk fluids.

### 12.2.2 Fluid Properties Affected by Nanoconfinement

It has been reported that the collective structure and properties of bulk fluids are altered by confinement between two surfaces or in narrow pores due to the interplay of the intrinsic length scales of the fluid and the length scale due to confinement.\(^87\)–\(^89\) For example, melting/freezing of water is affected by confinement in geomaterials,\(^90\),\(^91\) and confined fluids can be liquid at the thermodynamic conditions (pressure and temperature) at which the correspondent bulk fluids are gaseous. It has also been shown that confinement can promote new phases that simply do not exist in the bulk.\(^92\) This has been an area of particular interest to those who investigate the properties of water. It has been demonstrated that confined water can be prevented from freezing at conditions well inside the “no-man’s land.”\(^93\) It is possible that similar effects will also be observed for carbon-bearing fluids, although perhaps the high temperature in the subsurface will prevent the formation of exotic phases. In point of fact, almost any fluid property is influenced by nanoconfinement to a varying degree: thermophysical (e.g. density, phase behavior, dielectric constant, compressibility), transport (e.g. diffusion, shear), dynamical motion (translational, rotational, vibrational, and librational), and interfacial interactions (e.g. adsorption, wetting, solubility) are expected to be strongly dependent upon confinement.

### 12.3 Form and Movement: Transport Mechanisms under Nanoconfinement

The main mechanisms responsible for fluid transport are convective motion and molecular diffusion. When the pore size becomes of the order of magnitude of fluid molecules (i.e. in nanopores), diffusion can become the dominant mechanism. Because in the subsurface many pores are in this size regime, it is important to understand the mechanisms by which molecular diffusion can take place in nanopores. In this section, we discuss how the structure of confined fluids (form) affects their transport (movement). We focus on fluid mixtures. The studies summarized here are selected primarily from the body of work produced by the authors. Future investigations will stress the wide applicability of our extrapolations.

As a first example, we refer to Chiavazzo et al.,\(^94\) who used computer simulation to investigate water transport in “nanoconfined geometries” (i.e. within nanopores, around nanoparticles, carbon nanotubes, and proteins). Almost 60 cases were considered, some being obtained from the literature. The results, reproduced in Figure 12.4, were interpreted using a general phenomenological relationship:
\[ D(\theta) = D_B \left[ 1 + \left( \frac{D_C}{D_B} - 1 \right) \theta \right], \] 

(12.1)

In (12.1), \( D \) is the overall self-diffusion coefficient of water calculated in the various systems and \( D_C \) and \( D_B \) are the self-diffusion coefficients estimated for confined and bulk water, respectively. According to this relationship, \( D \) was found to scale linearly with the ratio \( \theta \) between “surface” and total water volumes. The “surface” water volume is a measure of the interfacial region where water molecules are in contact with the confining material. As the pore width decreases, the amount of “surface” versus total volume increases.

### 12.3.1 Steric Effects Enhance Surface versus Pore Diffusion

When fluid molecules are confined within nanopores, they can experience a strong attraction to the pore surfaces (e.g. via hydrogen bonds). It is possible that the molecules strongly adsorbed on a surface show very slow diffusion parallel to the surface (i.e. surface diffusion). This is because to move from one adsorption site to an adjacent one, the fluid molecules need to be released from one strong interaction. Hopping mechanisms can be observed, in which one molecule hops from one preferential adsorption site to the next. As the adsorption energy becomes stronger, the frequency of such hops lowers, and diffusion is delayed. If the preferential adsorption sites are so close to each other that hopping is not necessary, it is possible to observe sliding.\(^{95} \) It is generally assumed that surface diffusion is slower than that near the pore center (i.e. “pore diffusion”). For a pure fluid, as the pore size decreases, the contribution of surface diffusion increases compared to that of surface diffusion, as shown in Figure 12.4 in the case of water.

However, we also know that the opposite situation can also arise. Phan et al.\(^{44} \) considered a fluid mixture composed of ethanol and water inside a slit-shaped alumina
nanopore of width 1 nm. The pore surface exposed a high density of –OH groups. Equilibrium studies on a flat surface\(^4^3\) showed that water preferentially adsorbs on the alumina substrate and displaces ethanol molecules, should these be present on the surface. When the pore is of 1 nm, the physical state of the system, depending on composition, can present one layer of water on each of the two pore surfaces, with ethanol near the pore center. The pore width is so narrow that steric effects hinder the diffusion of ethanol near the pore center, while water surface diffusion is possible. This effect disappears when the pore width increases. A detailed analysis of the trajectories of the confined water molecules showed that the diffusion of water is characterized by hops. Such hops are from one adsorption site to another one on the surface across the pore volume. This mechanism becomes hindered as the pore width increases because the water molecules would have to transport across a large region filled with ethanol. In this example, increasing pore width delays water surface diffusion while allowing faster ethanol pore diffusion.

Complementary experimental investigations are difficult because it is hard to differentiate between molecules that are adsorbed on the surface from those that accumulate near the pore center. Some experimental results, however, suggest that, in some cases, surface diffusion can be the dominant transport mechanism. For example, Kim et al.\(^9^6\) synthesized “silylated” mesoporous silica membranes. The chemical functionalization made the pore surfaces more attractive for ethanol than for water. Once exposed to water–ethanol liquid mixtures, ethanol permeated the membranes much faster than water, suggesting that surface diffusion became an important mechanism of transport. Ge et al.\(^9^7\) used zeolites to enhance polymer-based composite membranes. The zeolites preferentially attracted water, and separation factors of \(~10,000\) were achieved in water-removal pervaporation processes (i.e. water permeated these membranes much faster than ethanol). For completeness, it should be remembered that the permeability of a membrane is equal to the product of the diffusion coefficient of the fluid through the membrane and the amount adsorbed. Thus, enhanced diffusion might not be the only mechanism responsible for the results just discussed.

12.3.2 Molecular Lubrication Enhances Pore Diffusion

Even in the absence of preferential adsorption sites where nonspecific attractive interactions lead to an accumulation of fluids near pore surfaces, it is generally expected that the diffusion of the fluid molecules in a nano- to meso-pore is slower than that in the bulk. For example, the enhanced fluid density near the pore walls leads to more frequent fluid–fluid and fluid–pore collisions, which reduce the mean free path and the diffusion coefficient. This expectation is demonstrated, for example, by quasielastic neutron scattering (QENS) experiments conducted for ethane in the gas phase. When ethane was confined in two SiO\(_2\) pore-glass materials with pore sizes 11.1 and 41.5 nm, the self-diffusion coefficient was found to be a factor of \(~4\) slower compared to that measured for bulk ethane at similar temperature–pressure conditions.\(^9^8\)

If these results are due to the fluid accumulation near the pore interface, then it might be possible to enhance the fluid diffusion by adding small amounts of another fluid that
preferentially adsorbs on the solid substrate. For example, Le et al.\textsuperscript{99,100} simulated systems containing a hydrocarbon (either butane or octane) and CO\textsubscript{2} in a silica slit-shaped pore of width \(\sim 2\) nm. CO\textsubscript{2} formed molecularly thin layers on the pore surfaces, while the hydrocarbon filled the pore. At low dosages, CO\textsubscript{2} enhanced hydrocarbon diffusion. These computational results were confirmed by Gautam et al.\textsuperscript{101} and Patankar et al.,\textsuperscript{98} who used QENS to study the diffusion of propane and ethane in mesoporous SiO\textsubscript{2}, respectively, in the presence of CO\textsubscript{2}. The ethane experiments, conducted at different temperatures, showed that the activation energy of diffusion decreased in the presence of CO\textsubscript{2} by a factor of \(\sim 2\) compared to data obtained for pure ethane, which was consistent with the simulations. Others also reported that CO\textsubscript{2} enhanced the diffusion of hydrocarbons through different porous materials.\textsuperscript{99,101,102}

\subsection*{12.3.3 Molecular Hurdles Due to Strong Fluid–Fluid Interactions}

The enhanced diffusion discussed in Section 12.3.2 is due to the preferential adsorption of CO\textsubscript{2} to the pore surface, but one can ask whether similar observations are possible when a fluid other than CO\textsubscript{2}, also strongly attracted to the pore surface, is used. One such fluid could be water. Gautam et al.\textsuperscript{103} used QENS to probe whether this was the case. The system used contained propane and D\textsubscript{2}O in silica-based, cylindrical pores of diameter \(\sim 1.5\) nm. The experimental results showed that the propane diffusion was depressed, rather than enhanced, by D\textsubscript{2}O. Le et al.\textsuperscript{104} conducted MD simulations for a system mimicking the experimental one. The results showed that although water molecules are strongly adsorbed on the pore surface, the pores have such a narrow diameter and the water–water interactions are so strong that water molecules form molecular bridges across the pore volume. These bridges hinder propane diffusion. Simulation snapshots illustrating the phenomenon are shown in Figure 12.5.

The formation of water bridges was also found to delay methane transport across slit-shaped muscovite pores. Ho and Striolo\textsuperscript{105} found that methane convective transport within slit-shaped pores carved out of muscovite and partially filled with water is strongly dependent on the relative orientation of the water bridges and that of imposed motion. When the water bridges are perpendicular to the direction of motion, methane transport is regulated by the movement of water, which adheres to the pore surface. When the water bridges are parallel to the direction of motion, fast methane transport is observed.

Phenomena such as those just described are expected to be important when low-solubility or immiscible fluids are simultaneously present within a pore, and they are relevant for the production of shale gas, in which water is often used as the fracturing fluid. Many studies have addressed how methane could escape kerogen. These studies could be relevant for systems in which pores are extremely heterogeneous in geometry and of comparable size to the fluid molecules.

\subsection*{12.3.4 Transport of Guest Molecules in Confined Fluids}

It is worth discussing the relation between the structure of fluids in confined water and their transport. Phan et al.\textsuperscript{106} simulated the transport of a mixture mimicking natural gas
(ethane, methane, and H₂S) through nanopores filled with water. The results show that H₂S permeates the pores much faster than the other compounds and that ethane is too large to permeate the hydrated pores. Bui et al. extended the study to consider different porous materials. In the left-hand panel of Figure 12.6, we report the self-diffusion coefficient estimated for water in various nanopores: confinement reduces the self-diffusion of water, consistent with Figure 12.4. For reference, MD simulations yield a self-diffusion coefficient for bulk liquid water of \( \sim 28 \times 10^{-10} \) m²/s. The results in Figure 12.6 also show that the chemical properties of the minerals are important: all the pores considered have the same width and the simulation temperature is constant, yet the water self-diffusion coefficient varies by a factor of \( \sim 2 \). In the right-hand panel of Figure 12.6, we report the self-diffusion coefficients estimated for aqueous methane confined in the water-bearing pores considered in the left-hand panel of Figure 12.6. There is a correlation between the self-diffusion coefficient of water and that of aqueous methane, but there are also deviations. Bui et al. highlighted the fact that the diffusion of aqueous methane in calcite nanopores can be anisotropic (the diffusion along the x-axis of the pore is about three times faster than that along the y-axis). For completeness, it is worth pointing out that anisotropic diffusion of hydrocarbons had been previously reported in nanopores carved out of calcite by Franco et al., suggesting that the surface structure of this solid material indeed affects the transport of the guest molecules.
Argyris et al.\textsuperscript{110} and Ho et al.\textsuperscript{111} attempted to quantify the mobility of aqueous electrolytes at low concentration within narrow slit-shaped pores. The goal was to quantify potential differences in the mobility of Cs\textsuperscript{+} and Na\textsuperscript{+} ions, which have the same valence but significantly different size. The aqueous solutions were electrostatically balanced by Cl\textsuperscript{−} ions. These MD simulations were conducted at similar conditions (1 M ionic strength, ambient temperature). The cristobalite silica pores were slit-shaped, with widths of \(\sim1.2\) nm. The surface chemistry was manipulated to replicate different pH scenarios. The results were quantified in terms of the self-diffusion coefficients of the electrolytes in the direction parallel to the pore surface. A strong correlation was observed between the preferential position of an ion in the direction perpendicular to the pore surface and its mobility. This correlation was interpreted based on prior results\textsuperscript{112,113} that revealed that the mobility of interfacial water strongly depends on the distance from the solid substrate, as well as on the protonation state of the surface. The results concerning ion mobility are summarized in Figure 12.7.

It is worth stressing that the results depend strongly on the properties of the pore surface. In fact, MD simulations by Rotenberg et al.\textsuperscript{114} have shown how Cs\textsuperscript{+} ions tend to accumulate near clay surfaces, presumably because of the difference in surface charge. Because of the importance of preferential adsorption sites (e.g. see the recent contribution by Loganathan and Kalinichev\textsuperscript{115}), which include pore edges, and because of the practical importance of quantifying ion migrations in the subsurface, advanced force fields are being developed to enhance the reliability of atomistic simulations,\textsuperscript{116–118} and various approaches are being developed to include hydrodynamics and multiscale properties in the calculations.\textsuperscript{119–122}
12.4 Form and Quantity: Confinement Effects on Solubility

To estimate the amounts of fluids present in the subsurface, one approach could be first to estimate the volume available (i.e. the accessible pore space) and then to use our understanding of bulk fluids to estimate the amount of fluids in such a volume at the subsurface pressure–temperature conditions. This approach is reasonable as long as the fluid behavior

Figure 12.7 (Top) Self-diffusion coefficient estimated for different aqueous electrolytes and water in slit-shaped pores as a function of the degree of protonation $D$ ($D=0$ in panel (a); $D=0.2$ in (b); $D=0.47$ in (c); $D=0.73$ in (d); and $D=1$ in (e)). In all systems, Cs$^+$ ions are more mobile than Na$^+$ ions. (Bottom) Density profiles in the direction perpendicular to the solid substrate, with the same degree of protonation as in Top panels (panels f-j). The density profiles discriminate NaCl and CsCl systems. In general, the Cs$^+$ ions accumulate near the centers of the pores, while Na$^+$ ions are more closely associated with the pore surfaces. Because the molecular mobility depends on the distance from the surface, slower near the surface, the preferential distribution correlates with the ionic mobility. Reprinted with permission from Ho TA, Argyris D, Cole DR, Striolo A. Aqueous NaCl and CsCl solutions confined in crystalline slit-shaped silica nanopores of varying degree of protonation. *Langmuir* 2012; **28**:1256–1266. **111** Copyright 2012 American Chemical Society.
in the bulk is consistent with that in the subsurface, which it is for larger pores (>100 nm). In this section, we discuss the effects nanopores have on the structure of fluids (“form”) that deviate markedly from the bulk. One property affected strongly by nanoconfinement is solubility. Another property of importance concerns the behavior of aqueous electrolytes in confinement. Because confinement alters the dynamics of water molecules, could it be that the dielectric constant of water in the deep subsurface differs strongly from that known in the bulk? Should this be the case, what are the implications regarding our still limited understanding of aqueous electrolytes in the subsurface?

### 12.4.1 Volatile Gas Solubility in Confined Liquids

Several studies reported an enhanced solubility of gases in liquids confined in small pores, a phenomenon referred to as “oversolubility.” Luzar and Bratko reported 5–10-fold enhancements of N₂ and O₂ solubility in water in 38–43-Å hydrophobic pores. Experiments support these estimates. Pera-Titus et al. studied the solubility of H₂ in CHCl₃, CCl₄, n-hexane, ethanol, and water within γ-alumina, silica, and MCM-41 and found that H₂ solubility was enhanced by up to 15 times when the pore size was <15 nm. Rakotovao et al. confirmed these results using ¹H nuclear magnetic resonance (NMR).

According to Ho et al., oversolubility could be due to: (1) more favorable interactions between solute and solid than between solvent and solid, favoring solute adsorption close to the pore walls; (2) the pore being partially filled, resulting in a gas–solvent interface; and (3) adsorption of the gas being favored in regions of low solvent densities due to layering. Gadikota et al. showed that solute size and the presence of salt in confined water are also important in modulating the dissolution of various gases in confined water. Using both experiments and simulations, these authors demonstrated greater solubility for CO₂ and Ar in Na-montmorillonite compared to bulk water, whereas confinement reduced CH₄. Gadikota et al. analyzed the contributions to the free energy of solvation due to cavity formation and affinity to the water-filled pore. The free energy change due to cavity formation was found to be generally positive (i.e. it introduces a barrier to solubility), while the enthalpic contribution is generally favorable to solubilization. Both effects depend on the size of the gas molecule.

Phan et al. revealed approximately one order of magnitude higher solubility of methane in water confined in a partially filled 1 nm-wide silica pore. Methane molecules accumulated in narrow regions within the pores, where water molecular density was low. It was found that water molecules surrounding the guest methane were organized in hydrogen-bonded structures resembling gas hydrates. However, because of steric constraints, these clathrates were not stable. Phan et al. also considered other 1-nm slit-pore systems (MgO, Al₂O₃). The results demonstrated that methane solubility in confined water strongly depends on the confining material (Figure 12.8) because the molecular structure of confined water differs markedly within the three pore types. A direct correlation was observed between methane diffusion coefficients and water molecular density fluctuations.
These observations are in contrast to those by Badmos et al., who estimated, using molecular dynamics, the solubility of H$_2$S in water confined in silica nanopores at 313 K. The simulation results suggested that confinement reduces the H$_2$S solubility in water and that the solubility increases with increasing pore size. These results are due to perturbations on the coordination of water molecules around H$_2$S due to confinement. The perturbations are stronger in the narrowest pores considered. These results are qualitatively consistent with those reported for aqueous NaCl reported by Malani et al. This group reported a lower NaCl solubility in water confined within graphene nanopores. However, NaCl is a salt, and therefore it is likely that the mechanisms responsible for the reduced solubility of H$_2$S and NaCl in confined water are due to different interfacial processes.

The interest in geologic CO$_2$ sequestration resulted in numerous studies on the form and movement of CO$_2$ through porous networks, chiefly focusing on montmorillonite. Bowers et al. studied the incorporation of supercritical CO$_2$ in smectite by in situ $^{13}$C and $^{23}$Na magic angle spinning NMR. They observed line broadening in the $^{13}$CO$_2$ resonance at 90°C and 50 bar CO$_2$ pressure for Na- Hectorite, consistent with CO$_2$ pressure in the interlayers. Kirkpatrick et al. reviewed efforts using NMR and molecular modeling to explore mineral surfaces and interlayer filling by H$_2$O, cations, anions, CO$_2$, and natural OM in swelling clays. In addition to entering the interlayer, there is evidence that CO$_2$ dissolves in the confined water. Schaeuf et al. used NMR, x-ray diffraction and Monte Carlo simulation to explore the intercalation of dry supercritical CO$_2$ into three swelling

![Figure 12.8](https://www.cambridge.org/core/product/2DD590DAC33871A821E7C9D2826C40D3)

**Figure 12.8** (Left) Methane solubility in confined water as a function of bulk pressure in MPa – SiO$_2$ blue, Al$_2$O$_3$ red, MgO green. Simulated bulk solubility of methane in liquid water at 298 K from Sakamaki et al. (Right) Variability for in-plane density distributions of water oxygen in layers parallel to the x–z plane at several locations along the y-axis within (a) SiO$_2$, (b) Al$_2$O$_3$, and (c) MgO. The results are for pores containing only water. Densities are expressed in number of molecules per cubic Å.

clays in which Na, NH₄, or Cs occupied the interlayer. In the absence of water, CO₂ did enter the NH₄ and Cs clays, but was excluded from the Na clay. A weak intercalation of CH₄ has been observed for smectites, but is more pronounced for 4-nm weakly hydrated silica pores, as demonstrated by Ok et al.

12.4.2 Aqueous Electrolytes in Confinement

The effect of nanoconfinement on the transport of aqueous electrolytes has been briefly summarized in Section 12.3.5. It is possible that, because confinement affects the structure and dynamics of confined water, it indirectly affects the solubility of electrolytes. For molecular simulations to reliably predict the properties of confined electrolytes, it is important that adequate force fields describe the interactions between water, electrolytes, and pore constituents, as well as all the cross-interactions between these components.

The reliability of the force fields used to describe the electrolytes depends on the model chosen to simulate water, and it is essential to tune the ion–ion interactions if one seeks to replicate the experimental salt solubility. Svoboda and Lísal recently employed the grand canonical Monte Carlo algorithm to predict the solubility of NaCl in montmorillonite pores. The simulations were conducted at 365 K and 275 bar. At these conditions, the simulation models implemented (SPC/E model for water) predict a saturation NaCl concentration in water of 3.14 mol/kg, which underestimates the experimental value of 6.1 mol/kg. The pore widths considered ranged from 1.0 to 3.2 nm, and they were simulated in equilibrium with saturated bulk aqueous NaCl solutions. The results show that the concentrations of the adsorbed ions in the nanopores are lower than in the bulk aqueous system and decrease as the pore width narrows. Moucka et al. used simulations to compare the aqueous solubility of NaCl in Na-montmorillonite and pyrophyllite pores of the same width. They were able to distinguish the ionic solubility near the center of the pore, where the properties are similar to those found in bulk water, and those near the pore surfaces, where the properties are significantly different from those found in bulk water. As the pore width decreases, the contribution of the region near to the pore surface increases compared to that of the fluids near the pore center, and consequently the NaCl solubility strongly decreases compared to that observed in bulk water. In addition to structural effects, one could attempt to explain these observations based on the changes in the dielectric constant of water due to confinement, discussed below.

12.4.3 Dielectric Constant of Nanoconfined Water

The dielectric properties of water and electrolytes in nanopores are still poorly constrained for most substrates relevant to the subsurface. According to Renou et al., the static dielectric constant (ε) characterizes the capacity of a material to transmit an electric field and controls the charge migration and dipole reorientation. Compared to other fluids types, bulk water has a high ε due to the strong bonds between hydrogen and oxygen as well as
hydrogen bonding between water molecules. This large ε means that ionic substances tend to dissociate in water, yielding ionic solutions. Thus, the water ε is essential to understanding the solvation of ions and their transport. For example, Sverjensky et al. extracted from the research of Pan et al. the theoretical estimates of the water dielectric constant at extreme pressures and temperatures to calculate the solubility of quartz and corundum to 600 MPa and 1200°C. This effort indicates that ε ranges from as low as ~2 at 1200°C and 100 PMa to ~80 for ambient conditions.

Of interest to this chapter is how much of an effect nanoconfinement might have on ε, and further, how this change might impact mineral solubility. In confinement or near interfaces, ε is no longer a simple scalar quantity, but it becomes tensorial. The radial component of water ε⊥ is fundamentally important to the solvation and transport of ions, in contrast to the axial component (ε∥), which is important for transport behavior along the pore wall. However, there are conflicting results with respect to the magnitude of the ε values. For example, a number of MD studies have demonstrated a local interfacial increase in the axial (tangential) component of the dielectric constant (ε∥) relative to the bulk water value and to values exhibited by the radial ε⊥. An enhanced ε∥ was also predicted in other studies that addressed the role of cylindrical silica and carbon nanopores. Conversely, values for the radial ε⊥ tend to be equal to or much less than the bulk ε. This anisotropy is most pronounced in hydrophobic pores.

Unlike the increase of the axial dielectric permittivity near the pore wall noted above, Renou et al. observed a significant decrease in ε∥ relative to the ambient bulk water value with increasing surface charge density using MD. More recently, Fumagalli et al. observed anomalously low ε (approaching 1) of confined water that was two to three molecules thick in dielectric imaging experiments involving graphene and boron nitrite. Similarly, Zhu et al. reported on the anomalous behavior of ε for aqueous solutions of NaCl of varying concentration (0–1.5 M) confined in a 2.4-nm diameter cylindrical silica pore (Figure 12.9). They noted that the dielectric constant profile near the surface correlates with that of the water density. Using classical MD simulations, Zhu et al. demonstrated: (1) a marked anisotropy between ε∥ and ε⊥; (2) that the values for ε∥ decrease relative to those of pure water, but show enhancement near the pore wall; and (3) that ε⊥ shows a nonlinear NaCl concentration dependency. Renou et al. addressed the structural and dielectric behavior of confined NaCl, NaN, MgCl₂, and Na₂SO₄ (1 M concentration) in nanoporous hydrophilic 1.2-nm silica pores. They also reported a dielectric anisotropy of confined water and an unusual increase in the radial component of permittivity (ε∥) of confined solutions.

It is notable that the range of dielectric constant values reported for water confined in nanopores encompasses the range of ε values estimated for bulk water from ambient to extreme conditions. This suggests the distinct possibility that the bulk values for ε currently used to estimate fluid properties in the subsurface might not be appropriate, especially for pores such as those illustrated in Figures 12.2 and 12.3. We lack a comprehensive assessment of ε for nanoconfined environments relevant to subsurface conditions (i.e. at elevated pressure and temperature with widely varying solution compositions).
12.5 Form and Origin: Confinement Effects on Reactivity

12.5.1 General Concept

In this section, we address the reactivity of carbon-bearing fluids and how confinement can affect their behavior. Based on thermodynamic arguments, Shock\textsuperscript{155} predicted that, in the subsurface, the most common form of fluid carbon would be that of CO\textsubscript{2}, not CH\textsubscript{4}. This prediction was based on the analysis of the thermodynamic equilibrium of the reaction:

\[
\text{CO}_2 + 4\text{H}_2 \leftrightarrow \text{CH}_4 + 2\text{H}_2\text{O}. \tag{12.2}
\]

The equilibrium was assessed based on the expected pH as buffered by the rocks. However, nanoconfinement could potentially affect fluid reactivity via three main mechanisms: (1) the closeness of the rock surfaces provides catalytic sites that speed up some reaction pathways, thus affecting the kinetics of the reactions; (2) the confinement is so

Figure 12.9 Profiles of the ratios of $\varepsilon_{\parallel}$ (a) and $\varepsilon_{\perp}$ (b) for NaCl solutions of varying concentrations confined in 2.4-nm diameter cylindrical SiO\textsubscript{2} pores to the dielectric constant of bulk water ($\varepsilon_{\text{bw}}$). Reprinted with permission from Zhu H, Ghoufi A, Szymczyk A, Balanne B, Morineau D. Anomalous dielectric behavior of nanoconfined electrolytic solutions. Phys Rev Lett 2012; 109: 107801.\textsuperscript{153} Copyright 2012 American Physical Society.
restrictive that some of the reactants or the products are either not able to react or are not allowed to escape from the porous matrix; and (3) the preferential adsorption of some of the fluid components onto the rock surface can affect the overall equilibrium composition via a molecular-level application of Le Chatelier’s principle. The first of these three scenarios concerns kinetic effects. We only note that some olivines contain Ni, Co, and/or Cr, which could act as catalysts to increase the rate of chemical reactions, including the oxidation of CH₄ to CO₂.¹⁵⁶

12.5.2 Methanation of Carbon Dioxide

Using reactive ensemble Monte Carlo simulation, Le et al.¹⁵⁷ explored whether confinement could alter the bulk expectations regarding reaction (12.2). In particular, they tested whether the preferential adsorption of either CO₂ or H₂O on the pore surface could affect the equilibrium conversion of CO₂ to CH₄. The system simulated represented a nanoporous matrix in contact with a larger microfracture occupied by the bulk fluid. Water, hydrogen, carbon dioxide, and methane were free to exchange between the nanopores and the microfracture and to react within the various environments. The microfracture was large enough to provide a “bulk” system. The conceptual framework is summarized in Figure 12.10.

Le et al.¹⁵⁷ generated slit-shaped pores (1 and 2 nm) carved out of β-cristobalite silica. The results showed that the thermodynamic equilibrium composition shifted toward methane production, suggesting that thermal hydrocarbon synthesis near hydrothermal...
vents and deeper in the magma-hydrothermal system is possible. The results showed strong dependency of the reaction equilibrium conversions, \( X_{\text{CO}_2} \), on nanopore size, nanopore chemistry, and nanopore morphology. All conditions that enhance water adsorption (i.e. increasing pore hydrophilicity or surface roughness) resulted in an enhancement of reaction yield. Representative results for 1-nm pores are shown in Figure 12.11, where the composition in the bulk phase (left-hand panels) is compared to that within the pores (right-hand panels). In situations in which the pore space is dominant compared to the bulk space, it is conceivable that the overall system composition strongly deviates from bulk expectations.

These results could contribute to an important scientific debate focusing on the possibility of the abiotic synthesis of hydrocarbons during oceanic crust–seawater interactions, which could reshape the core hypotheses of the origin of life.\(^{158,159}\)

Figure 12.11 Product fraction of CO\(_2\) methanation (reaction (12.1)) for the (a, d, and g) bulk phase and (c, f, and i) pore phase in equilibrium with each other at different temperatures and pressures. (b), (e), and (h) show total molecular fractions.

12.6 Summary and Opportunities

Exploring the behavior of complex geofluids confined in micro- and meso-porous networks provides the foundation for quantifying geologically relevant systems where mass and energy exchange occur. Nanoconfinement in porous systems gives rise to rich behavior that results from the interplay of geometrical restriction imposed by different pore features (size, geometry, chemical composition, etc.), the interaction between the porous material and the fluid, and the nature of the confined fluid itself. Fluid structure (or “form”) affects most if not all fundamental properties of interest. Since nanopores affect structure, they impact movement, reactivity (“origin”), and quantity. While in relatively large mesopores fluid “movement” might occur at different timescales as a function of location in the pore, greater geometric confinement can lead to severely constrained motion, such as the molecular diffusion mechanisms discussed in Section 12.3. Within a given porous matrix, timescales of motion of confined fluids can exhibit interesting dependencies on the molecular size and concentration of the confining fluid, such as the levitation effect of confined hydrocarbons or anomalous pressure dependence on gas dynamics in mesoporous media.

Water and associated dissolved constituents, as a confined fluid, exhibit very rich structural and dynamical behavior due to the effects of hydrogen bonding, compounded by the other effects identified above. All of these effects lead to a wide variety of length and time scales relevant to the study of confined fluids and as such require a variety of experimental and computational tools for a thorough study of the behavior of geologically relevant confined fluids. The techniques that probe the behavior of confined fluids at the molecular level depend heavily on the interpretation of the measured data and as such can be prone to subjective bias. Therefore, if possible, it is advantageous to look at each solid–fluid system from different perspectives, both experimental and computational. Much progress is expected when synergistic approaches are implemented. For example, one obvious next step would be the detailed experimental and computational investigation of the structural properties of fluid mixtures in increasingly realistic systems. This includes complex fluid mixtures, as well as porous materials that are heterogeneous and better representative of the subsurface. Once these analyses are obtained, one should challenge the mechanisms discussed in Sections 12.3 and 12.4. A second target of opportunity pertains to whether the presence of ions and associated hydration affect the transport and accumulation of hydrocarbons in nanoporous matrices. The presence of concentrated salts disrupts water structure, slows down its dynamics, and alters the water free energy landscape, which impacts transport of guest molecules.$^{106,130}$ Clearly, how one fluid component invades and displaces and/or competes with another for surface sites will have a profound effect on these types of transport mechanisms. The dielectric properties of water and aqueous systems under nanoconfinement are poorly constrained for Earth-relevant systems. Recent studies have exhibited a wide range of values that are not always in agreement.
Finally, we point to the effects of confinement on the equilibrium composition of reactive systems. The results summarized in Section 12.5 suggest that thermogenic methane production could be enhanced by nanoconfinement, albeit within a specific window of pressure–temperature–composition conditions. To quantify whether those simulation results are relevant across a broader temperature and pressure landscape, a few research questions remain to be addressed, in particular:

1. Will the CO₂ methanation reaction encounter kinetic barriers within the pores or will the pore surfaces provide active sites for catalyzing the reaction?
2. How much nanopore volume in the subsurface is needed for achieving levels of methane production that are relevant for hydrocarbons synthesis?
3. Can these insights be reproduced by experiments?

Future studies could be implemented to address these and related questions and to quantify how these phenomena affect the carbon cycle.
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**Questions for the Classroom**

1. Are nanopores observed in all Earth materials? How are these observed? What are their shapes, sizes, and distributions? Is there a correlation between these properties and depth?
2. Discuss quantitatively how confinement affects the thermophysical properties of a fluid, whether pure or a mixture. Discuss the effects due to strong pore–fluid interactions and how changing the pore width affects these outcomes. Discuss in particular such effects with respect to solubility, reactivity, phase equilibria, and melting.
3. Discuss the differences between surface and pore diffusion. What are the mechanisms responsible for each and when is surface diffusion expected to dominate over pore diffusion in determining the overall fluid transport across a porous material? What mechanisms become dominant as the pore size becomes comparable to the size of a fluid molecule?
4. How does the presence of a pore affect the reactivity of a fluid? Distinguish between kinetic and thermodynamic effects.
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A Two-Dimensional Perspective on CH₄ Isotope Clumping

Distinguishing Process from Source

EDWARD D. YOUNG

13.1 Introduction

Isotope ratios have been used extensively to trace the origins of methane gases (e.g. Schoell 1980). For this purpose, the stable isotope ratios $^{13}\text{C}/^{12}\text{C}$ and D/H have been paramount. These ratios refer to the atomic abundances of the rare isotopes of carbon and hydrogen relative to the more abundant isotopes, in aggregate, and inclusive of all of the methane isotopic molecular species in a sample of gas. We therefore refer to these ratios as “bulk” isotope ratios. The term “isotopologue” refers to specific isotopic versions of the molecules. For example, the “$^{12}\text{CH}_3\text{D}$ isotopologue” refers to the $^{12}\text{CH}_3\text{D} + ^{12}\text{CH}_2\text{DH} + ^{12}\text{CHDH}_2 + ^{12}\text{CDH}_3$ permutations of the D-substituted isotopic species of CH₄ collectively. In the geosciences, the term “clumping” denotes more than one heavy isotope in a single molecule or molecular unit (e.g. $^{13}\text{C}^{18}\text{O}^{16}\text{O}^{16}\text{O} + ^{13}\text{C}^{16}\text{O}^{18}\text{O}^{16}\text{O} + ^{13}\text{C}^{16}\text{O}^{16}\text{O}^{18}\text{O}$ in the CO₃²⁻ moiety within the CaCO₃ crystalline structure). In this chapter, the results of recent studies of the relative abundances of the clumped methane species $^{13}\text{CH}_3\text{D}$ and $^{12}\text{CH}_2\text{D}_2$ measured at the University of California, Los Angeles (UCLA) are summarized.

We begin with a description of the goals of this research program. The original excitement about making use of the $^{13}\text{C}–^{18}\text{O}$ multiply substituted isotopologue of CO₂, $^{13}\text{C}^{18}\text{O}^{16}\text{O} + ^{13}\text{C}^{16}\text{O}^{18}\text{O}$, derived from acid digestion of carbonate was due to the prospect of removing the various logical degeneracies that have historically plagued our interpretations of the significance of $^{18}\text{O}/^{16}\text{O}$ (usually expressed as $\delta^{18}\text{O}$ values, the per mil differences in $^{18}\text{O}/^{16}\text{O}$ from a standard material) in carbonates (Eiler et al. 2005). Marine carbonate oxygen isotope ratios can vary in response to temperature, ice volume, or secular variations in the $\delta^{18}\text{O}$ of the oceans. By using the temperature-dependent propensity of $^{13}\text{C}$ and $^{18}\text{O}$ to form bonds as a homogeneous (as in a single-phase as opposed to heterogeneous fractionation between two separate phases, in this case carbonate and water) thermometer, the relationship between bulk $\delta^{18}\text{O}$ in the carbonate and that in the water becomes irrelevant if the goal is to deduce temperature of formation. The goal, therefore, was to develop an isotopic tracer in which the bulk isotope ratios are normalized out.

The CH₄ clumping project at UCLA, in collaboration with the Carnegie Institution of Science, began in 2008 with the prospects for funding by the Deep Carbon Observatory and an eye toward replicating the powerful aspects of carbonate clumping for methane.
In particular, the group originally sought to distinguish biotic from abiotic methane based largely on temperature of formation, but also based on reaction pathways. Even before delivery of our unique mass spectrometer built for this purpose (Figure 13.1), methane experts (in particular Barbara Sherwood Lollar, University of Toronto) warned of the naivety of assuming that methane molecules would have simple, single-stage histories, and emphasized in particular the important role of mixing, the breadth of abiotic organic reactions over the range of temperatures that might be involved, and the complexity of microbial methanogenesis pathways and associated kinetic fractionation effects. In response, we developed predictions for these various phenomena in preparation for the new data to come.

The work described herein is the realization of those original goals to use two mass-18 isotopologues of CH$_4$ to disambiguate the multiple possible sources of methane gases using a process-oriented approach. Just as carbonate isotope clumping can break the degeneracy between seawater $\delta^{18}$O and temperature of formation, the use of two methane mass-18 isotopologues should remove the ambiguities arising from variations in the $^{13}$C/$^{12}$C and D/H ratios of the carbon and hydrogen sources of methane. We seek to eliminate, or at least mitigate, the uncertainties surrounding the use of $\delta^{13}$C and $\delta$D as the primary arbiters for the origin of methane gas. Even when combined with other important tracers of gas provenance like C$_1$/C$_2+$ (the ratio of CH$_4$ to C$_2$H$_6$ + C$_3$H$_8$, etc.), ambiguities regarding the provenance of methane often remain when relying on bulk isotope ratios. Rules of thumb have been constructed based on years of observations. One example is that a decrease in $^{13}$C/$^{12}$C ($\delta^{13}$C) with increasing carbon number for the alkanes can be evidence for abiotic formation. But these rules are, for the most part, empiricisms and fraught with exceptions. The goal of the studies described here is to make use of the relative concentrations of $^{13}$CH$_3$D and $^{12}$CH$_2$D$_2$ together in methane gas to remove the uncertainties plaguing other tracers while avoiding adding just another layer of complexity.

![Figure 13.1 Mass spectrometer used to separate the two rare mass-18 isotopologues of CH$_4$ gas molecules. The instrument – the Panorama – is housed at UCLA and is the first of its kind (Young et al. 2016).](https://www.cambridge.org/...).
This means using what these isotopologues are telling us in order to gain a fresh vantage point for our views on the origin of methane and to find out if we might be led astray by some of the earlier criteria for provenance.

Perhaps the most succinct way to summarize this perspective is that the isotopic bond ordering, or clumping, traces process, while bulk isotope ratios trace both process and source isotopic compositions. By following the isotopic bond ordering, we are isolating process from variations in source material.

### 13.2 Temperature

The concept of using “clumping” of heavy isotopes in a molecule as a thermometer is understood by referencing the null condition of the purely stochastic distribution of isotopes among the molecules of interest. In the case of methane, one is concerned with the fraction of carbon that is composed of the heavy isotope, \( X(\text{C}) = \frac{13\text{C}}{13\text{C} + 12\text{C}} \), and the fraction of the hydrogen isotopes that is composed of deuterium, \( X(\text{D}) = \frac{\text{D}}{\text{D} + \text{H}} \).

In the case of purely random distributions of isotopes among molecules, the products of fractional isotope abundances yield the joint probabilities, or predicted concentrations, for the isotopologues. For example, \( X(\text{C} \text{H}_3\text{D}) = X(\text{C}) (X(\text{H}))^3 X(\text{D}) \), where the exponent accounts for the simultaneous occurrence of \( \text{H} \) at three positions. Isotopologue abundances are not generally random, however. The temperature-dependent exchange of isotopes between isotopologues occurs by reactions such as

\[
\text{^{13}CH}_4 + \text{^{12}CH}_3\text{D} \leftrightarrow \text{^{12}CH}_4 + \text{^{13}CH}_3\text{D}.
\]

The equilibrium constant for this reaction is

\[
k_{\text{Eq},13\text{CD}} = \frac{[\text{^{13}CH}_3\text{D}][\text{^{12}CH}_4]}{[\text{^{12}CH}_4][\text{^{13}CH}_3\text{D}]},
\]

where the square brackets denote concentrations that can be equated with the fractional abundances of the isotopologues by number. At high temperatures (\( \geq 1000 \text{ K} \)), the distributions of isotopologues are effectively random (stochastic) and substitution of the fractional abundances into the equilibrium constant in (13.2) yields (e.g. Richet et al. 1977):

\[
k_{\text{Eq},13\text{CD}} = \frac{[\text{^{13}CH}_3\text{D}][\text{^{12}CH}_4]}{[\text{^{12}CH}_4][\text{^{13}CH}_3\text{D}]} = \frac{4X(\text{C}) (X(\text{H}))^3 X(\text{D}) X(\text{C}) (X(\text{H}))^4}{4X(\text{C}) (X(\text{H}))^3 X(\text{D}) X(\text{C}) (X(\text{H}))^4} = 1.
\]

Equation (13.3) shows that an equilibrium constant of unity in this case corresponds to a purely random distribution of isotopes among the molecules. At lower temperatures, the stabilizing effects of two heavy isotopes bonded together take hold and the equilibrium constant in (13.2) gets progressively larger as temperature decreases. This enhancement in rare multiply substituted isotopologues, or clumping, can be expressed in delta notation and in per mil units as
\[
\Delta^{13}\text{CH}_3\text{D} = 10^3 \left( \frac{X^{(13}\text{CH}_3\text{D})}{X^{(13}\text{CH}_3\text{D})_{\text{Stochastic}}} - 1 \right). \tag{13.4}
\]

Similarly, internal isotope exchange leading to doubly deuterated methane can be described by the reaction

\[
2^{12}\text{CH}_3\text{D} \rightleftharpoons ^{12}\text{CH}_2\text{D}_2 + ^{12}\text{CH}_4, \tag{13.5}
\]

with the equilibrium constant

\[
k_{\text{Eq},^{12}\text{CH}_2\text{D}_2} = \frac{\left[ ^{12}\text{CH}_2\text{D}_2 \right] \left[ ^{12}\text{CH}_4 \right]}{\left[ ^{12}\text{CH}_3\text{D} \right]^2}. \tag{13.6}
\]

The stochastic value for the equilibrium constant for reaction (13.6) is

\[
k_{\text{Eq},^{13}\text{CH}_2\text{D}_2} = \frac{\left[ ^{12}\text{CH}_2\text{D}_2 \right] \left[ ^{12}\text{CH}_4 \right]}{\left[ ^{12}\text{CH}_3\text{D} \right]^2} = \frac{6X^{(12}\text{C}) \left( X(H) \right)^2 X(D)^2 X^{(12}\text{C}) \left( X(H) \right)^4 \left( X(D) \right)^4}{4X^{(12}\text{C}) \left( X(H) \right)^3 X(D)^2} = \frac{3}{8}, \tag{13.7}
\]

such that a stochastic distribution of isotopes leads to an equilibrium constant of 3/8. Per mil departures from this stochastic ratio are quantified using

\[
\Delta^{12}\text{CH}_2\text{D}_2 = 10^3 \left( \frac{X^{(12}\text{CH}_2\text{D}_2)}{X^{(12}\text{CH}_2\text{D}_2}_{\text{Stochastic}}} - 1 \right). \tag{13.8}
\]

The two parameters \(\Delta^{12}\text{CH}_2\text{D}_2\) and \(\Delta^{13}\text{CH}_3\text{D}\) are independent intramolecular thermometers where thermodynamic equilibrium applies. The relationships between temperature and both \(\Delta^{12}\text{CH}_2\text{D}_2\) and \(\Delta^{13}\text{CH}_3\text{D}\) are calculable (e.g. Ma et al. 2008; Webb and Miller 2014; Liu and Liu 2016) and loci of thermodynamic equilibrium in plots of \(\Delta^{12}\text{CH}_2\text{D}_2\) versus \(\Delta^{13}\text{CH}_3\text{D}\) serve as useful references in the plots to follow (Figure 13.2).

### 13.3 Criteria for Intra-CH\(_4\) Thermodynamic Equilibrium

Criteria for establishing whether or not methane molecules are in isotopologue equilibrium with one another is a first-order requisite for making use of these new data. A datum for a sample of methane gas that plots on the curve in Figure 13.2 would be regarded as representing thermodynamic equilibrium at the indicated temperature by virtue of the concordant temperatures recorded by both clumped species. However, in the absence of data for both \(\Delta^{13}\text{CH}_3\text{D}\) and \(\Delta^{12}\text{CH}_2\text{D}_2\), Figure 13.2 cannot be used to establish equilibrium or nonequilibrium.

While the large-geometry mass spectrometer that permits use of Figure 13.2 was being built for UCLA, two other groups published several papers based on application of the single mass-18 isotopologue \(^{13}\text{CH}_3\text{D}\), or unresolved \(^{13}\text{CH}_3\text{D}\) and \(^{12}\text{CH}_2\text{D}_2\), where the two...
species are lumped together in one measurement (Stolper et al. 2014, 2015; Wang et al. 2016). Their conclusions were reviewed by Douglas et al. (2017), who describe the “reversibility of methanogenesis” hypothesis that was used in several of these papers to explain why temperatures derived using the relative abundances of $^{13}$CH$_3$D are not always reasonable (Wang et al. 2015). However, our studies of $\Delta^{13}$CH$_3$D and $\Delta^{12}$CH$_2$D$_2$ suggest that the rate of methanogenesis is not the primary factor that controls isotope clumping in microbialgenic methane.

The reversibility of the methanogenesis concept is based on earlier work relating D/H and $^{13}$C/$^{12}$C in microbial methanogenesis to the chemical potential gradient between reactants H$_2$, CO$_2$, or methyl groups and the product CH$_4$ (Valentine et al. 2004; Penning et al. 2005). This hypothesis posits that the degree of isotopic equilibrium among CH$_4$ molecules will depend on the rate of methanogenesis (see below). In these studies, the primary tool for establishing whether or not $\Delta^{13}$CH$_3$D (or the similar parameter $\Delta_{18}$, which is used where the two mass-18 species are unresolved, since normally $^{13}$CH$_3$D $\approx$ $^{12}$CH$_2$D$_2$ in abundance) represents equilibrium is whether or not the observed D/H partitioning between water and methane, $\alpha_{D/H}$ (H$_2$O–CH$_4$) (the fractionation factor $\alpha_{D/H}$ between water and methane is defined as D/H of water divided by D/H of methane), is consistent with the temperature deduced from the single mass-18 clumping temperature. In this scenario, if $\Delta^{13}$CH$_3$D is out of equilibrium but progresses toward equilibrium, there will be a correlation between the $\Delta^{13}$CH$_3$D ($\Delta_{18}$) and $\delta$D of the methane (unless, by coincidence, the methane is already in equilibrium with water). Of course, the obvious disadvantage of this approach as the primary criterion for intra-methane equilibrium is that one has to have the $\delta$D of water coexisting with the methane of interest, and there are circumstances where water samples are either impractical to obtain or nonexistent.
In addition to being inconvenient, the water δD criterion for methane isotopologue equilibrium is not universal, as illustrated using Δ13CH3D and Δ12CH2D2 data from the Kidd Creek Mine, Timmins, Ontario, Canada (Young et al. 2017). Figure 13.3 shows Δ13CH3D versus δD and versus Δ12CH2D2 for CH4 from Kidd Creek. Because the δD values of the waters in the mine are generally within a few per mil of −30‰ standard mean ocean water (SMOW), the δD of CH4 is a measure of αD/H (H2O–CH4). One sees that while Δ12CH2D2 shows a clear progression toward equilibrium, δD does not. At this location, δD is not especially useful as an indicator of equilibrium, but Δ12CH2D2 is. This confirms that heterogeneous (water versus gaseous CH4) disequilibrium in D/H can persist even as homogeneous equilibrium (exchange among gaseous CH4 molecules) is approached.

13.4 Kinetics

An understanding of the effects of kinetics on methane isotope clumping is also crucial for interpreting these new data. The idea that the rate of methanogensis controls the degree of departure from thermodynamic equilibrium among methane isotopologues has been put forward several times in the literature, perhaps in most complete form in the supplement to Wang et al. (2015) in which the authors invoke “Michaelis–Menten” kinetics for the H addition steps to build methane. This kinetic formalism is commonly used in the biochemistry of enzymes. The equations represent simple transition state-like kinetics where the transition state is replaced by the enzyme–substrate complex:

\[
E + S \xrightleftharpoons[k_r]{k_f} ES \xrightarrow{k_{cat}} E + P, \tag{13.9}
\]

where E is the enzyme, S is the substrate, ES is the substrate bound to the catalyzing enzyme (the enzyme–substrate complex), and P is the product. The forward and reverse
rate constants for binding are shown in (13.9), and the subscript “cat” signifies the catalyzed rate constant. The binding of the substrate to the enzyme by a reversible (equilibrium) process is the foundation of Michaelis–Menten kinetics, just as it is foundational for transition state theory. For this equilibrium, the forward and reverse rates are by definition equal:

\[ k_f [E][S] = k_i [ES]. \] (13.10)

Mass balance requires \([E] = [E]_0 - [ES]\), where the “0” subscript signifies the initial concentration. After some manipulation, (13.10) leads to the simple first-order rate equation for product \(P\):

\[ \frac{d[P]}{dt} = k_{\text{cat}} \frac{[E]_0[S]}{k_r/k_f + [S]}. \] (13.11)

Comparing the above to the often-cited Michaelis–Menten equation for an enzyme-catalyzed reaction:

\[ \frac{d[P]}{dt} = \frac{V_{\text{max}}[S]}{k_m + [S]}, \] (13.12)

where \(k_m\) is the “affinity” for the enzyme plus substrate, one sees by inspection that (13.11) is equivalent to (13.12), where the “affinity” for the bound substrate is here equivalent to \(k_r/k_f\) and the maximum rate used in the Michaelis–Menten formulation, \(V_{\text{max}}\), is \(k_{\text{cat}}[E]_0\). Notice that when the substrate is plentiful such that \([S] \gg k_fd/k_f\), the rate of product production is maximized since \(d[P]/dt \approx V_m = k_{\text{cat}}[E]_0\). Conversely, where the concentration of the substrate is very small, leading to starvation and thus \([S] \ll k_fd/k_f\), we have \(d[P]/dt \approx k_{\text{cat}}[E]_0[S]/(k_d/k_f)\), which is the maximum rate multiplied by \([S]k_d/k_f\), and so smaller than the maximum rate of reaction. What is more, in this case, both the forward and reverse reactions to form the ES complex are involved, leading to the suggestion that reversibility, or equilibrium, controls the attachment of the substrate to the enzyme.

While (13.11) and (13.12) are handy for describing how the rate of product formation depends on three postulated rate constants, they offer little or no fundamental insights into the effects on isotope clumping. For example, we do not know \textit{a priori} which reaction in the sequence of steps leading to CH\(_4\) formation is properly described by (13.9). Importantly, the kinetic isotope effects (KIEs) and/or equilibrium isotope effects (EIEs) for each of the steps in (13.9) can be adjusted to fit the data, but this relegates (13.11) and (13.12) to little more than a framework for applying fit parameters. Measurements of both \(\Delta^{13}\text{CH}_3\text{D}\) and \(\Delta^{12}\text{CH}_2\text{D}_2\) suggest that the “reversibility of methanogenesis” hypothesis is not the best explanation for the clumping of isotopes into methane of microbial origin.

Here, we consider an alternative approach to explaining the effects of microbial methanogenesis on methane mass-18 isotopologue abundances based on the large degree of disequilibrium exhibited by the low \(\Delta^{12}\text{CH}_2\text{D}_2\) values characteristic of microbialgenic gas in combination with highly variable \(\Delta^{13}\text{CH}_3\text{D}\) values. For this purpose, we take the
reaction scheme used by Young et al. (2017) as an analogue for hydrogenotrophic methanogenesis and the steps leading to the net reaction $\text{CO}_2 + 4\text{H}_2 \rightarrow \text{CH}_4 + 2\text{H}_2\text{O}$. Young et al. (2017) used the reaction scheme for the Fischer–Tropsch synthesis of methane on a cobalt (Co) catalyst suggested by Qi et al. (2014). Methanation of CO$_2$ can occur by conversion first to CO, with the subsequent steps being the same as those for direct methanation of CO (Wang et al. 2011). The kinetic model presented here is therefore relevant to methane production from CO$_2$ as well. We added isotope exchange between methane molecules on the surface, desorption and adsorption of CH$_4$ gas, and attack of CH$_4$ by OH to the elementary steps leading to methane formation. The set of reactions can be represented by these basic reactions and their isotopically substituted equivalents:

\[
\begin{align*}
\text{CO}_g & \rightarrow \text{CO}^* \\
\text{H}_2_g & \rightarrow 2\text{H}^* \\
\text{CO}^* + \text{H}^* & \rightarrow \text{HCO}^* \\
\text{HCO}^* + \text{H}^* & \rightarrow \text{HCOH}^* \\
\text{HCOH}^* & \rightarrow \text{CH}^* + \text{OH}^* \\
\text{CH}^* + \text{H}^* & \rightarrow \text{CH}_2^* \\
\text{CH}_2^* + \text{H}^* & \rightarrow \text{CH}_3^* \\
\text{CH}_3^* + \text{H}^* & \rightarrow \text{CH}_4^* \\
\text{OH}^* + \text{H}^* & \rightarrow \text{H}_2\text{O}_g \\
\text{CH}_4^* + \text{OH}^* & \rightarrow \text{H}_2\text{O}^* + \text{CH}_3^* \\
\text{CH}_4^* \leftrightarrow \text{CH}_4^* \quad (\text{isotope exchange}) \\
\text{CH}_4^* & \rightarrow \text{CH}_4^g \\
\text{CH}_4^g & \rightarrow \text{CH}_4^*. 
\end{align*}
\]

where an asterisk signifies a surface-adsorbed species and a subscript "g" refers to a gas species. With all isotopologues and isotopomers, the model consists of 124 species and 796 reactions. The rate constants for the reactions are of the form

\[
k_f = Q_{\text{Tun}} k_b T \frac{q^+}{h} \prod_r q_r \left(\frac{-E_a}{k_b T}\right),
\]

where $k_b$ is the Boltzmann constant, $h$ is the Planck constant, $E_a$ is the activation energy, $q_r$ are the partition functions for reactant species $r$, $q^+$ is the partition function for the transition state, and $Q_{\text{Tun}}$ is a correction for quantum tunneling. The 124 ordinary differential equations comprising the model are solved numerically using the Lawrence Livermore ordinary differential equation solver (DLSODE). Activation energies for the methane formation reactions were taken from Qi et al. (2014). Values for $E_a$ for the reaction CH$_4$ + OH were taken from Haghnegahdar et al. (2015). The tunneling correction is from Bell (1959, 1980).

Young et al. (2017) used forward rate constants throughout the reaction network to characterize the effects of the kinetics alone on product methane isotopologues. We concluded in that work that the very negative $\Delta^{12}\text{CH}_2\text{D}_2$ values were due either to the influence of quantum tunneling or to the combinatorial effect of accessing multiple sources of hydrogen produced by very different fractionation factors involving D/H during the
assembly of methane. We favored tunneling in particular for our measurements of products from the Sabatier reaction in the laboratory (CO$_2$ + 4H$_2$ → CH$_4$ + 2H$_2$O) mainly because invoking a slight difference in tunneling for $^{13}$C–H bonds versus $^{12}$C–H bonds could account for the combination of very positive $\Delta^{13}$CH$_3$D values along with the negative $\Delta^{12}$CH$_2$D$_2$ values (note: an error in that paper has the ratio of tunneling length scales $a_D/a_H = 1.005$, when in fact it is the ratio of $a_{13C–H,D}/a_{12C–H,D}$ that was fit to 1.005 to explain the high $\Delta^{13}$CH$_3$D values in the Sabatier reaction; see below). We noted that a combinatorial effect (e.g. Yeung et al. 2015; Rockmann et al. 2016; Yeung 2016) may be important for microbial methanogenesis, but we also expressed concern that the required differences in D/H between pools of hydrogen would need to be very large.

However, Cao et al. (2019) have argued recently that adding certain equilibrium steps into our reaction network can indeed produce the requisite large differences in D/H among pools of hydrogen that can reproduce the very low $\Delta^{12}$CH$_2$D$_2$ values observed in microbialgenic methane gases. Here, we take their suggestion and investigate the effects of reversibility on the clumping in the reaction network. For these calculations, the KIE and EIE fractionation factors for each reaction step provided by Qi et al. (2014) are used.

Why would a metal-catalyzed reaction scheme have anything to do with the microbial production of CH$_4$? What advantage is there in trying to use this reaction scheme to address the microbialgenesis of methane? The basic conceit is that the metal surface simulates the enzymes that afford catalyzed transfer of electrons and protons back and forth during the reaction scheme, and that it is the nature of the various C$_1$ C–H moieties and their bond stiffness that actually control the isotope effects, regardless of the molecule to which they are bound. This may be useful insofar as at least we are using well-characterized KIE and EIE fractionation factors rather than making them up to explain the data. The logic is that despite the potential failings of the analogy, there is benefit in using a real physicochemical model to try to explain what we are seeing. This model is used in lieu of a detailed understanding of the isotope effects attending each step of the enzymatically catalyzed reactions.

With this in mind, one can observe that the steps of building CH$_4$ molecules from CO$_2$ + H$_2$ by enzymes and from CO + H$_2$ on metals are broadly similar. The reaction pathway for hydrogenotrophic addition of hydrogen to form methane as given by Lieber et al. (2014) for Methanococcus maripaludis is

$$
\begin{align*}
\text{CO}_2 & \xrightarrow{(1)Fwd} \text{COH-MF} \xrightarrow{(2)Ftr} \text{COH-H}_4\text{MPT} \xrightarrow{(3)Mch} \text{CH} \equiv \text{H}_4\text{MPT} \xrightarrow{(4)Hmd} \text{CH}_4 \\
\text{CH}_2 = \text{H}_4\text{MPT} & \xrightarrow{(5)Mer} \text{CH}_3 - \text{H}_4\text{MPT} \xrightarrow{(6)Mtr} \text{CH}_3 - \text{CoM} \xrightarrow{(7)Mcr} \text{CH}_4
\end{align*}
$$

where the facilitating enzymes are shown above the arrows (e.g. Ftr = formyltransferase; numbers are for reference only) and the C$_1$ carriers are shown as the molecule acronyms (e.g. H$_4$MPT = tetrahydromethanopterin). As described by Shima et al. (2002), these steps comprise a series of C$_1$ molecules that act as terminal electron acceptors (oxidants that themselves are reduced) where carbon is progressively reduced, with each transfer of C$_1$ facilitated by the indicated enzyme. For example, COH is transferred from the methano-furan molecule to the next C$_1$ carrier H$_4$MPT by the enzyme Ftr. The subsequent
conveyance of COH to CH (step (3)) is facilitated by methenyl-H₄MPT cyclohydrolase (Mch). The last step in which the CH₃ in methyl-coenzyme M (CH₃–CoM) is reduced to methane is facilitated by the methyl-coenzyme M reductase (Mcr); Mcr is the focus of a lot of attention because it is common to methanogens and anaerobic methanotrophs and is involved in that last step that is common to both. Now compare this with the reaction network in (13.13) written in similar fashion:

\[
\begin{align*}
\text{CO} & \rightarrow \text{CO*} \rightarrow \text{HCO*} \rightarrow \text{HCOH*} \rightarrow \text{CH*} \rightarrow \text{CH₂*} \rightarrow \text{CH₃*} \rightarrow \text{CH₄*}.
\end{align*}
\] (13.16)

The reactions in (13.15) and in (13.16) both utilize H₂ as the main source of electrons for reduction. In both reaction sequences, C₁ passes from oxidized carbon through an alcohol/formyl molecule to a formaldehyde-like molecule followed by progressive reduction by proton addition.

The effects of kinetics versus equilibrium for each of the steps that produce methane are investigated by using the reactions in (13.16) as analogues for the reactions in (13.15) and examining the consequences of imposing various combinations of equilibrium versus kinetics for each step. Borrowing terminology suggested by Cao and Bao, we can refer to this using the vector \([0, 0, 0, 0, 0, 0, 0]\) to signify where all seven steps are kinetic, or \([1, 1, 1, 1, 1, 1, 0]\) to indicate where all seven steps are completely reversible. Intermediate circumstances are represented accordingly; for example, where the first three steps are equilibrium, we have \([1, 1, 1, 0, 0, 0, 0]\). For comparison, note that Stolper et al. (2015) assume that the rate-limiting step, the only kinetic step, is step (7) in (13.15), which is mediated by Mcr, corresponding to \([1, 1, 1, 1, 1, 1, 0]\). This seems to be a common assumption.

The results of this exercise are summarized in Figure 13.4. The results for different assumptions about reversibility based on this reaction scheme show clearly that the very low \(\Delta^{12}\text{CH₂D₂}\) values and moderately low \(\Delta^{13}\text{CH₃D}\) values of the gases produced by microbial methanogenesis are well explained by scenarios in which equilibrium for the first two or three steps in the reaction sequence in (13.16) obtains, with subsequent steps being kinetic. Indeed, Qi et al. (2014) suggested that step (3) in (13.16) is the likely rate-limiting step, with steps (1) and (2) being reversible. We note that the EIEs (defined as the reaction rate constant for hydrogen only divided by the rate constant for deuterium only) have typical values of order 0.6 compared with the KIEs defined similarly for the same reactions, which usually have values >1. The result is the production of extreme D/H ratios for the various pools of hydrogen atoms along the reaction sequence. For example, in the successful model \([1, 1, 0, 0, 0, 0, 0]\), \(\delta D\) relative to the reactant hydrogen gas (0‰ in this case) is +125.6‰ for CH, 0.4‰ for CH₂, and –104.9‰ for CH₃ in this reaction scheme. Quantum tunneling of protium (H) and deuterium (D) may also play a role in the enzymatically catalyzed reactions, but we find that we can use a more conservative tunneling distance to fit the data than was used previously for the Sabatier reaction (see the caption to Figure 13.4). Notice that the results with all irreversible steps cannot explain the microbial methanogenesis data (Figure 13.4). Also, the \([1, 1, 1, 1, 1, 1, 0]\) scheme in which the final step is rate limiting gives nonsensical results, with \(\Delta^{12}\text{CH₂D₂}\) and
Δ\(^{13}\)CH\(_3\)D values of +138.4 and +11.3, showing that this scheme, analogous to that used by Stolper et al. (2015), is unlikely to be correct.

The reaction schemes resembling the microbial data in Figure 13.4 also give realistic CH\(_4\) δ\(D\) and δ\(^{13}\)C bulk values for the product methane. For example, for the [1, 1, 0, 0, 0, 0, 0] scheme, we obtain CH\(_4\) δ\(D\) = −161.2‰ and δ\(^{13}\)C = −44.1‰ relative to the hydrogen and carbon substrates.

Gruen et al. (2018) confirm that all four H atoms comprising CH\(_4\) from hydrogenotrophic methanogenesis are from water, and yet we see profound disequilibrium in ΔCH\(_2\)D\(_2\). While this simple model explains the first-order Δ\(^{12}\)CH\(_2\)D\(_2\) and Δ\(^{13}\)CH\(_3\)D characteristics of microbial methanogenesis, there is more to the kinetic story with respect to methane formation. Also, it should be pointed out that the highest Δ\(^{12}\)CH\(_2\)D\(_2\) and Δ\(^{13}\)CH\(_3\)D values near the equilibrium curve in Figure 13.4 are boreal lake analyses that are evidently the result of methanotrophy (see below) rather than methanogenesis.

### 13.5 The Microbial Array

The positively sloping array in Δ\(^{12}\)CH\(_2\)D\(_2\) versus Δ\(^{13}\)CH\(_3\)D space defined by the *in vitro* and *in vivo* microbial methanogenesis data (Figure 13.4) cannot be explained easily by simply varying the degree of reversibility for the reaction steps. Quantum tunneling...
involving both D/H and $^{13}\text{C}/^{12}\text{C}$ seems to be required. The involvement of carbon isotopes may at first seem unlikely. However, Miller et al. (1981) point out that it is incorrect to think of hydrogen tunneling in isolation. It is the reacting system as a whole that experiences tunneling, and if carbon atoms are involved in the reaction coordinate, the isotopic composition of the carbon can have an effect on tunneling. Using the same model reaction sequence described above, I have explored the interaction between various reversibility scenarios and the effects of tunneling. Generalized vectors showing the effects of the various parameters based on this exploration of parameter space are shown in Figure 13.5. Disparities in reversibility, and thus large differences in fractionation factors at each step, cause decreases in $\Delta^{12}\text{CH}_2\text{D}_2$ at constant $\Delta^{13}\text{CH}_3\text{D}$. This occurs with only moderately low $\delta\text{D}$ for the product methane compared with the more extreme values caused by tunneling. Shorter hydrogen/deuterium tunneling distances increase the effects of quantum tunneling. Where the tunneling distance $a_{1\text{H}}$ is greater for reactions involving $^{13}\text{C}$ (as expected) than for $^{12}\text{C}$, the slope of the enhancement in tunneling in $\Delta^{12}\text{CH}_2\text{D}_2$ versus $\Delta^{13}\text{CH}_3\text{D}$ space is negative (Figure 13.5).

The effect of differences in tunneling distances involving $^{13}\text{C}$ versus $^{12}\text{C}$ can be visualized using a Marcus theory representation of tunneling shown in Figure 13.6; the lower energy of vibration for the $^{13}\text{C}$–H bond relative to the C–H bond, for example, will necessitate a greater tunneling distance. The effect of $a_{13\text{C-H}}/a_{12\text{C-H}} > 1$ on $\Delta^{13}\text{CH}_3\text{D}$ can be understood as follows: the longer tunneling distance for the $^{13}\text{C}$ case gives less advantage to H relative to D in bonding with $^{13}\text{C}$ relative to the $^{12}\text{C}$ case, all else equal, and so $^{13}\text{CH}_3\text{D}$ is preferred relative to $^{13}\text{CH}_4$. Thus, $\Delta^{13}\text{CH}_3\text{D}$ goes up.

The principles described in Figures 13.5 and 13.6 can be used to describe the “kinetic array” that lies well below the equilibrium curve in Figure 13.4. There is a hint that these
principles may have applications beyond just microbial methanogenesis. The methane gases from the deeper levels of the Kidd Creek Mine study fall on the high $\Delta^{12}\text{CH}_2\text{D}_2$ and $\Delta^{13}\text{CH}_3\text{D}$ end of the microbial array (Young et al. 2017). These gases are confidently regarded as abiotic with no connection to microbial methanogenesis, as far as we know (Sherwood Lollar et al. 2007). Therefore, their continuity with the microbialgenic gases implies a fundamental kinetic link.

The high end of the kinetic array occupied by some of the microbial data and the Kidd Creek data can be explained by a larger role for both kinetics and tunneling. Removing the reversibility in all but step (1) and adjusting $a_H$ and $a_{13\text{C}-\text{H}}/a_{12\text{C}-\text{H}}$ to $5.2 \times 10^{-11}$ m and 1.016, respectively, yields a fit to the Kidd Creek data and the high end of the microbial kinetic array (black star in Figure 13.7). The $^{13}\text{C}/^{12}\text{C}$ tunneling effect of 1.016 is squarely in the range found by Miller et al. (1981). The $\delta D$ obtained in this model is $-470.7\%$, relative to the source of hydrogen, similar to the low values for the Kidd Creek methane.

Taken together, the two results for the two ends of the “kinetic array” based on the analogue model for methane formation suggest that the positively sloping array in $\Delta^{12}\text{CH}_2\text{D}_2$ versus $\Delta^{13}\text{CH}_3\text{D}$ space can be explained by a gradation from reversibility in some early key steps and a more limited role for tunneling on the lower end toward less reversibility and a larger role for tunneling on the higher end, including more participation of carbon in the reaction coordinate. In the case of the Kidd Creek data, it may make sense...
that catalysis of methane formation by metal surfaces would permit more of a role for carbon motions than in the case of the C\textsubscript{1} host molecules facilitating microbial methanogenesis.

**13.6 Is This New Information Helping?**

Is this new information about processes orthogonal to differences in isotopic reservoirs actually helping us determine the provenance of methane gases? We examine this question with the aid of Figure 13.8. Here, we plot ~170 natural CH\textsubscript{4} samples analyzed and vetted in our laboratory at UCLA to date as well as the culture experiments and several high-temperature Fischer–Tropsch experiments in \(\Delta^{12}\text{CH}_2\text{D}_2\) versus \(\Delta^{13}\text{CH}_3\text{D}\) space on the left and in the traditional Schoell plot (\(\delta\text{D}\) versus \(\delta^{13}\text{C}\)) on the right. Based on the clumping diagram, three groups of samples are selected as examples of “process end members” as a sort of test of the efficacy of considering process as a means of deducing provenance. Two of the three groups are easily defined and substantiated by laboratory experiments. The first of these are the natural samples that represent purely microbial methanogenesis based on their similarity to the combination of \(\Delta^{12}\text{CH}_2\text{D}_2\) and \(\Delta^{13}\text{CH}_3\text{D}\) values obtained in our \textit{in vitro} culture experiments (in most cases these are from boreal wetlands). The second group comprises gases produced at high temperatures (meaning \(>100^\circ\text{C}\)) that lie at or near to isotopologue thermodynamic equilibrium. While many of these gases are thermogenic, we are purposefully avoiding the traditional classification terminology at this stage because these terms can connote both process and the sources of carbon and hydrogen (e.g.

Figure 13.7 Comparison between the “kinetic array” in \(\Delta^{12}\text{CH}_2\text{D}_2\) versus \(\Delta^{13}\text{CH}_3\text{D}\) space and several relevant reaction rate models based on the reaction scheme shown in (13.13) and (13.16). The array may be defined by a “mixing” of the processes, similar to those depicted by the blue and black stars. See text for discussion. KC = Kidd Creek.
Sherwood Lollar et al. 2006; Etiope and Sherwood Lollar 2013). The third group represents “abiotic” methane. Here, we have immediately deviated from the strategy outlined in the previous sentence and introduced a measure of circularity into the classification by convolving it with source material. This is justified because of the overwhelming geological and geochemical evidence suggesting that the Kidd Creek Mine gases owe their origins to abiotic processes deep in the crust.

The three end-member processes are well separated on the left-hand panel of Figure 13.8. Those same data points, with the same color coding, are plotted on the Schoell plot on the right in Figure 13.8. I have added two major methane source fields, biotic and abiotic, as inspired by the fields shown in Etiope and Schoell (2014) and Etiope (2017). The microbial and thermogenic process subfields of the biotic field are also shown. Overall, the microbial gases as defined by the isotopic bond ordering plot in the microbial subfield for biotic gases in the Schoell plot. The high-temperature equilibrium gases tend to plot in the thermogenic subfield of the biotic field in the Schoell plot, and the Kidd Creek abiotic gases are at the lower edges of the abiotic field in the Schoell plot. Have we learned anything?

The answer appears to be yes because the isotopologue fields separate process from source material unambiguously. For example, the vertical (δD) positions of boreal wetland microbial methanogenesis data in the Schoell plot are lower than those for many “typical” microbial gases because the water δD values for these arctic environs are approximately −200‰ (e.g. Douglas et al. 2016 and references therein), rather lower than for waters from lower latitudes. The [1, 1, 0 . . . 0] kinetic model (blue star in Figure 13.7) predicts a
downward shift in δD of ~160‰ relative to the source hydrogen, yielding bulk δD values of about −360‰, consistent with the boreal wetland data in Figure 13.8. The breadth of the microbial field in the Schoell plot is therefore dictated in part by the range of source hydrogen and carbon samples independent of process. In isotopic bond ordering space, this effect is normalized out.

The importance of normalizing away reactant bulk isotopic compositions is best exemplified by the fact that there are instances where data falling squarely in the microbial field in Δ¹³CH₃D–Δ¹²CH₂D₂ space are not in the biotic field on the Schoell plot. The reasons for this can be traced to unexpected source materials (as enumerated in publications in preparation). Similarly, gases equilibrated at relatively high temperatures as evidenced in the Δ¹³CH₃D–Δ¹²CH₂D₂ plot span the biotic and abiotic fields in the Schoell plot.

Most of the other data points that appear in Figure 13.8 (undifferentiated data are shown in gray) that do not fall within one of the fields in Δ¹³CH₃D–Δ¹²CH₂D₂ space are the result of mixing, fractionation by molecular mass (e.g. Giunta et al. 2018), or possibly processes that are still under study (see Section 13.7).

As an illustrative example of both the high information content and the complexity afforded by CH₄ isotopologue data, we consider here a methane sample from a seafloor vent from the North Atlantic. It is generally thought that aqueous alteration of ultramafic rocks can produce abiotic methane as a by-product of serpentinization that releases hydrogen gas by a reaction resembling 3Fe₂SiO₄ + 2H₂O → 2Fe₃O₄ + 3SiO₂ + 2H₂(g). However, the process is less clear than once thought due to severe kinetic limitations (McCollom 2016). The temperatures or kinetic pathways of methane formation in serpentinizing systems would be valuable arbiters for competing hypotheses for CH₄ formation in these settings. One well-studied site for methane production associated with active serpentinization is the Atlantis Massif that lies east of the intersection of the Mid-Atlantic Ridge and the Atlantis transform fault on the North Atlantic Ocean seafloor. The Lost City hydrothermal field from the southern Atlantis Massif has been of particular interest as the archetypical example of an off-axis seafloor hydrothermal alteration zone (Kelley et al. 2005). Fluids are venting at temperatures of ~30–90°C and both archaeal methanogens and methanotrophs are evidenced in the system (Kelley et al. 2005). Earlier studies indicated that serpentinization at the site was seawater dominated at temperatures of ~150–250°C (Allen and Seyfried Jr. 2004; Boschi et al. 2008). Proskurowski et al. (2006) used apparent D/H partitioning between CH₄, H₂, and H₂O to suggest that methane formation linked to serpentinization occurred at temperatures of ~110–150°C. Wang et al. (2018) used Δ¹₂CH₂D to estimate methane formation temperatures for several seafloor vent systems, including Lost City. Their Δ¹³CH₃D value for the Beehive vent at Lost City is 1.84 ± 0.60‰ (95% confidence), from which they derive a methane formation temperature of 270 ±104/–68°C. These authors discuss the evidence supporting this temperature, which is higher than many previous estimates.

At UCLA, we measured a methane sample from the Beehive vent at Lost City (collected in 2005 and provided by Marvin Lilly, University of Washington) and obtained Δ¹³CH₃D = 1.95‰ ± 0.40 (2σ) and Δ¹²CH₂D₂ = 11.6‰ ± 1.2 (2σ) (Figure 13.9). This
The mass-18 isotopologue data and bulk δ¹³C and δD values for a sample from the Beehive vent of the Lost City hydrothermal field and two possible mixing scenarios to explain the data discussed in the text. Stars show end-member compositions for the missing scenario involving microbial gas described in the text. Solid dots on the mixing curve mark proportions in 10% increments. The Lost City data are the gray circles in both plots. Error bars are 2σ. PDB = Pee Dee Belemnite standard.

Δ¹³CH₃D value is indistinguishable from the Wang et al. (2018) value, and thus at face value it is consistent with the high formation temperature (260 +58/-45°C in our case) obtained in the Wang et al. study. However, the Δ¹²CH₂D₂ value is 7.5‰ higher than the equilibrium value at that temperature. Since the datum is displaced from the equilibrium curve (Figure 13.9), the Δ¹³CH₃D value of 1.95 cannot be taken a priori as a direct measure of methane bond formation temperature.

The position of the Lost City sample above the equilibrium curve in Figure 13.9 suggests that the gas is a mixture. One mixture that fits the datum within error is composed of 20% microbial gas and 80% high-temperature (~350°C) abiotic gas (blue curve in Figure 13.9). The bulk isotopic compositions of these two end members and the associated mixing curve in bulk isotope ratio space are shown in the inset in Figure 13.9. The end-member δ¹³C and δD values required by the fit to the Δ¹³CH₃D and Δ¹²CH₂D₂ data are reasonable, if imperfect, representatives of microbial methanogenesis and abiotic gas, respectively. In this case, the methane isotopologue data may be indicative of a microbial methanogenesis component to the Lost City gas, whereas any temperature information for the mixture end members is model dependent. While the mixing scenario described above is plausible, the Lost City datum by itself does not lead to an entirely unique interpretation. For example, a fit to the isotopologue data can also be obtained by mixing 375°C and 75°C gases with abiotic-like δ¹³C and δD values of −20 and −60‰ and −3.5 and −183‰, respectively (green curve in Figure 13.9).
Possible explanations for the Lost City data other than mixing are: (1) the bulk isotopic composition of the gas was altered by a process that fractionates isotopologues by molecular mass, moving the gas along a slope-1 line in Figure 13.9 and thus suggesting a low formation temperature of ~75°C by extrapolation back to the equilibrium curve; or (2) combinations of mixing and fractionation.

The Lost City example shows at once the potential power of the methane isotopologue data, but also the complexity in the interpretations that can arise, especially where the data are sparse. Of course, suites of data representing ranges in composition are more diagnostic than individual data points. Among the data shown in Figure 13.8 are examples of linear trends in $\Delta^{12}CH_2D_2$ versus $\Delta^{13}CH_3D$ space with slopes of unity that are telltale signs of fractionation by molecular mass, for example.

The ability to use rare isotopologue abundances rather than bulk isotope ratios as means of tracing the origins of methane gases could have important applications elsewhere in the solar system. Measuring $\Delta^{12}CH_2D_2$ and $\Delta^{13}CH_3D$ in methane from the atmospheres of Mars or Saturn’s moon Titan, for example, would provide powerful evidence for the formation mechanisms of Martian and Titanian methane even where the meaning of bulk $^{13}C/^{12}C$ and D/H in the methane is hampered by unknown chemical cycles on those bodies.

### 13.7 The Effects of Oxidation on $\Delta^{12}CH_2D_2$ and $\Delta^{13}CH_3D$

It appears that the combination of values for $\Delta^{12}CH_2D_2$ and $\Delta^{13}CH_3D$ provides a signature of microbialgenic methane (the microbial array) that is independent of bulk isotope ratios, and therefore independent of sources of carbon and hydrogen. The uniqueness of the low $\Delta^{13}CH_3D$ and extremely low $\Delta^{12}CH_2D_2$ values that in combination signify microbial methanogenesis depends on whether other processes might mimic this effect. We have in vitro evidence that anaerobic oxidation of methane (AOM) tends to drive isotopologue compositions of methane toward equilibrium and away from the microbial array. However, at time of writing, the effects of bacterial aerobic oxidation of methane remain unknown.

The data clustered near the equilibrium curve in the upper right of the $\Delta^{12}CH_2D_2$ versus $\Delta^{13}CH_3D$ diagram (e.g. left panel of Figure 13.8) present a vexing problem. At face value, these gases are in near isotopologue equilibrium at <50°C. Two prominent examples are a few of the boreal wetland samples and some of the deep mine samples. However, it seems unlikely that CH$_4$ gas would equilibrate at such low temperatures absent a reaction that breaks and reforms methane molecules (as opposed to isotope exchange with water, for example, which is slow; e.g. Sessions et al. 2004). What is this process?

Young et al. (2017) postulated that the evolution of CH$_4$ effusing from the Kidd Creek Mine fluids over several years from the disequilibrium abiotic field toward the equilibrium curve is the result of cycling between microbial methanogenesis and methanotrophy. The shifts over time are seen mainly in $\Delta^{12}CH_2D_2$, which is initially in gross disequilibrium, but not in $\Delta^{13}CH_3D$, where the latter is in apparent equilibrium from the start (Figure 13.3).
This cycling may or may not be distinct from the “cryptic methane cycle” described recently by Maltby et al. (2018) and Xiao et al. (2017); the cryptic methane cycle refers to high SO$_4$ noncompetitive environs, while experiments suggest that methane reemitted by AOM is driven by low concentrations of the electron acceptor (e.g. SO$_4$; see below). In addition, based on samples from Baltic Sea sediments, Ash et al. (2019) find evidence that isotopic bond-order equilibrium in these sediments is the result of AOM. Stolper et al. (2015) had hypothesized that AOM might yield thermodynamic equilibrium among methane isotopologues, suggesting that isotopic equilibrium between CH$_4$, H$_2$, and CO$_2$ would ensue. The Baltic Sea results suggest that CH$_4$ equilibration occurs without equilibrium with water. The concept that AOM has the capacity to yield methane in isotopic bond-order equilibrium builds on the earlier work of Holler et al. (2011) and Yoshinaga et al. (2014) showing that AOM can lead to $^{13}$C/$^{12}$C equilibrium. AOM shares enzymatic machinery with microbial methanogenesis, leading to the notion that AOM is a reversal of methanogenesis (Scheller et al. 2010; Timmers et al. 2017). Indeed, Yan et al. (2018) report Fe-based AOM by the methanogen Methanosarcina acetivorans in which oxidation of methane occurs by the reversal of the biochemical pathway for acetoclastic and CO$_2$ reduction to methane (see (13.17)). The influence of AOM on the isotopologue composition of CH$_4$ in nature seems plausible; Yoshinaga et al. (2014) point out that methanogens represent a small contingent of the microbial communities in AOM-active sediments and that $^{14}$CO$_2$ is converted to $^{14}$CH$_4$ in sulfate–methane transition zones (Orcutt et al. 2005). Confounding the identification of the CH$_4$ isotopologue signature of AOM in natural settings is the contradictory evidence for its bulk isotopic effects. While Holler et al. (2009) found increases in bulk $^{13}$C/$^{12}$C and D/H in residual methane left behind by AOM in the laboratory, Yoshinaga et al. (2014) emphasized that methane from sulfate-limited AOM horizons has a relatively low $\delta^{13}$C value, not high as expected from simple classical kinetics. They suggest that this is due to equilibration of $^{13}$C/$^{12}$C in the back reaction to convert dissolved inorganic carbon (CO$_2$ dissolved in water) to CH$_4$.

Douglas et al. (2017) refer to “differential reversibility of methanogenesis” in the context of explaining various degrees of apparent equilibration of $\Delta^{13}$CH$_3$D (or $\Delta^{18}$) values for methane. They suggest that hydrogenotrophic, H$_2$-limited methanogenesis (Valentine 2011) causes reversibility. They attribute the equilibrium to rapid H/D exchange with water. This interpretation is in the context of the “reversibility of methanogenesis” hypothesis rather than reversibility in AOM. These earlier suggestions notwithstanding, the $\Delta^{12}$CH$_2$D$_2$ versus $\Delta^{13}$CH$_3$D data suggest that interspecies (e.g. CH$_4$ versus H$_2$O) equilibration is not a requisite for intraspecies (CH$_4$ alone) equilibration.

Because of the difficulty in equilibrating isotopologues at low (near room) temperatures and because of the circumstantial evidence for AOM in several of the sites where low-temperature equilibration in methane gas is evidenced in the isotopologue data, experiments are underway attempting to characterize the $\Delta^{12}$CH$_2$D$_2$ versus $\Delta^{13}$CH$_3$D effects of AOM. These include experiments by J. Gregory Ferry’s group at Penn State University that comprise exchange of the methyl moiety in methyl-coenzyme M (CH$_3$-SCOM) and CH$_4$ by the reaction couple
CH$_4$ + CoB-S-S-CoM $\rightarrow$ HSCoB + CH$_3$-SCoM
CH$_3$-SCoM + HSCoB $\rightarrow$ CoB-S-S-CoM + CH$_4$,

(13.17)

where HSCoB is coenzyme B that provides the proton and CoB-S-S-CoM is the heterodisulfide of coenzymes M and B that serves as the oxidant in the reaction. Reaction (13.17) is catalyzed by the *Mcr* enzyme and is a reversible instance of the final step in (13.15). This experiment is particularly informative as it isolates the step that is often cited as the source of equilibration. The hypothesis is that the reversibility of this step might capture the mechanism for CH$_4$ isotopologue equilibration by AOM. Accordingly, the expectation was that we would see reactant methane in the headspace for this cocktail of coenzymes progress toward isotopologue equilibration.

Some preliminary results from the Penn State experiments are shown in Figure 13.10. The data define two trends. At temperatures below those optimal for the *Mcr* used in the experiments (near room temperature), there is a trend toward equilibrium values for $\Delta^{13}$CH$_3$D but little change in $\Delta^{12}$CH$_2$D$_2$. At 60°C, the optimal temperature for the thermophile-derived enzyme, there are modest but discernible increases in both $\Delta^{13}$CH$_3$D and $\Delta^{12}$CH$_2$D$_2$ values (Figure 13.10). The higher-temperature experiments presumably involve greater turnover of methane by enzymatic activity and thus more exchange of hydrogen. Based on the modeling summarized in Figure 13.4, the positive shift in $\Delta^{13}$CH$_3$D at relatively constant $\Delta^{12}$CH$_2$D$_2$ observed in the low-temperature
experiments suggests that carbon played a larger role than hydrogen in affecting the isotopologue abundances resulting from exchange.

In a set of parallel experiments by Tina Treude’s laboratory at UCLA, methane headspace gas was consumed by SO$_4$-limited AOM in \textit{in vitro} marine sediment slurries using samples collected from active methane seeps in the Santa Barbara channel off the coast of Santa Barbara, California. Methane incubations lasted for various time intervals in the order of days to weeks with concentrations of SO$_4$ ranging from 38 mM to <500 µM. The low-SO$_4$ incubations resemble the low-temperature \textit{Mcr} experiments in which the $\Delta^{13}$CH$_3$D values of residual headspace methane increased toward equilibrium while $\Delta^{12}$CH$_2$D$_2$ remained relatively constant. However, the higher concentration of SO$_4$ results resemble the higher-temperature \textit{Mcr} experiments, with both $\Delta^{12}$CH$_2$D$_2$ and $\Delta^{13}$CH$_3$D increasing with methane consumption (Figure 13.10). One datum from the Santa Barbara sediment slurry experiments lies above the equilibrium curve and might be explained by mixing between initial gas and equilibrated gas, as shown by the dotted curve in Figure 13.10.

These experiments are ongoing, and more detailed reports are in preparation, but our preliminary conclusion is that AOM can push residual methane toward $\Delta^{12}$CH$_2$D$_2$ and $\Delta^{13}$CH$_3$D equilibrium on trajectories in $\Delta^{12}$CH$_2$D$_2$ and $\Delta^{13}$CH$_3$D space that depend on the conditions. Where the enzymatically facilitated exchange is active, both $\Delta^{12}$CH$_2$D$_2$ and $\Delta^{13}$CH$_3$D are affected, while under more restricted exchange activity, only $\Delta^{13}$CH$_3$D is affected. Under no conditions do the effects of AOM resemble those for microbial methanogenesis in $\Delta^{12}$CH$_2$D$_2$ and $\Delta^{13}$CH$_3$D space.

Aerobic microbial oxidation effects on $\Delta^{13}$CH$_3$D were studied by Wang et al. (2016), in which $\Delta^{13}$CH$_3$D values were observed to decrease by several per mil with methane consumption. The effects on $\Delta^{12}$CH$_2$D$_2$ are as yet not known from experiments. Oxidation of methane in the atmosphere by Cl or OH radicals was investigated experimentally by Whitehill et al. (2017) for $^{12}$CH$_4$, $^{13}$CH$_4$, $^{12}$CH$_3$D, and $^{13}$CH$_3$D (i.e. $\Delta^{13}$CH$_3$D). The effects of Cl and OH oxidation of methane on $^{12}$CH$_2$D$_2$ (i.e. $\Delta^{12}$CH$_2$D$_2$) as well as on the other species was modeled by Haghnegahdar et al. (2017). The predictions for $\Delta^{12}$CH$_2$D$_2$ effects of Cl and OH oxidation have been verified by measurements of the experimental products produced by Whitehill et al. (2017) at UCLA. All of these results on the Cl and OH oxidation of methane indicate large shifts in clumping down to extremely low $\Delta^{12}$CH$_2$D$_2$ values (negative tens of per mil) and low $\Delta^{13}$CH$_3$D values well below zero. What is more, in each of the studies, the isotopic KIE values (kinetic isotope fractionation factors) associated with the simple reactions CH$_4$ + OH $\rightarrow$ CH$_3$ + H$_2$O and CH$_4$ + Cl $\rightarrow$ CH$_3$ + HCl closely approximate the “rule of the geometric mean” (RGM) (Bigeleisen 1955) in which the KIE for $^{13}$CH$_3$D/CH$_4$, for example, is the product of those for $^{13}$CH$_4$/CH$_4$ and $^{12}$CH$_3$D/CH$_4$, etc. Where the RGM applies, the relative abundances of the multiply substituted isotopologues – $^{13}$CH$_3$D and $^{12}$CH$_2$D$_2$ in this application – are controlled entirely by the classical KIEs and not by the equilibrium zero-point energy effects specific to each of the isotopologues. The results of the classical kinetics in which the lighter isotopic species of methane react with Cl and OH more rapidly than the heavier
isotopologues are increases in bulk $^{13}\text{C}/^{12}\text{C}$ and D/H in the residual methane left behind and concomitant decreases in $\Delta^{12}\text{CH}_2\text{D}_2$ and $\Delta^{13}\text{CH}_3\text{D}$ (see Question 1 in the “Questions for the Classroom” section for the proof of this behavior). One expects the RGM to apply for single-step kinetic reactions such as those that oxidize CH$_4$ in the atmosphere. The RGM does not apply to the methane isotopologue effects of AOM. Whether the RGM applies to aerobic bacterial oxidation is at present not known, but experiments are planned.

### 13.8 Conclusions

Isotopic bond ordering in methane gas molecules traces process, while bulk isotope ratios trace both process and source isotopic compositions. By measuring the isotopic bond ordering in CH$_4$ gas, it is possible to isolate processes from sources. The $^{13}\text{C}/^{12}\text{C}$ ratios of microbialgenic methane, for example, are controlled by the substrate carbon as well as by the processes of methane formation. The D/H ratios of methane are controlled by the source of hydrogen (often water), as well as the reaction path to formation. The combination of $\Delta^{13}\text{CH}_3\text{D}$ and $\Delta^{12}\text{CH}_2\text{D}_2$ yields a measure of the process of formation irrespective of the $^{13}\text{C}/^{12}\text{C}$ or the D/H ratios of the source carbon and hydrogen. While more experimental work is required to investigate all possible reaction pathways, thus far it appears that the position of a methane datum in $\Delta^{13}\text{CH}_3\text{D}$ versus $\Delta^{12}\text{CH}_2\text{D}_2$ space can be used to identify processes of formation independent of the uncertainties in the source material. One can predict that the ability to trace the origins of methane independent of bulk carbon and hydrogen isotope ratios could prove invaluable for assessing the origins of CH$_4$ gas on other solar system bodies where the meaning of bulk isotope ratios would not be accurately known.

### 13.9 Limits to Knowledge and Unknowns

A known unknown is the effect of “cracking” of organics in $\Delta^{13}\text{CH}_3\text{D}$ versus $\Delta^{12}\text{CH}_2\text{D}_2$ space. Thus far, it seems that low – even negative – values for $\Delta^{12}\text{CH}_2\text{D}_2$ result from the multiple steps of building a CH$_4$ molecule as in microbial methanogenesis. For comparison, Shuai et al. (2018) found that while nonhydrous pyrolysis of coal can generate methane with equilibrium $\Delta^{13}\text{CH}_3\text{D}$ ($\Delta_{18}$) values at temperatures ranging from ~400°C to ~500°C and from ~600°C to 700°C, disequilibrium in $\Delta_{18}$ by about 2‰ results from ~500°C to ~600°C. The degree of disequilibrium also depends on the rate of heating. Based on these results, an important question is whether such processes could ever lead to confusion between microbial methanogenesis and cracking in $\Delta^{13}\text{CH}_3\text{D}$ versus $\Delta^{12}\text{CH}_2\text{D}_2$ space. Hydrous pyrolysis of shale evidently leads to equilibrium isotopologue distributions in the product methane (Shuai et al. 2018). It is perhaps relevant in this context that the temperature window leading to disequilibrium in methane isotopologues due to pyrolysis seems to be rather narrow, suggesting that this may not be a generally important process. More experiments are required.
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Questions for the Classroom

1 Why would partial consumption of isotopically light methane molecules leave the residual methane with lower $\Delta^{13}$CH$_3$D and $\Delta^{12}$CH$_2$D$_2$ values relative to the initial isotopologue composition of the gas in the absence of isotopic exchange among the methane molecules?

2 Why do lower temperatures favor greater $\Delta^{13}$CH$_3$D and $\Delta^{12}$CH$_2$D$_2$ values relative to the stochastic values of zero?

3 Why are $\Delta^{13}$CH$_3$D and $\Delta^{12}$CH$_2$D$_2$ values independent of bulk isotope ratios?
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Earth as Organic Chemist

EVERTT SHOCK, CHRISTIANA BOCKISCH, CHARLENE ESTRADA, KRISTOPHER FECTEAU, IAN R. GOULD, HILAIRY HARTNETT, KRISTIN JOHNSON, KIRTLAND ROBINSON, JESSIE SHIPP, AND LYNDA WILLIAMS

14.1 Introduction: The Disconnect between Earth and the Lab

Earth is a powerful organic chemist, transforming vast quantities of carbon through complex processes leading to diverse suites of products that include the fossil fuels upon which modern societies depend. When exploring how Earth operates as an organic chemist, it is tempting to turn to how organic reactions are traditionally studied in chemistry labs. While highly informative, especially for insights gained into reaction mechanisms, doing so can also be a source of frustration, as many of the reactants and conditions employed in chemistry labs have few or no parallels to geologic processes. It is difficult, for example, to find natural conditions where laboratory reagents such as concentrated sulfuric acid are available, or where extreme oxidants such as chromate and permanganate or reductants such as lithium aluminum hydride are in abundance. Likewise, organic solvents other than the complex mixtures in petroleum and high-pressure natural gases are impossible to find. Instead, the most Earth-abundant fluid that could serve as a reaction medium is water, which is often excluded from organic chemistry procedures and labs. Nevertheless, Earth uses water at high temperatures and pressures as a reactant, catalyst, and solvent for organic transformations on a massive scale.

A common approach to understanding traditional organic reactions is to analyze them in terms of the strengths of the bonds that are broken versus the bonds that are made. When weaker bonds in the reactants are transformed into stronger bonds in the products, the energy of the electrons decreases and the reaction is considered likely to proceed. This is a common approach because it usually works. Those reactions that form stronger bonds are the reactions that are observed to occur, and they are those that are included in traditional organic chemistry textbooks. This is a purely enthalpic view of chemical reactions; the role of entropy is not included. With the exception of some fragmentation reactions that form more product molecules than there were reactant molecules, enthalpic effects tend to dominate the majority of traditional organic chemistry at ambient laboratory conditions. Organic reactions under hydrothermal conditions occur at higher temperatures and pressures than ambient, by definition, and the entropic contribution to the reaction free energy is thus larger than at ambient, to the extent that reactions can start to be controlled by entropic rather than enthalpic effects. Several examples of this contrast in thermodynamic
influence are employed in this chapter as starting points for exploring reaction mechanisms through experiments.

A strength of traditional organic chemistry is a rich attention to mechanistic detail and descriptions of reactive intermediates and transition states. Another common concept for understanding organic reactions at ambient laboratory conditions is that the favorable reaction will be the one that proceeds via the lowest-energy (most stable) intermediate or transition state (i.e. the fastest reaction *wins*). That this approach usually works is consistent with the majority of traditional organic chemical reactions occurring under kinetic control. In contrast, reactions at higher temperatures are more likely to be reversible, and indeed, reversibility is a common feature of hydrothermal organic reactions. Under these conditions, reactions are more likely to occur under thermodynamic rather than kinetic control. Therefore, much of the difference between organic reactivity at hydrothermal and ambient conditions can be understood if reactions at ambient are controlled mainly by enthalpy and kinetics and hydrothermal reactions are controlled more by entropy and thermodynamics. The primary goals of this chapter are to provide examples of predicting thermodynamic influences and to use the predictions to design experiments that reveal the mechanisms of how reactions occur at the elevated temperatures and pressures encountered in Earth. This work is ongoing, and we hope this chapter can inspire numerous and diverse experimental and theoretical advances in hydrothermal organic geochemistry.

### 14.2 The Setting for Organic Transformations in the Deep Carbon Cycle

Earth’s organic carbon cycle has a small surface component with short residence times (years to centuries) coupled to an enormous deeper component with extraordinarily long residence times (hundreds of millions of years). As shown in Figure 14.1, the vast majority (>99.5%) of organic carbon on Earth exists in the deep pool as dispersed organic matter in shales and sediments (15,000,000 petagrams (Pg) C; Hedges, 1992). The global fossil fuel reserves (4500 Pg C) are a tiny fraction of the organic carbon in rocks. The current anthropogenic fossil fuel use (~7.2 Pg y⁻¹), however, dwarfs the physical weathering of dispersed organic matter in continental rocks (~0.7 Pg y⁻¹), which illustrates the profound effects of human activities on the short-term cycle and potentially the long-term deep carbon cycle. The massive deep organic reservoir is supplied by a very small trickle of organic matter (0.1 Pg C y⁻¹) derived from continental and marine primary production (Hedges, 1992; Bianchi, 2011) and consisting largely of lipids, lignin, and complex carbohydrate derivatives such as cellulose. Using these starting materials, Earth generates suites of new organic products.

Temperature and pressure changes with depth enable the transformation of organic compounds within Earth, which are driven by mismatches among oxidation states set by dominant mineral reactions and those of carbon in organic and inorganic compounds. Iron and sulfur are the most abundant elements that have multiple oxidation states in major rock-forming minerals. As a consequence, assemblages of iron- and
sulfur-bearing minerals commonly control the oxidation states in the subsurface. Occasionally, as in petroleum reservoirs, black shales, and coal seams, organic compounds are abundant enough to control subsurface oxidation states (Helgeson et al., 1993; Shock, 1994; Lammers et al., 2015). But in most geologic environments, the rocks call the shots.

Reactions among minerals that can be balanced by H₂, or H₂ together with H₂O, serve as reference points for estimating relative oxidation states during geochemical processes and can be compared with reactions among organic compounds to uncover how mineral–water–organic reactions may re-equilibrate. An example used widely as a reference frame for the oxidation state of the upper-mantle source regions of basaltic melts is the mineral assemblage fayalite–magnetite–quartz (FMQ; Mattioli & Wood, 1986; O’Neill & Wall, 1987; Cottrell & Kelley, 2011), where fayalite represents the ferrous-iron end member of olivine solid-solution phases and for which a reaction can be written that includes H₂ and H₂O as:

\[
3\text{Fe}_2\text{Si}_4\text{O}_{10}(\text{fayalite}) + 2\text{H}_2\text{O} \leftrightarrow 2\text{Fe}_3\text{O}_4(\text{magnetite}) + 3\text{SiO}_2(\text{quartz}) + 2\text{H}_2(\text{aq}).
\]

Oxidation–reduction equilibrium among the constituents of aqueous fluids and basalts can be approximated by FMQ, which will set a specific value of the activity of H₂(aq), \(a\text{H}_2(\text{aq})\), at each combination of temperature and pressure. Calculated values of log \(a\text{H}_2(\text{aq})\) set by reaction of the FMQ assemblage and water at 100 MPa and 0–500°C are

---

Figure 14.1 Surface and deep carbon cycles, which are linked at subduction zones. Numbers in orange boxes represent reservoirs of carbon in Pg (petagrams, \(10^{15}\) g) and arrows with red boxes show fluxes in Pg y⁻¹. Data summarized from Hedges (1992), Bianchi (2011), and Kelemen and Manning (2015). DIC = dissolved inorganic carbon; DOC = dissolved organic carbon.
shown as one of the curves falling roughly in the middle of Figure 14.2. Higher values of log $aH_2(aq)$, corresponding to more reduced conditions, are set by the iron–wüstite (IW) and iron–ferrosilite–fayalite (IFF) assemblages given by:

$$\text{Fe (iron)} + H_2O \leftrightarrow \text{FeO (wüstite)} + H_2(aq), \quad (14.2)$$

and

$$\text{Fe (iron)} + \text{FeSiO}_3(\text{ferrosilite}) + H_2O \leftrightarrow \text{Fe}_2\text{SiO}_4(\text{fayalite}) + H_2(aq), \quad (14.3)$$

where ferrosilite corresponds to the ferrous-iron end member of orthopyroxene solid-solution phases. These assemblages may reflect oxidation states that prevail during the alteration of ultramafic rocks. At more oxidized conditions, lower values of log $aH_2(aq)$ are reflected by the pyrrhotite–pyrite–magnetite (PPM) and magnetite–hematite (MH) assemblages consistent with

$$3/2\text{FeS (pyrrhotite)} + H_2O \leftrightarrow 3/4\text{FeS}_2(\text{pyrite}) + 1/4\text{Fe}_3\text{O}_4(\text{magnetite}) + H_2(aq), \quad (14.4)$$

and

$$2\text{Fe}_3\text{O}_4(\text{magnetite}) + H_2O \leftrightarrow 3\text{Fe}_2\text{O}_3(\text{hematite}) + H_2(aq). \quad (14.5)$$
Values of log $aH_2(aq)$ set by the annite–magnetite–K-feldspar (AMK) and annite–hematite–K-feldspar (AHK) assemblages form curves with steeper trajectories across Figure 14.2, and they correspond to:

$$KFe_3AlSi_3O_{10}(OH)_2(\text{annite}) + 1/2H_2O \leftrightarrow 3/2Fe_2O_3(\text{hematite})$$
$$+ KAISi_3O_8(\text{K-feldspar}) + H_2(aq), \quad (14.6)$$

and

$$KFe_3AlSi_3O_{10}(OH)_2(\text{annite}) \leftrightarrow Fe_3O_4(\text{magnetite})$$
$$+ KAISi_3O_8(\text{K-feldspar}) + H_2(aq). \quad (14.7)$$

Only the stable portions of the AMK and AHK curves are shown in Figure 14.2. Annite is the ferrous-iron end member of biotite solid-solution phases, which can be found with K-feldspar and iron oxides in granites and rhyolites. Analogous diagrams at other pressures look nearly identical (Shock, 1992; Manning et al., 2013).

Also shown in Figure 14.2 is a dashed curve that represents equal activities of the aqueous forms of CO$_2$ and CH$_4$ at stable equilibrium with respect to the reaction

$$CH_4(aq) + 2H_2O \leftrightarrow CO_2(aq) + 4H_2(aq). \quad (14.8)$$

Note that the AMK and AHK curves, and most of the MH curve, fall on the CO$_2(aq)$ side of the dashed curve. This means that carbon in fluids at stable equilibrium with these mineral assemblages will be predominantly in the form of CO$_2(aq)$ and CH$_4(aq)$ will be far less abundant. In contrast, the IFF and IW curves fall well on the side of the dashed curve where CH$_4(aq)$ is dominant. The other two mineral assemblage curves, PPM and FMQ, show the remarkable behavior of being crossed by the dashed curve. This means that the stable equilibrium speciation of carbon consistent with these mineral assemblages shifts from CO$_2(aq)$ predominance at high temperatures to CH$_4(aq)$ predominance as temperature decreases. Oxidation states at or near FMQ are commonly encountered for basalts, and those set by the PPM assemblage are common in hydrothermal systems hosted in basalt, such as those that are commonly found at mid-ocean ridges. The PPM assemblage also closely approximates conditions in many sulfide deposits found in sedimentary rocks. The interplay between carbon chemistry and rock-buffered oxidation states helps explain why natural gas and other organic-rich accumulations are found in lower-temperature sedimentary basins and why high-temperature volcanic gases are dominated by CO$_2$.

As indicated by Figure 14.2, there are thermodynamic drives to convert CO$_2(aq)$ to CH$_4(aq)$ as temperature decreases at the oxidation states set by common rock compositions. This conversion may happen at high temperatures (Shock, 1990; 1992; McDermott et al., 2015; 2018; Wang et al., 2018), but becomes less and less likely as temperature decreases, as indicated by the arrow labeled “Kinetic Inhibition.” As a result, CO$_2(aq)$ and, by extension, carbonate minerals are metastable at FMQ and PPM oxidation states as temperatures decrease. Likewise, it is on the lower-temperature side of the dashed curve in
Figure 14.2 that organic compounds are metastably preserved against conversion to the stable \( \text{CH}_4(\text{aq}) \). As temperatures decrease, reaction mechanisms among metastable compounds determine how Earth operates as an organic chemist.

The diversity and complexity of organic molecules found in Earth systems, from hydrocarbons, to functionalized compounds containing O, N, S, and other elements, to large geopolymeric materials, hint at the wide range of organic reactions conducted within Earth. Wide-ranging oxidation states of carbon, from -4 to +4, are found among methane, hydrocarbons, organic matter, and carbonate, implying diverse organic oxidation–reduction, hydration–dehydration, addition–elimination, substitution, and disproportionation reactions. How such reactions happen is the focus of this chapter.

Modern organic chemistry, both in the classroom and in industry, focuses on rates and specificities of reaction. While Earth organic chemistry is not always fast or specific, it is continuous and effective. In an era when chemistry questions ranging from the emergence of life to habitable planets, biofuel production, and green chemistry are at the forefront of scientific inquiry, it is time to grasp how Earth promotes its broad range of complex organic reactions. One path forward is to follow organic compounds into hydrothermal conditions, predict what can happen based on thermodynamic drives, and conduct experiments to determine which of those possibilities are granted mechanistic permission.

### 14.3 Hydration/Dehydration as Examples of Elimination Reactions

A striking example of how conventional organic chemistry fails to translate well to geologic conditions is provided by reactions in which organic compounds dehydrate in water. Predictions made from enthalpies of reaction and considerations of bond energies, coupled with misapplication of simple concepts like Le Chatelier’s principle and uncertainty about changes with temperature, could lead to the misconception that dehydration is unlikely in aqueous solution. In contrast, geologists are comfortable with the idea of hydrous minerals dehydrating as temperature and pressure increase, and, given that \( \text{H}_2\text{O} \) is the inescapable product, they raise no concerns about mineral dehydration occurring in the presence of an aqueous fluid (Shock, 1993). Do minerals behave differently from organic compounds? Or is dehydration an inevitable consequence of increases in temperature and pressure, even in aqueous solution?

An approach to answering these questions is provided by combining thermodynamic analysis with hydrothermal experiments that yield kinetic data. As shown in Figure 14.3, the equilibrium constant for dehydration of an alcohol – 1-butanol in this case – favors the persistence of the alcohol in solution at ambient conditions. There is only the faintest hint of a thermodynamic drive for the alkene to form at low temperatures, which is consistent with geologists’ blissful lack of concern for the dehydration of ethanol while drinking a cold beer. The explanation for this is that, at ambient conditions, equilibrium favors the alcohol, referred to as the alkene/water addition product in organic chemistry textbooks. Earth, which is not limited to ambient conditions in chemistry labs, did not learn organic
Figure 14.3 Thermodynamics and mechanisms of aqueous alcohol dehydration reactions. The equilibrium constant for reaction (14.9) as a function of temperature at $P_{\text{sat}}$, calculated with equations and parameters from Shock and Helgeson (1990) and Shock et al. (1992), is shown in the upper-left plot. Note that the sign of log $K$ changes at about 200°C. This change in sign of log $K$ corresponds to a change in sign of $\Delta_r G^\circ$ for reaction (14.9) shown in the upper-right plot, which is caused by the increasingly negative contribution of the $-T\Delta_r S^\circ$ term surpassing the decreasingly positive contribution of the $\Delta_r H^\circ$ term as temperature increases. As a consequence, 1-butanol can dehydrate to 1-butene in aqueous solutions at elevated temperature and pressure. When reaction (14.9) occurs in hydrothermal solution, it most likely follows a bimolecular elimination (E2) mechanism involving the alcohol and a molecule of $H_2O$ as shown in the lower panel, which is common for primary alcohols. In contrast, secondary and tertiary alcohols are likely to dehydrate in aqueous solution by unimolecular elimination (E1) mechanisms triggered by protonation of the hydroxyl group in the alcohol (Bockisch et al., 2018). Note that alkene products of dehydration differ depending on the structure of the parent alcohol.
chemistry from textbooks and conducts organic reactions over wide ranges of temperature and pressure. As examination of Figure 14.3 shows, with an increase in temperature at $P_{\text{sat}}$ (the saturation pressures corresponding to vapor–liquid equilibrium for $\text{H}_2\text{O}$ at these temperatures), the sign of the logarithm of the equilibrium constant ($\log K$) for the reaction

$$C_4\text{H}_9\text{OH}(\text{aq}) \leftrightarrow C_4\text{H}_8(\text{aq}) + \text{H}_2\text{O} \quad (14.9)$$

changes, and the thermodynamic drive above 200°C is in the direction of generating considerable 1-butene from 1-butanol by dehydration in aqueous solution. The same reaction now exhibits properties exactly the reverse of how it is portrayed in organic chemistry textbooks.

The origins of this reversal in the sign of $\log K$ for reaction (14.9) are revealed by comparing the contributions of standard enthalpy ($\Delta_r^\circ H^\circ$) and entropy ($\Delta_r^\circ S^\circ$) changes to the standard Gibbs energy ($\Delta_r^\circ G^\circ$) change of the reaction in Figure 14.3, together with the relations $\Delta_r^\circ G^\circ = \Delta_r^\circ H^\circ - T\Delta_r^\circ S^\circ$ and $\Delta_r^\circ G^\circ = -2.303RT \log K$, where the subscript “r” stands for reaction. At low temperatures, both the standard enthalpy and standard Gibbs energy changes are positive for reaction (14.9). With increasing temperature, the growing magnitude of the $-T\Delta_r^\circ S^\circ$ term overwhelms the increasingly positive contribution from $\Delta_r^\circ H^\circ$, leading to a decrease in the magnitude of $\Delta_r^\circ G^\circ$ and ultimately a change in sign. At higher temperatures, the thermodynamic drive for the reaction favors dehydration in aqueous solution.

Having a thermodynamic drive for a reaction is one thing; determining whether a mechanism exists so that the reaction can occur at hydrothermal conditions typically requires experiments. Dehydration of an alcohol to form an alkene is possible at ambient laboratory conditions by using concentrated acids accompanied by physical separation of reactants and products through distillation (Friesen and Schretzman, 2011). Even the conversion of an alkene and water to an alcohol at ambient requires Brønsted or Lewis acid catalysis, even though the reaction is understood as being favorable in textbook fashion owing to formation of a stronger $\sigma$-bond at the expense of a weaker $\pi$-bond (Anslyn and Dougherty, 2005). Therefore, it can come as a surprise that alcohol dehydration is rapid and effective in hydrothermal experiments (Kuhlman et al., 1994; Antal et al., 1998; Katritzky et al., 2001; Hietala and Savage, 2015; Bockisch et al., 2018).

Mechanistically, hydrothermal dehydration of primary ($1^\circ$) alcohols, in which there is one carbon bonded to the carbon that is bonded to the hydroxyl (–OH) group, likely involves protonation of the –OH followed by simultaneous loss of $\text{H}_2\text{O}$ and deprotonation to form the alkene, as shown in the lower panel of Figure 14.3. This makes it a bimolecular elimination, termed an E2 reaction (Xu et al., 1991). At high temperatures and pressures, an E2 mechanism is possible because protonation is an option owing to the enhanced dissociation of $\text{H}_2\text{O}$, which raises the proton concentration in neutral hydrothermal solution. In contrast, tertiary ($3^\circ$) alcohols, in which the carbon bonded to the hydroxyl group is also bonded to three other carbon atoms, are likely to react by a unimolecular elimination (E1) mechanism involving protonation of the hydroxyl followed by elimination of $\text{H}_2\text{O}$ to form a tertiary carbocation that subsequently deprotonates to form the alkene (Xu et al.,
Recent experimental results (Bockisch et al., 2018) show that for many secondary \((2^\circ)\) alcohols, in which the carbon bonded to the hydroxyl group is bonded to two other carbons, the E1 mechanism dominates over the E2 mechanism except in cases where the molecular structure of the alcohol is selected to only allow the E2 mechanism to occur. A specific example is a cyclohexane ring in which the bonds to the hydrogen and the hydroxyl group that are simultaneously eliminated are constrained to be anti- and co-planar. Bockisch et al. (2018) conclude that the E1 mechanism is associated with a positive entropy of activation, whereas the E2 mechanism is associated with a negative entropy of activation, suggesting that E2 elimination becomes less favorable compared to other possible competing reactions, including E1 at higher temperatures. Because the E1 mechanism leads to faster reaction rates than the E2 mechanism at higher temperatures, a prediction from the existing experimental data is that \(1^\circ\) alcohols should persist in hydrothermal fluids longer than other types of alcohols.

14.4 Dehydrogenation/Hydrogenation Reactions

Removal of one or more moles of \(\text{H}_2\), which is required to convert an alkane to an alkene, a linear alkane to a cyclic one, or a cyclic hydrocarbon to a fully aromatic product, is generally considered to be unfavorable under ambient conditions. Even the common name for alkanes as a class, paraffins (from the Latin, \emph{parum affinis}, meaning “insufficient affinity”), emphasizes the apparently low reactivity of these molecules. Indeed, a review of organic chemistry textbooks reveals that reactions of alkanes require heat, catalysis, or very strong acids. In particular, accomplishing the dehydrogenation of an alkane at ambient laboratory conditions is difficult – industrial processes typically require temperatures over 500\(^\circ\)C (Panizza et al., 2003). One recent and promising method lowers the reaction temperature to 200\(^\circ\)C using molecular oxygen as the oxidant, but it requires palladium and titanium dioxide as the catalysts (Dummer et al., 2010). The reverse reaction – hydrogenation of an alkene to form an alkane – is easier to do at ambient laboratory conditions, but still requires over-presures of \(\text{H}_2\) and noble metal catalysts (Rylander, 1973).

As illustrated in Figure 14.4, the oxidation of cyclohexane to benzene in the lab can be accomplished at high temperatures – above 300\(^\circ\)C in the gas phase – with a platinum catalyst (House, 1972). Intermediate reductions and dehydrogenations involving cyclohexene and cyclohexadiene can proceed at somewhat lower temperatures and hydrogen pressures, but still require noble metal catalysts (Rylander, 1973). Meanwhile, the hydration of cyclohexene to cyclohexanol can be accomplished in water with a strong Brønsted acid catalyst, but a Lewis acid catalyst such as mercuric acetate \((\text{Hg(OAc)}_2)\) is normally used (Zweifel and Nantz, 2006), while the dehydration of cyclohexanol requires concentrated sulfuric acid and elevated temperatures (Streitwieser et al., 1995). Oxidation of cyclohexanol to cyclohexanone is usually performed using chromium (VI) reagents (Wiberg, 1965) and the reverse reduction reaction with sodium borohydride (Brown and
Ramachandran, 1996). Further oxidation of cyclohexanone to cyclohexenone has been reported using the rather specialized oxidant N-tert-butylbenzenesulfinimidoyl chloride (NTBC) with lithium diisopropylamide (LDA) in tetrahydrofuran at $-78^\circ$C (Matsuo and Aizawa, 2005), and the reverse reduction requires hydrogen and a palladium catalyst (Rylander, 1973). The final dehydrogenation step to form phenol can be accomplished by coupling it to the reduction of hydrogen acceptors such as ethene with a Pd catalyst (El-Deeb et al., 2017). None of these steps has a plausible geochemical version.

Nevertheless, the presence of alkanes and corresponding alkenes and aromatics in fumarolic systems (Tassi et al., 2015; Venturi et al., 2017) indicates that such transformation reactions do in fact occur in high-temperature geologic systems, suggesting that alkane–alkene reactions are reversible. As summarized in Figure 14.5, a thermodynamic assessment of the transformation of aqueous cyclohexane ($C_6H_{12}$) to aqueous benzene ($C_6H_6$) via

$$C_6H_{12}(aq) \leftrightarrow C_6H_6(aq) + 3H_2(aq) \quad (14.10)$$

reveals that log $K$ for reaction (14.10) becomes less negative with increasing temperature, suggesting a shift toward the production of benzene from cyclohexane. However, unlike the hydration/dehydration reactions discussed above, analysis of the fate of this reaction from standard-state thermodynamic properties is complicated by its stoichiometry. The shift in $\Delta_r G^\circ$ to less positive values, which is explained by the powerful influence of the
entropy contribution compared to the enthalpy contribution (Figure 14.5), is also consistent
with an increasing thermodynamic drive to produce benzene, but the magnitude of that
shift is difficult to resolve from values of $\Delta r G^\circ$ owing to the involvement of 3 moles of $H_2$
in the production of each mole of benzene. This is where the third plot in Figure 14.5

Figure 14.5 Thermodynamics of hydrothermal conversion of cyclohexane to benzene, which
requires none of the extreme measures outlined in Figure 14.4, together with reaction paths from
hydrothermal experiments. Note that log $K$ for reaction (14.10) in the upper-left plot becomes
increasingly positive with increasing temperature, as calculated with equations and parameters
from Shock et al. (1989; 1992) and Plyasunov and Shock (2001). The positive increase in log $K$ is
reflected in the increasingly less positive values of $\Delta r G^\circ$ shown in the upper-middle plot, which also
shows how the increasing negative contribution of the $-T\Delta r S^\circ$ term surpasses the decreasingly
positive contribution of the $\Delta r H^\circ$ term as temperature increases. Contours of the equilibrium ratio
of benzene to cyclohexane as functions of log $a_{H_2(aq)}$ and temperature from 0°C to 350°C (every
50°C) are shown in the upper-right plot. Following an isotherm, the ratio of benzene to cyclohexane
increases with decreasing log $a_{H_2(aq)}$, and at constant log $a_{H_2(aq)}$ the ratio increases with increasing
temperature. The bottom panel shows reaction paths determined by Venturi et al. (2017) in
hydrothermal experiments at 300°C and 8.5 MPa. Arrows indicate the type of reaction leading to
the suite of products from cyclohexane. The lack of arrows to phenol, which was a product in the
experiments, indicates that the reaction pathways were not resolved in the experiments.
becomes particularly useful. Each equilibrium constant combined with a value of the activity of H₂(aq) sets the equilibrium ratio of benzene to cyclohexane. The temperature-dependent contours of those equilibrium ratios are shown as functions of log aH₂(aq), revealing that, at lower values of aH₂(aq), benzene can be considerably more abundant than cyclohexane. This aligns with the notion that low values of aH₂(aq) imply more oxidized conditions, and the average oxidation state of carbon in benzene (−1) is considerably more oxidized than the corresponding value for cyclohexane (−2). Similar conclusions were reached by Venturi et al. (2017), who made comparisons of equilibrium ratios with oxidation states set by mineral equilibria.

In this case, thermodynamic analysis helps to explain the observations of natural systems via a drive toward a metastable equilibrium state involving benzene, cyclohexane, and hydrogen in aqueous solution, but can, of course, provide no evidence of how the reaction happens. Hydrothermal experiments with cyclohexane and common sulfide and oxide minerals (Venturi et al., 2017) demonstrate that conversion of cyclohexene to cyclohexane (C₆H₁₀) and benzene is possible at 300°C and P_sat. A summary of these results is provided in the lower panel of Figure 14.5. The oxidation–reduction reaction between cyclohexene and cyclohexadiene and benzene occurred, as did isomerization reactions yielding methylcyclopentene isomers. Hydration of both cycloalkanes led to alcohols and ketones. Phenol production may have come from benzene or cyclohexanol; the reaction pathway awaits further experimental investigation.

Conversion of cycloalkanes into their aromatic equivalents is of commercial interest as a component of petroleum reformation. Dehydrogenation of cyclohexane to benzene and cyclohexanol to phenol requires heterogeneous catalysis and high-temperature gas-phase reactions. Cyclohexane dehydrogenation generally requires metallic palladium as a catalyst and temperatures from 350°C to 550°C (e.g. see Heinemann et al., 1953). Cyclohexanol can be dehydrogenated under somewhat milder conditions (i.e. 200–300°C), but still requires metallic catalysts such as copper or zinc oxide (Romero et al., 2011). The major conclusions from the experiments of Venturi et al. (2017) are that the presence of minerals yields products that are unexpected based on the reactions of the organic compounds in water alone, and that reactions that are traditionally thought to require metal catalysts can be catalyzed by simple minerals under these conditions.

The influence of minerals on the reactions of alkanes may be far more widespread than is currently appreciated. As an example, Shipp et al. (2014) used sphalerite (ZnS) at 300°C and 100 MPa to enhance alkane reaction rates and improve reaction specificity. This work revealed that the influence of the sphalerite surface on the reaction of 1,2-dimethylocyclohexane, which was complex and reversible in water alone, was to generate only the corresponding cis- or trans-stereoisomer. Experiments with sphalerite and 1,2-dimethylocyclohexane in D₂O further demonstrated a single deuterium incorporation into the product. This indicated that the C–H bonds were activated individually rather than in a concerted mechanism. Mechanistic clues were also gathered by Shipp et al. (2013), who showed that both monomethyl and dimethyl cyclohexane oxidation reactions to produce
the corresponding alkenes are reversible (albeit often slowly) at 300°C and 100 MPa and that a complex suite of products, including both hydrogenation/dehydrogenation and hydration/dehydration reactions, are possible.

Reversibility of hydrogenation/dehydrogenation reactions was also demonstrated at 300°C and 100 MPa for ketones and alcohols by Shipp et al. (2013) for 2-methylcyclohexanone and 2-methylcyclohexanol, as well as several dimethylcyclohexane and dimethylcyclohexanol isomers, and by Yang et al. (2012) for dibenzylketone and the corresponding alcohol at 300°C and 70 MPa. As mentioned above, production of cyclohexanol and cyclohexanone in experiments starting with cyclohexene by Venturi et al. (2017) also suggests that hydrogenation/dehydrogenation reactions of ketones and alcohols are reversible. Taken together, reversible hydrogenation/dehydrogenation reactions among pairs of alkanes and alkenes, as well as alcohols and ketones, may be driven by changes in the activity of H2(aq), which is itself often controlled by mineral–fluid equilibria in reactions involving Fe-bearing oxides, sulfides, and silicates, as discussed above. Experimental evidence for the influence of mineral assemblages on the fate of organic compounds is summarized by Seewald (2001; 2003; 2017), McCollom and Seewald (2007), and Yang et al. (2018). There may also be conditions in organic-rich sedimentary rocks, petroleum reservoirs, and coal beds where organic reactions determine the oxidation state of Fe in sedimentary rocks (Helgeson et al., 1993; 2009; Shock, 1994).

14.5 Organic Oxidations

The hydrogenation/dehydrogenation reactions summarized above represent manifestations of oxidation–reduction reactions involving organic compounds in geochemical processes. Studies of ore deposits have repeatedly reached the conclusion that such reactions involving organic compounds and metals in minerals or in solution are essential for certain types of ore deposition (see below). Exploring these organic–inorganic connections in hydrothermal experiments provides insights into novel reaction coupling that may be unexpected based on organic oxidation experiments at ambient conditions.

An example of the unexpected is the series of organic oxidation reactions involving dissolved CuCl2 at 250°C and 4.0 MPa studied by Yang et al. (2015). Based on laboratory experience in organic chemistry at ambient conditions, divalent copper is thought to be an ineffective oxidant for organic reactions. This stems from the relatively low oxidation potential of the Cu(II)–Cu(I) pair at ambient, which is not nearly as attractive as oxidation by Cr(VI) or Mn(VII). Of course, the notion of the strength of an inorganic oxidant depends on how its oxidation potential relates to the oxidation potential of the organic compound being oxidized. As oxidation potentials are strongly and diversely temperature dependent (Amend and Shock, 2001), conditions can change dramatically at elevated temperatures and pressures.

Dramatic change with temperature characterizes the standard-state thermodynamic properties of organic compound oxidation coupled to Cu(II) reduction in aqueous solution.
as shown in Figure 14.6. In this example, propanoic acid (CH$_3$CH$_2$COOH) is oxidized to ethanol (CH$_3$CH$_2$OH) and CO$_2$ by reduction of Cu$^{2+}$ to Cu$^+$, as in

$$\text{CH}_3\text{CH}_2\text{COOH(aq)} + \text{H}_2\text{O} + 2\text{Cu}^{2+} \rightarrow \text{CH}_3\text{CH}_2\text{OH(aq)} + \text{CO}_2\text{(aq)} + 2\text{Cu}^+ + 2\text{H}^+.$$  

(14.11)

The equilibrium constant for reaction (14.11) at and near ambient conditions indicates that it is highly unfavorable for the reaction to proceed, consistent with organic laboratory experience. At ambient conditions, where log K is strongly negative, Cu$^{2+}$ would not be chosen as an oxidant for this organic oxidation. But, as temperature increases, log K for reaction (14.11) becomes positive and $\Delta_rG^\circ$ becomes negative owing to the dominant influence of the $-T\Delta_rS^\circ$ term as temperature increases. At these conditions, Cu$^{2+}$ can be used to oxidize organic solutes as demonstrated in experiments on phenylacetic acid by Yang et al. (2015) (see text).
leading from phenylacetic acid (C₆H₅CH₂COOH) all the way to benzoic acid (C₆H₅COOH) using CuCl₂. In summary, the stepwise oxidation reactions can be written as

\[
\text{C}_6\text{H}_5\text{CH}_2\text{COOH} + \text{Cu}^{+2} \rightarrow \text{C}_6\text{H}_5\text{CH}_2 + \text{CO}_2 + \text{H}^+ + \text{Cu}^+ , \quad (14.12)
\]

\[
\text{C}_6\text{H}_5\text{CH}_2 + \text{Cu}^{+2} \rightarrow \text{C}_6\text{H}_5\text{CH}_2^+ + \text{Cu}^+ , \quad (14.13)
\]

followed by hydration to form benzyl alcohol (C₆H₅CH₂OH)

\[
\text{C}_6\text{H}_5\text{CH}_2^+ + \text{H}_2\text{O} \rightarrow \text{C}_6\text{H}_5\text{CH}_2\text{OH} + \text{H}^+ , \quad (14.14)
\]

\[
\text{C}_6\text{H}_5\text{CH}_2\text{OH} + \text{Cu}^{+2} \rightarrow \text{C}_6\text{H}_5\text{CHOH} + \text{H}^+ + \text{Cu}^+ , \quad (14.15)
\]

\[
\text{C}_6\text{H}_5\text{CHOH} + \text{Cu}^{+2} \rightarrow \text{C}_6\text{H}_5\text{CHO} + \text{H}^+ + \text{Cu}^+ , \quad (14.16)
\]

\[
\text{C}_6\text{H}_5\text{CHO} + \text{Cu}^{+2} + \text{H}_2\text{O} \rightarrow \text{C}_6\text{H}_5\text{C(OH)}_2 + \text{H}^+ + \text{Cu}^+ , \quad (14.17)
\]

and

\[
\text{C}_6\text{H}_5\text{C(OH)}_2 + \text{Cu}^{+2} \rightarrow \text{C}_6\text{H}_5\text{COOH} + \text{H}^+ + \text{Cu}^+ , \quad (14.18)
\]

keeping in mind that chloride complexes will dominate the speciation of Cu²⁺ and Cu⁺ at the experimental conditions. Note that reduction of 6 moles of Cu(II) is required to oxidize 1 mole of phenylacetic acid to benzoic acid.

Mechanistic details deduced for these reactions include the likely involvement of aqueous complexes between Cu²⁺ and phenylacetate that trigger reaction (14.12), leading quickly (via reactions (14.13) and (14.14)) to benzyl alcohol, which is considerably more stable in aqueous solution than its radical (C₆H₅CH₂⁻) and carbocation (C₆H₅CH₂⁺) precursors. As documented by Yang et al. (2015), the lack of rate effects by adding electron-withdrawing or electron-donating functional groups to the aromatic ring supports the argument that the mechanism is likely to involve the formation of a Cu(II)-phenylacetate complex in solution. In contrast, use of ring substituents in a series of benzyl alcohol experiments strongly supports the formation of a positive charge on the aromatic ring in the rate-determining step to form benzaldehyde (C₆H₅CHO), and the mechanisms for reactions (14.15) and (14.16) are proposed to involve one-electron oxidations via benzylic radicals. The final step in the chain of oxidations produces benzoic acid from benzaldehyde (reactions (14.17) and (14.18)), which requires the contribution of an oxygen atom from H₂O. The prevalence of organic dehydration reactions in hydrothermal solutions discussed above implies that conventional oxidation driven by initial formation of a hydrate from the aldehyde, followed by its oxidation, is unlikely in these experiments. Yang et al. (2015) concluded that radical cation formation followed by H₂O addition is a more likely mechanism, supported by mild ring-substituent effects indicating development of a positive charge on the benzene ring. These results show how coupling of metal reductions and organic oxidations that are unexpected based on ambient laboratory conditions may be common when Earth acts as an organic chemist.
14.6 Amination/Deamination as Examples of Substitution Reactions

Organic nitrogen compounds are essential for all life on Earth; nucleobases and amino acids serve as building blocks for DNA and proteins, respectively. The availability of different forms of nitrogen throughout Earth’s history has therefore strongly influenced the emergence and evolution of the biosphere (Mancinelli and McKay, 1988). At the surface of Earth, biology is predominantly responsible for the relatively rapid cycling of nitrogen between its organic and inorganic forms (Galloway et al., 2004). Over longer timescales, however, the fluxes of nitrogen to and from the biosphere must be dependent on global geologic processes, such as burial of sediments, plate tectonics, and volcanism (Berner, 2006; Boudou et al., 2008). Such geochemical settings may be outside the conditions that permit biochemistry, and also where the reactions of organic nitrogen compounds are less understood owing to wide ranges of temperature, pressure, and compositional variables that have yet to be explored.

In aqueous environments, the main class of abiotic reactions that biologically relevant organic nitrogen compounds undergo is deamination, the loss of an amino group (–NH₂ or –NH₃⁺). Certain nucleobases are known to readily deaminate via hydrolysis (reaction initiated by H₂O) under near-ambient conditions (Garrett and Tsau, 1972; Wang and Hu, 2016), while amino acids are more recalcitrant, requiring higher temperatures before deamination is observable on laboratory timescales (Cox and Seward, 2007). These experimental observations seem to account for the fact that, compared to nucleobases, amino acids are better preserved in the geologic record (Bada et al., 1999) and much more abundant in meteorites (Pizzarello and Shock, 2010). Indeed, the metastability of aliphatic amines, including amino acids and alkyl amines, is further supported by synthetic organic chemistry techniques aimed at room-temperature deamination, which requires harsh conditions such as the addition of nitrous acid (Monera et al., 1989), nitrosyl chloride (White and Scherrer, 1961), or high-energy radiation (Dale and Davies, 1950; Shadyro et al., 2003).

Underlying thermodynamic reasons for such extreme laboratory requirements at ambient conditions are revealed by the calculations shown in Figure 14.7 for the aqueous deamination of alanine (C₂H₅NH₂COOH) to lactic acid (C₂H₅OHCOOH) via the organic substitution reaction

\[
C₂H₅NH₂COOH(\text{aq}) + H₂O \leftrightarrow C₂H₅OHCOOH(\text{aq}) + NH₃(\text{aq}).
\]

(14.19)

Note that log K is negative for this reaction at all temperatures at P_{sat}, and only approaches 0 at the highest temperatures. Once again, the contribution of \( -T\Delta S^\circ \) causes \( \Delta G^\circ \) to become less positive with increasing temperature, but cannot overcome the positive contribution of \( \Delta H^\circ \) except at the highest temperatures (>350°C). As in the case of cyclohexane oxidation to benzene shown in Figure 14.5, the stoichiometry of this reaction can inhibit an intuitive understanding of the influence of ammonia abundance. The right-hand panel of Figure 14.7 shows how the equilibrium activity ratio of lactic acid to alanine depends on the activity of aqueous ammonia, revealing...
that deamination in the presence of micromolal concentrations of NH$_3$(aq) favors lactic acid above about 75°C, while at millimolal concentrations of NH$_3$(aq), temperatures above about 200°C will favor deamination of alanine to lactic acid (assuming molality equals activity, which is a reasonable approximation for a neutral solute in a dilute solution). Although laboratory deamination conditions are generally irrelevant to natural settings, various experimental tools developed by physical organic chemists show promise for making predictions about amino-group reactivity across a diversity of geochemical environments.

Using some of these tools, Robinson et al. (2019) investigated deamination rates and mechanisms for model amines under acidic, hydrothermal conditions (250°C, 4.0 MPa, pH 3.3), relevant to amino acid deamination in granitic or rhyolitic hydrothermal systems. Distinguishing reaction mechanisms enables improved prediction of reactivity in diverse natural systems because individual mechanisms depend differently on geochemical conditions. Using a variety of benzylamine derivatives, Robinson et al. (2019) elucidated two separate deamination substitution mechanisms, with unimolecular (S$_{N}1$) and bimolecular (S$_{N}2$) rate-limiting steps, as shown at the top of Figure 14.8. Both mechanisms result in the same hydration product, benzyl alcohol, and were resolved by taking advantage of a traditional organic chemistry technique using Hammett relationships (Hammett, 1935). These are linear free energy kinetic
relationships that provide insight into the sign and the extent of charge buildup in the transition states of various mechanisms. The kinetics of deamination were compared for different ring-substituted benzylamines, which were assigned empirically derived Hammett $\sigma^+$ values according to the electron-withdrawing or electron-donating character of their substituents (Gordon and Ford, 1972), as shown in the lower left of Figure 14.8. The nonlinear Hammett plot revealed the presence of both $S_N1$ (orange) and $S_N2$ (purple) mechanisms. A conceptual Arrhenius plot (bottom right) illustrates the expected temperature dependence for unimolecular and bimolecular reaction rates relative to one another.

The strength of predictive reaction rate models is greatly enhanced by this type of effort to distinguish mechanisms. In this case, the reaction rates for the $S_N1$ and $S_N2$ mechanisms would be expected to have different temperature dependencies owing to the entropic favorability of a unimolecular rate-limiting step over a bimolecular one. This expectation is illustrated in the lower-right plot in Figure 14.8, which shows a conceptual Arrhenius plot of competing linear relationships between the log of the rate constant ($k$) for single-reaction mechanisms versus the inverse temperature in Kelvin ($1/K$). The results from
Robinson et al. (2019) demonstrate that hydrothermal deamination of benzylamine has two mechanisms and will not follow a single linear Arrhenius trend. Therefore, extrapolation of observed deamination rates across temperature with a single trend would be unreliable. However, the identification of SN1 and SN2 mechanisms allows the rate for each to be characterized across temperature independently, which will permit much more accurate extrapolation and prediction.

14.7 When Organic Molecules Combine: Disproportionation Reactions and Electrophilic Aromatic Substitutions

The preceding examples illustrate the hydrothermal transformation of one organic compound into another through elimination and substitution reactions. Organic compounds can also react with one another to form new products at hydrothermal conditions. In disproportionation reactions two molecules react to generate two new molecules, and in electrophilic aromatic substitution (EAS) reactions two or more molecules can combine to generate greater molecular complexity. Examples of both of these processes are found in the reactions of aldehydes and ketones.

Disproportionation is the primary reaction pathway available to aldehydes that lack α-hydrogens (i.e. hydrogens bonded to a carbon that is bonded to the carbonyl carbon), such as benzaldehyde (C₆H₅COH). In the process, two molecules of the aldehyde react to yield equal amounts of the corresponding alcohol and carboxylic acid, as in

\[
C_6H_5COH + C_6H_5COH + H_2O \rightarrow C_6H_5CH_2OH + C_6H_5COOH.
\] (14.20)

Thermodynamic data equivalent to those presented above for other reactions are lacking in this case; however, insight into this reaction and its mechanism was obtained from detailed kinetic studies (Fecteau et al., 2019). The mechanism of this reaction involves bimolecular reaction of the aldehydes since the reaction is characterized by clean second-order kinetics, and the reaction rate increases with increasing benzaldehyde concentration as expected for a second-order process. Eyring analysis of temperature-dependent kinetic data yields an entropy of activation of –161 J mol⁻¹ K⁻¹, which is also consistent with a bimolecular transition state at the rate-limiting step.

In the laboratory, aldehyde disproportionation is catalyzed by strongly basic conditions such as those obtained by adding sodium hydroxide, the classic example being the Cannizzaro reaction of benzaldehyde (Cannizzaro, 1853; Swain et al., 1979). Typically, an aqueous sodium hydroxide solution is mixed with a protic organic solvent such as methanol to enhance the solubility of the aldehyde (Swain et al., 1979). Under hydrothermal conditions, solubility is dramatically enhanced, and the reaction occurs without the addition of base (Katritzky et al., 1990a; Tsao et al., 1992; Ikushima et al., 2001; Nagai et al., 2004; Fecteau et al., 2019). Experiments as a function of pH show that the hydrothermal reaction can also be catalyzed by hydroxide at higher pH, and at lower pH water serves as the nucleophile for hydrate formation, which then donates hydride to another benzaldehyde molecule in the rate-limiting step.
Another disproportionation found by Fecteau et al. (2019) involves benzaldehyde and benzylic alcohol given by

\[ \text{C}_6\text{H}_5\text{COH} + \text{C}_6\text{H}_5\text{CH}_2\text{OH} \rightarrow \text{C}_6\text{H}_5\text{COOH} + \text{C}_6\text{H}_5\text{CH}_3. \]  (14.21)

Kinetic studies suggest a similar mechanism to the hydrothermal benzaldehyde disproportionation. The products of this disproportionation reaction — a hydrocarbon and a carboxylic acid — represent members of the most abundant organic compounds found in sedimentary basin fluids (petroleum and aqueous), suggesting that reaction (14.21) may represent a class of common geochemical reactions.

Aldehydes are common reactants in the synthesis of larger organic compounds through reactions that create carbon–carbon bonds, such as the aldol condensation and a closely related reaction, the Claisen–Schmidt condensation. These reactions require aldehydes with α-hydrogens, and at ambient they are promoted by both acidic and basic conditions, leading to enol or enolate ion intermediates, respectively. Aldol reactions have been observed under hydrothermal conditions (Katritzky et al., 1990b) and compete with the disproportionation of the aldehyde.

EAS is a reaction where a hydrogen atom of an aromatic ring is substituted by an organic electrophile acting as a Lewis acid toward the π-electrons of the aromatic ring. The Lewis acid site is centered on a carbon atom, which allows new carbon–carbon bonds to form larger, more complex organic structures. In ambient laboratory applications, the Friedel–Crafts reaction, which relies upon a Lewis acid catalyst such as aluminum trichloride to generate the organic electrophile, is perhaps the most prevalent example of EAS. A common industrial example is the production of ethylbenzene, an intermediate in the production of styrene and the plastics produced from it. Under hydrothermal conditions (250°C, P_sat), EAS has been observed to readily occur with certain organic compounds that form stable carbocations that can act as electrophiles, such as benzylic alcohol (Fecteau et al., 2019; Robinson et al., 2019). Benzylic alcohol forms such a carbocation upon loss of water (i.e. dehydration), a step that is promoted by the increased concentrations of hydronium ions afforded by the enhanced dissociation of water at hydrothermal conditions compared to ambient. The benzylic cation is a powerful carbon-centered Lewis acid, and formation of the cation from benzylic alcohol is promoted by simple Brønsted acids — even hydronium ions derived from H_2O — and does not require the addition of catalytic Lewis acids. A striking example of EAS at these conditions is the production of the polycyclic aromatic hydrocarbon anthracene from two benzylic alcohol molecules via two consecutive EAS reactions, the second of which is intramolecular. Assignment of the mechanism of each step to EAS is supported by detailed kinetic studies of the reaction. These EAS reactions yield 9,10-dihydroanthracene, which can dehydrogenate to form the more thermodynamically stable anthracene (Fecteau et al., 2019).

14.8 Summary of Hydrothermal Organic Transformations

As described above, numerous organic transformations happen readily in water at elevated temperatures and pressures, and the same transformations require concentrated acids,
extreme oxidants or reductants, or other unnatural conditions in the laboratory at ambient conditions. The dramatic shift in the dielectric constant of H2O with increasing temperature makes its solvent properties for organic compounds similar to those of organic solvents at ambient conditions (Shock, 1992). Additionally, the pH and oxidation state of hydrothermal environments are buffered by reactions among fluids and rock-forming minerals and can control the organic reactions taking place.

The potential connections among several hydrothermal organic reactions are summarized in Figure 14.9. An alcohol, represented by the methylcyclohexanol in the upper part of the figure, can dehydrogenate reversibly to form the corresponding ketone via an elimination mechanism, or dehydrate reversibly to form alkenes. Further hydrogenation/dehydrogenation reactions link various hydrocarbons. In Figure 14.9, this is represented by methylcycloalkenes dehydrogenating to form methylcycloadienes and ultimately toluene, as well as the mineral-assisted dehydrogenation of cyclohexane to benzene. Another hydrothermal path toward toluene starts from benzyl alcohol in the lower-right corner, which can react with benzaldehyde to produce benzoic acid and toluene as an example of a disproportionation reaction. Hydrothermal oxidation of benzyl alcohol to benzaldehyde, as well as benzaldehyde oxidation to benzoic acid,
can each be coupled to reduction of Cu(II), which is utterly unfamiliar at ambient laboratory conditions. This is an example of how an oxidation state imposed by minerals can influence or determine organic reaction paths and products. In low-pH environments, which can occur in high-temperature, organic-rich sediments and in hydrothermal systems hosted in silicic igneous rocks, benzylamine can reversibly deaminate to produce benzyl alcohol through simultaneous unimolecular and bimolecular substitution mechanisms. Benzyl alcohol can also react via an EAS mechanism with itself, undergoing two steps of hydrothermal dehydration to generate 9,10-dihydroantracene and a dehydrogenation to produce antracene.

By generating results along time series, the same experiments that reveal mechanisms of hydrothermal reactions can also supply kinetic rate data as summarized in Figure 14.10. Experimental results are summarized as the first half-lives of the indicated reactions at either 250°C (top) or 300°C (bottom). Dehydration of tertiary alcohols is by far the most rapid reaction, and decarboxylation of aldehydes is the slowest in the hydrothermal experiments summarized here. Currently available information reveals that certain types of reactions exhibit wide ranges in rates that are likely tied to variations in mechanism. As an example, tertiary alcohols dehydrate faster than secondary alcohols because the primary intermediate is a carbon-centered cation, and tertiary cations are more stable than secondary cations and are therefore formed more quickly (see Bockisch et al., 2018). In addition, deamination of a secondary amine can be faster than deamination of a primary amine owing to a change in mechanism that is somewhat more subtle. In the case of the secondary amine, only the unimolecular substitution (S_N1) reaction is involved, whereas the primary amine reacts through unimolecular (S_N1) and more sluggish bimolecular (S_N2) mechanisms simultaneously (see Robinson et al., 2019).

While Figure 14.10 serves to summarize our current state of knowledge about hydrothermal organic transformation rates, which have underlying mechanistic explanations, it also serves as a starting point for mapping what we do not yet know. In cases where we have sufficient data, we can tell that some reactions (e.g. dehydration, decarboxylation, deamination) can exhibit variable rates, and mechanistic explanations for those variations are possible. In other cases, data are insufficient to conclude that wide-ranging comprehension is possible. We know what rates of oxidation with Cu(II) are like, but that does not mean that we can predict what oxidation rates will be like with Au(I), Hg(II), Fe(III), Mn(III), V(V), or U(VI). Each of these elements is found to be enriched in organic-rich geologic materials, suggesting that coupled metal–organic oxidation–reduction reactions could be common geochemical processes (Gize, 1999; Greenwood et al., 2013; Shock et al., 2013; Hu et al., 2015; 2017; Cumberland et al., 2016), but mechanistic revelations about reactions that prevail under a given set of conditions are just beginning to be reached. Likewise, known rates of hydrothermal EASs are unlikely to be sufficient for predicting rates of transitions from lignin to coal to anthracite that are accompanied by increasing temperatures and pressures in sedimentary basins. Nevertheless, the results currently available and the experimental techniques that allow
Figure 14.10  Approximate relative rates of hydrothermal reactions given as the logarithm of the reactions half-life ($t_{1/2}$, the time to reach half of the starting reactant concentration). The reactions above the half-life timeline were performed at 250°C, while those below were performed at 300°C. a = reaction proceeds via the protonated oxygen; b = Xu and Antal (1994); c = Robinson et al. (2019); d = for reaction with 0.05 m copper(II) chloride; e = Yang et al. (2015); f = Bockisch et al. (2018); g = Fecteau et al. (2019); h = for reaction at 0.1 m; i = Glein et al. (2019); j = Yang et al. (2012); k = Palmere and Drummond (1986).
mechanistic insight set the stage for a rapid expansion of knowledge about how Earth operates as an organic chemist.

### 14.9 Organic Reactions in the Deep Carbon Cycle

We may ask: How relevant are the results summarized above, and the chemistry of organic compounds in general, to the large-scale deep carbon cycle? The experiments described here were performed at pressures that are typical of shallow crustal pressures, yet conditions at higher pressures, such as those encountered in subduction zones, may drive similar reaction pathways. In support of this suggestion, Huang et al. (2017) report the results of experiments at 300°C and much higher pressures (from 2.4 to 3.5 GPa) using a diamond anvil cell in which the organic compound isobutane was formed from aqueous sodium acetate. Solid Na$_2$CO$_3$ was another product of this reaction, suggesting an overall disproportionation reaction occurs, related to those described in Section 14.8, in which the carbon that is initially present in acetate is both reduced to isobutane and oxidized to carbonate. Huang et al. (2017) also found that the newly generated isobutane formed an immiscible hydrocarbon liquid phase that coexisted with minerals at their experimental conditions, and they go on to suggest that hydrocarbon fluids may be part of subduction-zone assemblages.

Evidence that organic compounds, including hydrocarbons, exist and survive at temperatures and pressures that are much more extreme than those of the experiments above is documented by the extraction of organic compounds from metamorphic and intrusive rocks (Salvi and Williams-Jones, 1997; 2006; Price and DeWitt, 2001; Taran and Giggenbach, 2003; Krumrei et al., 2007; Sawada et al., 2008; Nivin, 2011; Potter et al., 2013) and by indications of organic contributions to carbon budgets in rocks associated with subduction (Alt et al., 2012a; 2012b; 2013; Clift, 2017). Nevertheless, characterization of the types of organic compounds, specifically which functional groups dominate, is extremely limited at present. This kind of information will first be required in order to take advantage of the mechanistic information more easily obtained at lower temperatures and pressures. Mechanistic information will be essential to understanding, for example, which compositions of functional groups and which reactions are sluggish enough to preserve organic compounds under these conditions.

Existing high-pressure/temperature techniques, including but not limited to diamond anvil cell experiments, make it possible to test mechanistic hypotheses and will permit quantitative extrapolations of reaction rates to extreme conditions. Specifically, focusing on reactions through which biomarker compounds can be transformed would lead to an enriched interpretation of the geologic history of geochemical transformations following the incorporation of biomolecules into geologic materials. It is possible to imagine a time in the future when knowing which functional groups dominate compositional mixtures of organic material in geologic samples and what their dominant reactions, mechanisms, and kinetics are could be used to deduce the physical conditions and durations of geologic
processes in ways that are complementary to better developed methods involving radio-
genic isotopes. We hope that this review points the way to further experiments that will enable such possibilities.

### 14.10 Geomimicry as a New Paradigm for Green Chemistry

A major goal of chemistry has always been the controlled transformation of materials. Attaining that goal is a primary focus of organic chemistry, which has both blessed and cursed the world with new products that can save lives or cause pollution and disease. Meanwhile, Earth functions as a consummate organic chemist conducting an enormous range of chemical reactions involving organic compounds in aqueous solution without using toxic reagents, expensive noble metal catalysts, or extreme oxidants, reductants, or concentrated acids. Benchtop organic chemists have spent decades developing the techniques and tools to make these reactions faster or more specific, but ultimately, nearly every reaction imaginable in the lab also occurs at natural geochemical conditions.

As summarized above, hydrothermal organic transformations occur at moderately elevated temperatures and pressures. The properties of hydrothermal water enable organic chemistry. Its dielectric constant is substantially lower, mimicking organic solvents, and its extent of dissociation into hydronium and hydroxide is greater, promoting both acid- and base-catalyzed reactions. Thus, hydrothermal water can act as a solvent, a reagent, and a catalyst. In addition, virtually all hydrothermal chemistry takes place in the presence of solid-phase minerals, whose surfaces can also act as reagents and heterogeneous catalysts.

The emerging topic of geomimicry seeks answers to the practical questions: *How does Earth perform chemistry? And how can we learn from it?* By capitalizing on reaction chemistries and mechanisms informed by geologic processes and enabled under hydrothermal conditions, reactions can be promoted that use less toxic and more abundant natural materials. Hydrothermal chemistry offers new reaction pathways toward sustainable fuel production to reduce our dependence on fossil carbon. As we learn to control hydrothermal reactions, new capabilities in reaction selectivity could revitalize fine chemical production. Most importantly, geomimicry offers a paradigm shift for green chemistry toward altogether new processes that will not pollute because they are already Earth’s ways of doing organic chemistry.

### Questions for the Classroom

1. Discuss the preservation potential of biomarker molecules in geologic materials if they are surrounded by silica versus if they are surrounded by hematite. Propose a set of relevant reactions using your choice of biomarkers.
2. Rank hydrothermal organic reactions in terms of their potential to be affected by a stainless steel reaction vessel used in experiments.
3 What would be the effect of conducting the same reactions at the same temperature and pressure in the presence of a PPM assemblage?

4 The maturation of buried organic matter such as kerogen over geologic timescales involves decreases in the abundances of hydrogen, nitrogen, and oxygen relative to carbon in the kerogen structure. Write some mechanistically plausible reactions that could lead to kerogen maturation.

5 Use Figure 14.9 to argue how organic reactions may differ during burial of pelagic sediment, continental-derived sediment, altered mid-ocean ridge basalt, and altered peridotite.

6 Rate data in Figure 14.10 are for either 250°C or 300°C, but not both. Propose additional experiments that would expand our understanding of the temperature dependence of these rates, making the case for your choice of reactions using geologic conditions and processes on Earth and other ocean worlds of the solar system.

7 Using the results summarized in Figures 14.9 and 14.10, predict the fate of compounds in organic-rich sedimentary rocks during episodes of tectonic uplift.

8 Use the SUPCRT or CHNOSZ codes to evaluate equilibrium constants for the dehydration of an alcohol to the corresponding alkene and show how the dehydration reaction is affected by changes in temperature and pressure. Now couple the dehydration of the alcohol to a mineral hydration reaction of your choice and assess the combined fate of organic and mineral transformations.

9 Changes in pH can have dramatic effects on the mechanisms of organic reactions in Earth. How and why would changes in pH influence the transformation of a long-chain alcohol, an amino acid, and a membrane lipid?

10 What model organic compounds would you predict to be present under CO₂ ice on Mars and what products would you expect during heating from a meteorite impact?

References


15
New Perspectives on Abiotic Organic Synthesis and Processing during Hydrothermal Alteration of the Oceanic Lithosphere
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15.1 Introduction

The main known organic compounds on Earth are biologically derived, whether they are direct products of biological activity or the result of thermal degradation of bio-derived material. While the synthesis of organic compounds from inorganic reactants is a common process in the chemical industry, it remains an unverified component of the deep carbon cycle on Earth and possibly on other planetary bodies. Abiotic organic synthesis is central to life emergence and sustainability, and possibly to “geo-inspired” resources. Intensive efforts are still needed to unravel the possible forms, sources, quantities, and formation mechanisms of abiotic carbon compounds under geologically relevant conditions. An improved knowledge of their processing within the lithosphere is also mandatory to better quantify their impact on biogeochemical cycles and their contribution to C fluxes between Earth’s external and internal envelops. Their presence in fluids and rocks may also affect the kinetics of fluid–silicate reactions and the fates of other elements, particularly the redox-sensitive ones (e.g. transition metals, S).

Abiotic organic compounds in the lithosphere can have two main origins: either rising from a deep volcanic source in the mantle or formed in situ in the upper lithosphere during hydrothermal processes from mantelic or seawater inorganic carbon compounds (see Refs. 1 and 2 for reviews). In the present chapter, we focus on lithospheric hydrothermal processes that include late magmatic stages and fluid–rock reactions.

In fluids, natural occurrences of recognized abiotic organic volatiles of hydrothermal origin include methane (CH₄), short-chain alkanes, and small organic acids. They have mainly been observed in geothermal systems or continental seepages within ophiolites and Precambrian shields³ and at hydrothermal vents near mid-ocean ridges⁴ and subduction forearcs.⁵ Hence, they are not necessarily associated with deep active volcanism, and they attest to the contribution of lithospheric hydrothermal processes to abiotic organic synthesis. In most cases, these occurrences of organic volatiles are associated with high concentrations of H₂ reached by reduction of water during aqueous alteration of ferrous iron-bearing minerals. The latter are particularly abundant in mantle and olivine-rich lithologies whose alteration process is known as serpentinization.
CH$_4$ and short-chain hydrocarbons have attracted scientific attention over recent decades, and different reactions have been proposed to explain their possible abiotic formation.$^{1,3}$ The ones occurring in the oceanic lithosphere include re-speciation and high-temperature (T) reactions ($>$400–500°C) of magmatic C–O–H fluids during cooling, carbonate decomposition to CH$_4$ (<800°C), and inorganic carbon reduction by H$_2$ at lower T (<400–500°C). The latter has been the most investigated pathway and may occur through Fischer–Tropsch-type (FTT) reactions under gaseous or aqueous conditions. However, the exact mechanism and the nature of potential metal catalysts are still debated (see reviews in Refs. 1 and 6). Up to now, experimental results have converged toward kinetic inhibition of CH$_4$ formation at low T ($<$300–400°C) according to the low methane yield achieved in most experiments (see Section 15.3.1). This is in agreement with recent work putting forward a dominant deep source for CH$_4$ venting at mid-ocean ridges.$^{7,8}$ This deep CH$_4$ may result from the entrapment and re-speciation at high T ($>$400°C) of mantle-derived CO$_2$ within fluid inclusions or vesicles in magmatic rocks,$^{9,10}$ the fluids being later released during hydrothermal alteration of oceanic rocks. Conversely, no consensus has yet emerged to explain the origin of CH$_4$ seepages observed in continental settings where fluid–rock reactions occur at even lower T ($<$100°C). Such settings may offer favorable environments for gas-phase reactions that are more efficiently catalyzed than aqueous ones.$^{11}$ However, most of these assumptions are based on CH$_4$ carbon isotopic signatures that can be highly similar to those produced by microbial methanogenesis under alkaline conditions at high levels of dissolved inorganic carbon.$^{12,13}$

Among organic acids, formate is the only one so far recognized as being of possible abiotic origin in nature, resulting from the equilibration in aqueous solution of CO$_2$ or carbonate ions and H$_2$ under neutral to alkaline conditions.$^{14-16}$ A variety of other (e.g., methanethiol, amino acids) and heavier (aliphatic and aromatic hydrocarbons, organic acids) organic compounds were also observed in hydrothermal vent fluids and chimneys, but they are often considered as biologically derived.$^{16-24}$ Should abiotic synthesis of such compounds occur, they are likely to be too diluted in hydrothermal fluids to be distinguished from background biological contributions.$^{24}$

Bulk analyses of hard rocks from the oceanic lithosphere describe up to 1500 ppm of total organic carbon (TOC) in serpentinized abyssal peridotites.$^{25-28}$ If some are present as volatile organic compounds adsorbed on minerals, a fraction is possibly present as solid carbonaceous matter (CM). The nature, diversity, and origin of such organic phases remain poorly constrained, and one cannot preclude a biological contribution to their formation$^{29-31}$ and a thermogenic origin as for kerogens.$^{30,31}$ Part of this controversy is due to the fact that occurrences were found in potentially colonized environments and that spectroscopic, chemical, and isotopic evidence lacks unequivocal criteria to discriminate between abiotic and biotic origins. In addition, most of the conditions and reactions leading abiotically to carbonaceous compounds are mostly unknown, including their relationship with methane. The experimental difficulty to produce sufficient CH$_4$ during hydrothermal synthesis compared to what is observed in nature suggests alternative organic products.
being preferentially formed and leaves the door open to the existence of metastable compounds in the shallow lithosphere.\textsuperscript{32–35}

All of these data force one to consider new paradigms for abiotic organic synthesis in hydrothermal settings, not being CH\textsubscript{4} centered, but rather including the potential formation of organic carbon compounds with intermediate oxidation states, possibly mediated by rock-forming minerals. In this chapter, we discuss natural occurrences of carbonaceous compounds within the hard rocks of the oceanic lithosphere or analogs to complement the numerous studies and reviews focused on organic compounds in fluids discharged at oceanic hydrothermal vents or continental seeps (e.g. Refs. 3 and 20). Data on natural rocks affected by low-T (<400°C) and high-T (>400°C) hydrothermal reactions are compared to the most pertinent experimental and theoretical data currently available. Some resulting assertions remain hypothetical but provide new schemes for considering and investigating organic synthesis in lithospheric hydrothermal environments.

15.2 Carbonaceous Matter in Hydrothermally Altered, Mantle-Derived Rocks

Accumulations of CM can be found from the Proterozoic to the present time in volcanic and igneous rocks from a diversity of geodynamic contexts, including spreading zones, oceanic hot spots, island arcs, and continental rifts.\textsuperscript{36,37} We focus here on the organic carbon suspected to be nonbiological based on investigations of the most favorable rocky environments for abiotic organic synthesis (i.e. during hydrothermalism affecting mantle-derived rocks).

15.2.1 Bulk Rock Investigations

The first mention of the presence of CM in mafic and ultramafic rocks came from the vast Russian literature published since the 1950s. At that time, the so-called Russian–Ukrainian School had spent significant effort in exploring hydrocarbons in mafic and ultramafic rocks to support a deep mantle origin hypothesis for hydrocarbons deposits. We refer to Sephton and Hazen\textsuperscript{2} for a historical perspective and an inventory of achievements in this field. Although a large part of these studies remains untranslated, a review of the occurrences of putatively abiotic condensed naphtides showed a large diversity of compounds associated with volcanic and igneous rocks in a wide range of geodynamic contexts.\textsuperscript{37} These compounds include aromatic and aliphatic hydrocarbons and their N-, O-, and S-bearing derivatives. Notably, they mainly occur in mafic and ultramafic rocks. The first study targeting oceanic rocks has focused on the Rainbow (36°14′N) and Logatchev (14°45′N) hydrothermal fields (Mid-Atlantic Ridge (MAR)).\textsuperscript{38} In addition to the presence of low-molecular-weight alkanes and isoalkanes, this study reported the presence of CM in serpentinitized rocks, in metalliferous sediments, and in secondary Fe–Ni sulfides. The Fe–Ni sulfides presented the highest concentrations and the broadest diversity of viscous and solid organic compounds depicted as resinous bitumen. Notably, a compositional
relationship was established between these resinous bitumen and hydrothermal crystalline hydrocarbons identified as karpatite (C_{24}H_{12}) and idrialite (C_{22}H_{14}) found in the same rock samples and thought to derive from serpentinization reactions.\textsuperscript{38}

Karpatite (Figure 15.1) and idrialite correspond to polycyclic aromatic hydrocarbon (PAH) minerals. PAH minerals are the most typical molecular organic minerals with well-defined chemical compositions and crystallographic properties.\textsuperscript{39} These molecular crystals can form thanks to the high stability of PAHs in hydrothermal fluids,\textsuperscript{40} allowing transport without thermal degradation and subsequent concentration and crystallization at the hydrothermal discharge zone.\textsuperscript{41,42} Coronene and phenanthrene, the precursors of karpatite and of a number of natural molecular organic minerals (Table 15.1), were shown to derive from the hydrothermal alteration of organic matter present in sediments,\textsuperscript{43} but can also be produced during basalt cooling (Section 15.3.4).\textsuperscript{44,45} Although the mechanisms of PAH concentration prior to crystallization is still unknown, occurrences of molecular organic

Table 15.1 Organic minerals related to hydrothermal alteration in mafic and ultramafic rocks.\textsuperscript{38,47} With the exception of evenkite, which is classified as an alkane mineral, all are PAH minerals (adapted from Echigo and Kimata\textsuperscript{39}).

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Chemical formula</th>
<th>Chemical nomenclature</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karpatite</td>
<td>C_{24}H_{12}</td>
<td>Coronene</td>
<td>48</td>
</tr>
<tr>
<td>Idrialite</td>
<td>C_{22}H_{14}</td>
<td>Picene</td>
<td>49</td>
</tr>
<tr>
<td>Kratochvilite</td>
<td>(C_{6}H_{4})CH_{2}(C_{6}H_{4})</td>
<td>Fluorene</td>
<td>50</td>
</tr>
<tr>
<td>Simonellite</td>
<td>C_{19}H_{24}</td>
<td>1,1-Dimethyl-7-isopropyl-1,2,3,4-tetrahydro-phenanthrene</td>
<td>51</td>
</tr>
<tr>
<td>Evenkite</td>
<td>(CH_{3})</td>
<td>n-Tetracosane</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>(CH_{2})<em>{22}(CH</em>{3})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 15.1 (a) A vein of karpatite (yellow crystals) surrounded by quartz (white crystals) and cinnabar (red spots). Scanning electron micrographs of (b) the broken surface of native karpatite and (c) its layering at the end of the layered structure. Reproduced with permission of Springer Nature, from Potticary et al. (2017), Sci Rep, 7, 9867, figures 1b, 2a,b.\textsuperscript{46}
minerals may attest to localized high concentrations in (poly)aromatic compounds in the oceanic lithosphere.

More recently, three studies characterized by bulk molecular approaches (1) serpentinized peridotites and gabbroic rocks recovered at the Atlantis Massif (30°N MAR) at both the Lost City hydrothermal field and Hole U1309D (Expeditions 304/305, Integrated Ocean Drilling Program (IODP)), (2) peridotites from the Ashadze (12°58’N) and Logatchev hydrothermal sites along the MAR, and (3) the fossil ocean–continent transition recorded in the Swiss Alps. All of these studies used gas chromatography and/or gas chromatography–mass spectrometry. Based on the presence of biomarkers (e.g. pristane, phytane, squalane, hopanes, and steranes) or higher relative abundances of \( n-C_{16} \) to \( n-C_{20} \) alkanes, amino acids, and long-chain \( n \)-alkanes identified in the solvent-extracted fraction, they all concluded that the organic carbon was of biological origin, as supported by TOC isotopic analysis of the oceanic rocks. However, biological contamination may have overprinted any possible abiotic geochemical signatures, since these oceanic basement rocks have been affected by long-lived hydrothermal alteration and present-day microbial ecosystems.

15.2.2 In Situ Investigations at the Microscale

Development of in situ techniques currently allows imaging of rock-hosted CM along with their relationship with mineral parageneses. The scarce data for oceanic rocks report that the carbon phases exhibit a structural organization varying from amorphous to well-organized graphite-like material (Figure 15.2a and b). Organic compounds have also been detected as thin films or gel-like materials embedding minerals and filling microfractures (Figure 15.2c). As is detailed below, some have an origin that is still debated, depending on the geological setting and textural criteria.

The Hyblean basaltic diatreme (Sicily, southern Italy), recognized as a paleo-oceanic serpentinite-hosted hydrothermal system comparable to those found along slow-spreading ridge segments, is one of the most studied places where the presence of large amounts of putatively abiotic carbonaceous compounds has been related to hydrothermal activity. A series of papers reported the occurrence of heavy hydrocarbons in deep-seated xenoliths including metasomatic gabbroic xenoliths and highly serpentinized peridotite xenoliths. In the gabbroic xenoliths, the presence of saturated aliphatic and aliphatic–aromatic hydrocarbons was highlighted by bulk rock analysis using electron impact-direct pyrolysis mass spectra. These observations were supported by Fourier-transform infrared (FTIR) spectroscopy showing carbon-cored clayey vesicles and dull-black, tiny pellets associated with the clayey mat pervasively intruding into fractures of the host rocks. Organic crystalline phases were also detected using X-ray diffraction (Table 15.1), and thermal decapitation allowed the analysis of hydrocarbons trapped in fluid inclusions. Similarly, in the extensively serpentinized and carbonated ultramafic xenoliths, microscopic accumulations of sulfur-bearing organic matter commonly occur between hydrothermal minerals.
(i.e. secondary calcites and fibrous phyllosilicates), forming occasionally coarse bituminous patches.\textsuperscript{58} The organic matter was estimated to represent 3–6\% of the whole rock. Micro-FTIR spectroscopy highlighted the presence of condensed aromatic rings with aliphatic tails consisting of a few C atoms, which is suggestive of asphaltene-like structures. Such structures were confirmed by solubility tests in toluene and n-hexane, thermogravimetric analyses and differential thermal analysis. X-ray photoelectron spectroscopy (XPS) also indicated minor S and O functional groups.

In these studies, it has been proposed that asphaltenes and high-molecular-weight hydrocarbons, respectively, derived from \textit{in situ} aromatization or progressive polymerization and polycondensation reactions of light aliphatic hydrocarbons formed by FTT reactions.\textsuperscript{47,58} The hydrocarbon-bearing xenoliths possibly represent any level of the hydrothermal system, including its deepest and hottest parts at \~400°C.\textsuperscript{47} Nevertheless, both biotic and abiotic origins could have been possible. It is challenging to infer the possible processes and formation conditions giving rise to heavy hydrocarbon accumulations in such a complex geologic setting. Mantle xenoliths experienced transport and decompression during the formation of the diatreme, with possible consequences for CM that are unrelated to hydrothermal circulation.

Indeed, CM commonly occurs in basalts and mantle xenoliths, which were thoroughly investigated during the 1980s and 1990s.\textsuperscript{59–62} At that time, the aim was to assess the mantle carbon content by using a suite of techniques including electron microscopy, chemical imaging, XPS, and carbon isotopes,\textsuperscript{59,61–63} as well as thermal desorption surface analysis by laser ionization and low-energy electron diffraction.\textsuperscript{62} In these rocks, CM was
observed as discrete platy lumps of up to 20–200 µm in size or as thin, amorphous films of a few nanometers located on quench-produced crack surfaces, grain boundaries, and the walls of fluid inclusions. They consisted dominantly of graphite-intercalated compounds along with ill-defined complex mixtures of graphite-like compounds and organic material composed of C, H, and possibly N. All of these studies concluded that CM had an abiotic origin based on: (1) its preferential concentration on sulfide spherules attached to vesicle walls,\(^6^0\) where the sulfides may have played a catalytic role in organic compound formation and concentration as also observed for hydrothermal sulfides,\(^3^8\) or (2) the close association of carbon with Si, Al, alkalis, halogens, and/or transition metals, which are elements that were likely present in the volcanic gas at the origin of these carbon accumulations.\(^6^2\) Again, to account for the production of CM in basalts and mantle xenoliths, these studies invoked: (1) FTT reactions involving volcanic gases degassed of host lava and reacting with fresh and chemically active crack surfaces formed by thermal stresses during eruption, decompression, and cooling; and (2) subsequent evolution of the condensate during cooling. Although heterogeneous catalysis at the mineral surface was the favored hypothesis, organics may have been alternatively assimilated into the volcanic gases prior to eruption and deposited on cracks formed during eruption and cooling.\(^6^2\)

The possible role of mineral surfaces in the abiotic formation of CM in the oceanic lithosphere was pointed out in a series of recent studies. Various associations between minerals and condensed CM were documented using scanning electron microscopy (SEM) and Raman spectroscopy within magma-impregnated, mantle-derived serpentinites of the Ligurian Tethyan ophiolites, in a context of common occurrences in the lower oceanic crust (Figure 15.2a and b).\(^5^5\) Three distinct types of CM in paragenetic equilibrium with low-T mineralogical assemblages have been sequentially formed at decreasing T during the hydrothermal alteration of the rock assemblage. The first type corresponds to thin films of aliphatic chains, coating hydroandraditic garnets in bastitized pyroxenes. The second type forms micrometric aggregates associated with the alteration rims of spinel and plagioclase. The third and most massive type appears as large aggregates (up to 200 µm in size) bearing highly aromatic carbon and short aliphatic chains associated with hematite and Fe-saponite assemblages replacing the pseudomorphoses after plagioclase (Figure 15.2a and b). The systematic association of a given type of CM with a specific mineral paragenesis indicates that condensed CM precipitated simultaneously to the growth of the host mineralogical assemblage, overall in favor of an abiotic endogenesis. The mineral formation would have been accompanied by the production of H\(_2\) able to reduce carbon species, as is the case when ferric hydrogarnets and ferric serpentines form\(^6^4\)--\(^6^6\) or when spinel oxidizes to Cr-magnetite forming ferritchromite rims.\(^6^7\) This possible abiotic pathway was not considered in former studies performed on hydrogarnet-hosted carbonaceous compounds that suggested, based on their biological Raman and FTIR spectroscopy signatures, that this disordered CM may have resulted from the hydrothermal alteration of cryptoendolithic microbial ecosystems.\(^3^0,^3^1\) Overall, while the involved mechanisms and reactants are still unknown, this recent study emphasizes a key role of local parageneses forming unique microenvironments prone to the synthesis of
The productivity could have been also controlled by the local presence of catalysts such as Cr$^{3+}$ in hydrogarnets or Fe-saponite in addition to specific redox conditions among the large redox potential gradients existing in serpentinizing systems down to the microscale (Figure 15.3).\textsuperscript{64}

The catalytic role of phyllosilicates in abiotic organic synthesis has been suggested by the syngenetic link between phyllosilicates and organic compounds in several hydrothermal systems. The abundance of long-chain aliphatic and aromatic hydrocarbons (identified using FTIR spectroscopy) has been reported in a diapir of saponite-dominated clays intruded in a diatremic tuff–breccia deposit.\textsuperscript{68} The clays formed during the high-T (350–400°C) hydrothermal alteration of mafic and ultramafic lithologies in the Hyblean crustal basement. Based on the close association of hydrocarbons with hydrothermal clays, the lack of fossils, and the resemblance with the previously described xenolith-hosted organic compounds,\textsuperscript{47,58} a possible abiogenic origin was suggested for the hydrocarbons via FTT reactions mediated by the organoclay. A close association of organic compounds with clays minerals such as saponite has been previously described in interplanetary dust\textsuperscript{69} and in carbonaceous meteorites that have undergone significant aqueous alteration processes.\textsuperscript{70–72} A similar association was recently highlighted at a micrometric scale using FTIR spectroscopy in oceanic serpentinites collected at ~170 m depth below seafloor during the IODP Expeditions 304/305 targeting the Atlantic Massif.\textsuperscript{73}

Overall, all of these studies highlight that hydrothermally derived organic carbon trapped within the upper lithosphere as heavy and aromatic compounds can be chemically and structurally diverse, although formation mechanisms are not yet well-known. Whether aromatization occurs \textit{in situ} from CO$_2$/CO and H$_2$ during serpentinization or derives from progressive polymerization and polycondensation reactions of light aliphatic ± aromatic hydrocarbons inherited from higher-T FTT reactions still needs to be addressed. This latter
scenario implies that reactants for the low-T (<400°C) hydrothermal synthesis of abiotic organic compounds that may occur during serpentinization might be more diverse than H₂ and CO₂/CO and account for aliphatic and aromatic compounds, as supported by the presence of molecular organic minerals in serpentinized rocks (Sections 15.2.1 and 15.2.2). 38,47

15.2.3 Carbon in Fluid Inclusions Trapped in the Oceanic Lithosphere

Fluid inclusions are used to document the composition of high-T fluids (either of magmatic or seawater origin) circulating in the lower crustal component of hydrothermal systems. Hence, they can inform on the intermediate abiotic processes that may happen at higher T and then feed with diverse reactants the low-T hydrothermal reactions, including organic synthesis. Fluid inclusions are made of liquid and/or gas with or without tiny daughter minerals that are trapped within a crystal structure during either primary crystallization or secondary healing of fluid-filled cracks. They occur throughout the gabbroic and peridotitic plutonic crust74 and have been vastly studied by Raman spectroscopy and microthermometry. In ophiolites, fluid inclusions formed in sub-seafloor rocks may be preserved during tectonic uplift and maintain their original chemical signatures. This has been shown for pure methane fluid inclusions occurring in olivine from partially serpentinized harzburgites and dunites from the Nidar ophiolite complex (eastern Ladakh, India).75 In oceanic rocks, all studies have pointed to the presence of CH₄ ± H₂ ± CO₂ within fluid inclusions,9,10,74,76,77 although propane and ethane were also sometimes reported in the gaseous phases.78 Analyses of fluid inclusions in primitive olivine gabbros, oxide gabbros, and evolved granitic rocks recovered from the slow-spreading Southwest Indian Ridge at Ocean Drilling Program Hole 735B (Atlantis II fracture zone) recorded CH₄ concentrations 15–40 times those of hydrothermal vent fluids from sediment-poor environments and of basalt-derived volcanic gases.10,74 These studies also frequently reported the presence of disordered graphite, carbonaceous compounds, and putative graphite coating inclusion walls.9,74,76

While several processes were proposed to explain the presence of organic compounds in high-T hydrothermal fluids,79,80 fluid inclusions are generally believed to represent evolved magmatic fluids dominated by CO₂ or CO.9,10,74 Indeed, subsequent to devolatilization and re-equilibration, graphite precipitation is promoted by re-speciation of magmatic CO₂, and the formation of CH₄-enriched fluids is promoted by cooling from 800°C to 500°C of these H₂-rich fluids. Alternatively, re-speciation and reduction of entrapped CO₂-bearing magmatic fluids by diffusion of external H₂ into the inclusions during cooling was also considered.9,74 Once trapped within crystals as fluid inclusions, the fluids can still evolve following reactions between the fluid and the host mineral. Direct evidence for in situ H₂ production and strongly reducing conditions within serpentinizing olivine fluid inclusions was provided for the Mineoka ophiolite complex considered as an analog to serpentinite-hosted hydrothermal vent systems.81 In the latter study, mineral-phase
equilibria indicated that CH₄–H₂-bearing fluids were trapped under equilibrium conditions at T below 300°C, and the absence of CO₂ was suggestive of extensive reduction of CO₂ to CH₄ within the inclusions. Whether CH₄ was also produced at higher T remains an open question. The presence of H₂ and CH₄ together with secondary mineral microinclusions was similarly reported in olivine and orthopyroxene crystals from a harzburgite from the northern Oman ophiolite considered to be similar to abyssal peridotite. In olivine, the mineral inclusions mainly consisted of lizardite and brucite with small amounts of magnetite, while in orthopyroxene they were made of talc and chromian spinel. The differential in situ production of reduced gas and secondary phases was related to the presence of either magnetite or a magnetite component in chromium spinels. Alternatively, both H₂ and CH₄ inherited from high-T magmatic processes could have hydrothermally evolved differentially depending on the reactivity of their mineral host (e.g. its capacity to produce in situ H₂ or to form mineral byproducts able to catalyze organic synthesis, as discussed in Section 15.2.2).

The presence of reduced carbon species in fluid inclusions within oceanic gabbros and mantle peridotites could represent a potentially important source of organic compounds in hydrothermal fluids. In particular, CH₄-rich aqueous fluids trapped in the oceanic lithosphere within fluid inclusions recently redrew attention as they could constitute the main source of methane venting at unsedimented mid-ocean ridge hydrothermal fields. Similar processes were invoked to explain elevated concentrations of both CH₄ and H₂ in fluids from the Menez Gwen (37°50'N, MAR), Lucky Strike (37°17'N, MAR), and Piccard (Mid-Cayman Ridge) vent fields usually referred to as basalt-hosted vents supposedly less rich in reduced gases compared to ultramafic rock-hosted vents, despite the possible production of non-negligible amounts of H₂ by diking-eruptive events.

Overall, in agreement with Section 15.2.2, studies on fluid inclusions emphasize the need to consider a larger range of reactants in addition to CO₂/CO and H₂ for low-T hydrothermal synthesis of abiotic organic compounds. This includes methane and light hydrocarbons, but also potentially reactive graphitic phases. Due to their tiny size and their entrapment in minerals, the latter are extremely challenging to analyze, and most of the previous studies seldom went further in characterizing the chemical diversity and degree of structural order of this CM. The precipitation of highly crystalline hydrothermal graphite from aqueous fluids containing CO₂ and CH₄ was reported at T as low as 500°C during the propylitic hydrothermal alteration of volcanic host rocks. Other studies, targeting different geodynamical contexts, have shown that precipitation of CM in fluid inclusions, notably on their walls, can lead to graphitic material with varying degrees of crystallinity and disorder. Disordering in graphite is principally caused by in-plane defects and/or heteroatoms (e.g. O, N, S). While crystalline graphite was shown to be highly refractory and chemically inert, the chemical reactivity of graphitic carbon increases with structural disorder and the abundance of heteroatoms and unsaturations. Hence, this possibly impacts the diversification of abiotic organic compounds observed in the altering oceanic lithosphere.
15.3 Comparison with Experiments and Thermodynamic Predictions

The heterogeneity of natural systems and the multistage character of hydrothermal alteration seem crucial for organic synthesis. This considerably complicates the identification of organic products, their origin, and the abiotic reaction sequences. A complementary experimental and theoretical approach is therefore mandatory to unraveling reaction paths and rates and determining the most favorable conditions that may lead to the abiotic formation of CM. The literature reviewed in the next sections highlights the gap between natural observations and experiments (Sections 15.3.1–15.3.3) and opens a wide field for future investigation, supported by thermodynamic predictions (Section 15.3.4).

15.3.1 Experimental Approach

Most of the experimental work dedicated to hydrothermal organic synthesis has focused on fluids, especially on the production of volatile organic compounds, using either monophasic (pure liquid) or biphasic (liquid + gas) systems. Solid mineral phases have not been systematically introduced in the experimental devices, and potential carbonaceous phases were rarely characterized after experiments. When present, minerals were either used as reactants, such as olivine to produce H₂, or as redox buffers such as the hematite–magnetite (HM), hematite–magnetite–pyrite (HMP), pyrite–pyrrhotite–magnetite (PPM), or quartz–fayalite–magnetite (QFM) assemblages. Minerals have also been introduced as potential catalysts of organic reactions.92–94 Unfortunately, they were never characterized after experiments, precluding the finding of CM occurrences.

Hence, the role of minerals on the formation of carbonaceous compounds under hydrothermal conditions, as emphasized from natural observations, has remained largely unexplored. This is partly explained by the analytical difficulty of detecting such a small organic fraction within the solid products (concentration close to or below detection limits) and of locating and characterizing it with high-resolution methods. In addition, contamination issues (from the experimental setup or deriving from organic compounds preexisting in the minerals used; e.g. trapped in fluid inclusions) remain central when looking for low levels of organic products whose nature is unknown and difficult to address.

The role of the experimental container (vessel or capsules) on CO₂ reduction or H₂ production reactions under hydrothermal conditions is potentially non-negligible while not clearly established. Stainless steel reactors have been shown to accelerate FTT reactions95,96 compared to quartz, glass, or Au and TiO₂ reactors. However, stainless steel reactor walls may be passivated after several hours of experimental runs.95 That is also the case for titanium, whose oxidation can be a source of H₂ if a preoxidation is not done prior to experiments. Gold, in the form of nanorods or particles, is well known to catalyze aqueous CO₂ reduction to CO during electrochemical experiments,97,98 but it is not usually considered for hydrothermal experiments, probably because CO was either not measured or not abundant in products, and also because the gold liner is seen as a smooth surface. Hence, vessels or capsules made of gold or oxidized titanium are usually thought to be the
most inert materials and are often preferred at high pressure (P) and T to stainless steel, platinum, alumina, or hastelloy (Ni–Fe-rich alloy). The effect of hastelloy may depend on the reaction of interest. It was infrequently used for FTT reactions, probably because of the potential catalytic properties of the Ni-rich metal alloy, but it was used for H₂ production. Its catalytic effect has not yet been demonstrated for such reactions. The use of Teflon™ especially may be a direct source of carbon contamination with increasing T. Concerning reactor permeability to gas, H₂ has a high diffusivity in most metals, but H₂ loss is expected to be relatively low at T < 400°C.100

Hence, there is no homogeneity in the type of reactor used in the literature, which often precludes comparison between results, especially when the mineral effect has to be unraveled. In addition, the possible precipitation of a carbonaceous phase on the reactor wall has never been investigated.

15.3.2 Carbon-Bearing Reactants in Experiments

Oceanic hydrothermal systems developing near ridge axes have two main sources of inorganic carbon: (1) mantle-derived carbon delivered by magmatic activity in which CO₂ dominates in the C–O–H system, with very minor CO and CH₄;¹ and (2) dissolved inorganic species that result from the equilibration of atmospheric CO₂ and seawater. Hence, aqueous CO₂ (CO₂(aq)) and bicarbonate and carbonate ions (ΣCO₂) are usually the most abundant species in solutions and are the preferential sources of carbon used in experiments and models designed to test abiotic organic synthesis under hydrothermal conditions mimicking natural systems.

Nevertheless, ΣCO₂ are not the only single-carbon compounds possibly available at equilibrium in hydrothermal fluids, especially if H₂ is available. Experiments have shown that the speciation of aqueous single-carbon compounds in the C–O–H system for T = 150–300°C and P = 35 MPa is controlled by reactions between ΣCO₂, CO, ΣHCOOH (HCOOH, formic acid + HCOO⁻, formate), CH₂O (formaldehyde), CH₃OH (methanol), and CH₄ (Figure 15.4).¹⁰¹ Indeed, the water–gas shift reaction (15.1) under aqueous hydrothermal conditions leads to the formation of ΣHCOOH as an intermediate product (Figure 15.4):

\[
CO + H₂O = CO₂ + H₂. \tag{15.1}
\]

ΣHCOOH reaches a redox-dependent equilibrium with methanol, formaldehyde, and CH₄ within few days at T > 150°C, but may need years at T < 100°C.¹⁰¹ Formaldehyde and CH₄ were close to below detection limits in the experiments, suggesting kinetic inhibition at least for the P–T range tested.¹⁰¹ In the absence of CH₄, the relative concentrations of single-carbon compounds in fluids strongly depended on T, H₂ fugacity (fH₂), and pH. Under neutral and acidic conditions, CO₂ largely dominated, with minor amounts of CO and ΣHCOOH (several orders of magnitude < CO₂) at 350°C. At 150°C and similar
pH, methanol is predicted to be only one order of magnitude below CO₂ with minor CO and ΣHCOOH, but it could exceed CO₂ if the H₂ concentration increased to values similar to those measured at ultramafic rock-hosted hydrothermal vents (i.e. ~10 mM). Under alkaline conditions, the formate concentration can be equivalent to bicarbonate with decreasing T or increasing H₂ concentrations.

Direct formation of methanol (~1 mM max) from a H₂–CO₂-rich vapor phase can also occur, with a limited conversion rate (10⁻⁴%) at 300–350°C (18 MPa), provided magnetite surfaces are available. This could be realistic at mid-ocean ridges (e.g. following dike emplacement with volatile exsolution and migration in adjacent oxide gabbro or in serpentinized peridotites where magnetite is abundant). Magnetite shows decreasing surface reactivity with time and can be regenerated with increasing T, suggesting that it may serve as a catalyst during successive diking events, for instance. The authors do not preclude possible intermediates such as CO and ΣHCOOH in the redox reaction, but these compounds were not detected or measured, respectively, and no graphitic phase or alkanes were observed.

These works show that a large variety of single-carbon species can be available in fluids in addition to ΣCO₂ (mainly methanol and formate), especially in natural serpentinizing systems with highly variable pH and local H₂ levels. This is particularly true in low-T serpentinizing environments that may be dominated by methanol or formate depending on pH, provided equilibrium is reached. This diversity reinforces the conclusions of Section 15.2 about the need to consider a wider range of carbon-bearing reactants for organic synthesis in natural systems and consequently in experiments. Natural systems also pointed to the possible availability of PAHs, CM, and deep magmatic CH₄ for low-T hydrothermal reactions. Except for formic acid, whose decomposition in aqueous fluid is frequently exploited to experimentally produce H₂ and CO₂, these compounds have rarely (e.g. methanol) or never been used as reactants in geologically relevant experiments.

CH₄, which is abundant in hydrothermal fluids or cold seepages associated with the serpentinization of mantle rocks, was usually considered as the reduction product of...
inorganic carbon sources rather than as a possible reactant. An important experimental effort was deployed to reproduce methane synthesis by FTT reactions under moderate to low-T conditions \( \leq 500^\circ C \), but systematically failed to produce abundant CH4. The natural H2/CH4 ratio measured in serpentinization-related oceanic hydrothermal environments \( < 30 \) remains much lower than experimental ones \( > 500 \); except values at 42 and 17, e.g. see McCollom\(^{106} \) for a review. This difference was proposed as an indication of the abiotic versus biotic origin of CH4 in natural systems, where intense H2 consumption and associated CH4 production can be attributed to biological activity.\(^{107} \) This simplistic criterion was refuted because it cannot account for the complex processes occurring in the environment, and it also disregarded some other parameters. The H2/CH4 ratio may vary with T, decreasing as T increases from 200\(^{\circ}C \) to 500\(^{\circ}C \) at 300 MPa.\(^{109} \) The effect of pressure has been seldom investigated, but a few studies have shown that increased pressure can account for a significant increase in the CH4 yield between 100 and 350 MPa.\(^{110} \) CH4 formation can also compete with CO2 carbonation depending on \( fH_2 \), CO2 partial pressure, and T. At 200\(^{\circ}C \), CH4 formation by CO2 reduction is limited by H2 production during olivine alteration if the system is supersaturated with respect to carbonate because the kinetics of carbonate precipitation are faster. Finally, the micromolar levels of CH4 often found in experiments might not even be produced by in situ reactions, but instead may represent contamination. This is often difficult to assess since blank experiments are rarely provided and \(^{13} \)C-labeled experiments are scarce. Contamination issues are critical in very-low-T experiments \( < 100^{\circ}C \) where product levels are much lower and display contrasting values of H2 and CH4 despite similar protocols.\(^{13,67,111–115} \) The most complete investigation conducted so far at T \( \leq 100^{\circ}C \) led to the formation of low-molecular-weight organic acids (mainly formate and acetate); no CH4 was observed during H2 production by serpentinization.\(^{13} \) This suggests that at such low-T and moderately alkaline conditions (pH \( \sim 8 \)), the inorganic carbon (CO2, CO, or bicarbonate) tends to equilibrate with organic acids instead of CH4 in a metastable assemblage as previously described for higher T \( 150–350^{\circ}C \).\(^{14,15,101} \)

Hence, the high H2/CH4 ratio observed in most experiments (e.g. run at \( \sim 300^{\circ}C \), 30–50 MPa) highlights the kinetic inhibition of CH4 formation from the reduction of dissolved CO2 species or formate under aqueous hydrothermal conditions.\(^{14,15} \) For this reason, the role of realistic catalysts (magnetite, hematite, chromite, Fe–Ni alloys, or sulfides) has been tested to circumvent this limitation. Most of them allowed very limited conversion of inorganic carbon to CH4 \( < 1\% \) max and even less for longer-chain alkanes \( \leq 0.1\% \) max under laboratory timescales (several months), with a final CO2/CH4 ratio ranging from 100\(^{116} \) to 1000.\(^{14,15,117–119} \) Lower values of CO2/CH4, as small as \( 0.1–1.0 \) and 10, were obtained in studies using Fe–Ni alloys (porous awaruite)\(^{104} \) or Ni-sulfides\(^{119} \) and Co-bearing magnetite,\(^{105} \) respectively, pointing to some very specific catalysts possibly available in serpentinized peridotites. Conversely to CO2, hematite, magnetite, and Fe–Ni alloys did not affect the stability of formate and formic acid, at least for T of 170–260\(^{\circ}C \).\(^{15} \)

The presence of a gaseous phase in the system, which creates conditions closer to the industrial Fisher–Tropsch process, also seems to favor a higher yield of CH4 and the
formation of more complex hydrocarbons, even in the absence of a catalyst (if olivine and gold reactor walls are excluded). At very-low-T conditions, Ru-bearing chromitite exhibits efficient catalytic properties for CH$_4$ production under gaseous conditions. The slow kinetics of the first step (CO$_2$ to CO reduction) in a gas phase is already well known in the industry, and chemists have strived to improve catalyst efficiency, notably by increasing the local concentration of CO$_2$ on the catalyst surface by altering the catalyst’s nature, shape, and size.

Overall, these experiments seldom report on the potential presence of heavier organic compounds or on the organic content of the liquid and solid phases, if any are present (see Section 15.3.1), leaving the possibility for other type of products and reaction mechanisms to account for low CH$_4$ contents. Mineral reactants also need to be systematically introduced in future works for a more realistic approach that fits better with the conditions of natural systems (Section 15.2).

### 15.3.3 Experimental Occurrences of Carbonaceous Material

Very few experiments have investigated CM phases and their relationship with minerals using bulk or *in situ* methods such as SEM or transmission electron microscopy (TEM) with or without XPS, Raman, and FTIR spectroscopy. As for the characterization of natural occurrences, these methods are seldom used together, limiting comparisons, and the exact nature of CM is usually unidentified.

As described in Section 15.2.2, in the oceanic lithosphere, CM can be first deposited at high T (>400°C) on mineral surfaces and cracks during magmatic degassing at depth and subsequent migration and cooling of mantle-derived fluids. Experiments designed to reproduce this process simulated the sudden cooling of a C–O–H magmatic gas over freshly cracked olivines. Evidence for direct carbon precipitation on newly formed cracks has been reported despite thermodynamically unfavorable experimental conditions for graphite precipitation. In this study, it was proposed that freshly cracked surfaces of olivine, and possibly of other silicates, offer chemically active areas facilitating the heterogeneous nucleation of CM during interaction with C–O–H gases, at least for initial T between 400°C and 800°C. The deposited carbonaceous film displayed a more complex structure than graphite. Bonding was dominated by C–C and C–H species under the more oxidizing conditions tested, whereas the more reducing ones showed similar amounts of C–C, C–H, C–O, and metal–C species such as carbides (SiC or MgC). Carbides, mainly observed at 400°C, could have acted as reaction intermediates for FTT reactions, but this has not been proven since the analyses of companion gases could not be performed in this study.

The thermal decomposition of siderite under water vapor conditions (300°C) and saturated vapor pressure ($P_{\text{sat}}$) also resulted in the formation of CM. Siderite alone provides both H$_2$ from water reduction by Fe$^{2+}$ oxidation and inorganic carbon transformed into a reduced carbon phase (15.2):

$$6\text{FeCO}_3 \rightarrow 2\text{Fe}_3\text{O}_4 + 5\text{CO}_2 + \text{C}. \quad (15.2)$$
Although siderite may not be abundant in the oceanic lithosphere, other carbonates are present and may locally decompose (e.g. during magmatic injections) and react if H₂ is available. After solvent extraction, the organic products were identified as dominantly alkylated and hydroxylated aromatic compounds,¹²⁴ which considerably differs from the FTT products (aliphatic chains) that would have been catalyzed by the abundantly formed magnetite. In addition, discrepancies between the relative H/C ratios of reactants and products suggested the presence of an unidentified product with a low H/C ratio, which could be an insoluble C-rich phase remaining in the solid phase.¹²⁴

Under aqueous conditions more representative of low-T hydrothermal processes, two types of experiments report the formation of a poorly crystallized CM: (1) alteration of ferromagnesian silicates by a CO₂-enriched fluid; and (2) carbonate dissolution experiments.

Experiments involving the carbonation of olivine (400–500°C, 100 MPa, static capsules¹²⁵) and of a sandstone made of Fe²⁺-rich volcanic clasts (100°C, 10 MPa, flow-through reactor¹²⁶) reported the precipitation of a poorly crystallized graphitic phase (Figure 15.5a and b). In both experiments, the graphitic phase accounts for a non-negligible part of the reaction products in addition to phyllosilicates and carbonates. As in natural systems (Section 15.2.2), it is embedded in phyllosilicates, corresponding to serpentine (Figure 15.5a) or Fe-rich chlorite (chamosite; Figure 15.5b) here, closely associated with magnetite when present.¹²⁶ CM formation was attributed to the reduction of CO₂ (or CO at high P–T¹²⁵) by H₂ initially present in solution (Eqs. (15.3) and (15.4))¹²⁵ or by Fe²⁺-bearing minerals.¹²⁶

\[
\begin{align*}
\text{CO}_2 + 2\text{H}_2 &= \text{C} + 2\text{H}_2\text{O}. & (15.3) \\
\text{CO} + \text{H}_2 &= \text{C} + \text{H}_2\text{O}. & (15.4)
\end{align*}
\]

The two protocols described above resulted in different oxygen fugacities (fO₂). It was estimated to be close to the CCO buffer (C as graphite–CO) in the high-P–T runs,¹²⁵ which prevented the formation of magnetite, in opposition to the low-P–T runs.¹²⁶ This indicates that magnetite is not mandatory for the formation of graphitic material, whose nature remains poorly constrained, however. Organic volatiles have not been investigated in these studies.

Siderite dissolution experiments at 200°C and 300°C and 50 MPa described two types of carbonaceous products (Figure 15.5c and d)¹²⁷. A poorly structured hydrated or hydrogenated CM occurred without spatial relationship with minerals in all runs (Figure 15.5c). At 200°C, a more ordered graphitic carbon formed on the surface of the neo-formed magnetite grains or near iron oxides at the siderite surface (Figure 15.5d). CO₂ was the only gas detected at 200°C, while additional small amounts of H₂ and CH₄ were detected at 300°C. A blank experiment showed that trace amounts (<mM) of dissolved organic compounds were present as contaminants.¹²⁷ Although they were much less
abundant than CO₂, there remain open questions regarding whether they contributed to the formation of low levels of CH₄ and the presence of carbonaceous phases. Whatever the case may be, the results of this work fit well with kinetic inhibition of CH₄ formation from CO₂ and H₂ at low T (<400°C; Section 15.3.2) and suggest a preferential precipitation of CM with decreasing T through reactions (15.3) and (15.5).

\[ 3\text{FeCO}_3 + \text{H}_2\text{O}_{(aq)} = \text{Fe}_3\text{O}_4 + 3\text{CO}_2_{(aq)} + \text{H}_2_{(aq)}. \]  

(15.5)
C + 2H₂ = CH₄. \hspace{1cm} (15.6)

The inefficiency of magnetite as a FTT reaction catalyst is also pointed out here (see Section 15.3.2). Poisoning of the magnetite surface by carbon coatings (Figure 15.5d) at low T has been questioned; alternatively, the carbon coating may only form when CH₄ cannot (i.e. at low T). A syngenetic relationship between CM and CH₄ has also been proposed but not demonstrated. Equations (15.3) and (15.6) on the one hand and (15.7) and (15.8) on the other show two reversal genetic links. The second one (Eqs. (15.7) and (15.8)) appears less likely under the experimental conditions tested (≤300°C) according, again, to the kinetic inhibition hampering CH₄ formation (15.7).

\[ \text{CO}_2 + 4\text{H}_2 = \text{CH}_4 + 2\text{H}_2\text{O}. \hspace{1cm} (15.7) \]

\[ \text{CO}_2 + \text{CH}_4 = 2\text{C} + 2\text{H}_2\text{O}. \hspace{1cm} (15.8) \]

Equation (15.6), which suggests that carbon coating may serve as an intermediate step to CH₄ formation at least at 300°C where its absence would result from its full consumption, may be a more relevant hypothesis, as already mentioned in Section 15.2.3. Similarly, it was previously suggested that background carbon, possibly more reduced than graphite on the magnetite surface, facilitates CH₄ formation.\textsuperscript{118}

At lower T compatible with life, experimental data are lacking on the formation of CM, while this is the condition under which it is the most difficult to discriminate the origin of CM in natural systems (Section 15.2). In serpentinization experiments run at ≤100°C (see Section 15.3.2), no CH₄ was produced, and the strong decrease of CO₂ and H₂ after 3 months was not fully explained.\textsuperscript{13}

The limited data available to describe the association of or interplay between organic volatiles and CM limit the conclusions so far on their genetic relationship.

If all occurrences of CM in experimental solid products are due to \textit{in situ} abiotic reactions from an inorganic source (not contamination), they suggest that at least small amounts of CM easily form under a wide range of hydrothermal conditions during short runs of a few days to a few months (100–500°C, 10–110 MPa, fO₂ between CCO and QFM buffers). The rare available images report different aspects (spherules, film-like surficial layers, or porous accumulations) similar to some of those observed in natural systems (Figure 15.2). They seem to condense from gas or precipitate from fluid preferentially on the mineral surfaces where they possibly evolve. Minerals used in experiments (mainly magnetite) were not as diverse as in nature (Section 15.2), and other mineral surfaces such as hematite, sulfides, hydrogarnets, phyllosilicates, epidote, and quartz, not yet introduced in experiments, may allow the formation of carbonaceous compounds, possibly when the reducing conditions are not optimal.\textsuperscript{38,55,60,85,123}

In agreement with natural observations (Section 15.2.2), one experimental study has demonstrated that smectite clays, and particularly montmorillonites, can promote and preserve organic compounds formed under seafloor hydrothermal conditions (300°C, 100 MPa).\textsuperscript{103} While \textsuperscript{13}CH₄ was the dominant organic product in the gas-phase, aromatic
compounds, including PAHs (up to C_{20}), were extracted from the solid products that reacted for 6 weeks with labeled $^{13}$C-methanol (10.4 M). The absence of organic material within the illite sample compared to the smectite one showed that the clay interlayer properties exert a control on organic synthesis, notably the negatively charged layer of smectite. The exact reaction path was not constrained; the role of alkanes as intermediate reactants or products and the presence of methanol as a major reactant are worth noting. This study also highlighted the possible protection of organic compounds by clays from thermal alteration at 300°C, making them available for further reactions under lower-T conditions.

15.3.4 Thermodynamic Predictions

The nature of hydrothermal CM observed in natural and experimental works related to the alteration of mantle-derived rocks is not clarified yet. It ranges from graphite to very different forms in terms of structural order, nature and quantity of heteroatoms, unsaturations, and hence reactivity. There has been a considerable amount of work to quantify the thermodynamics of C–C bond formation in graphite and other phases.$^{32}$ We selected here the main results related to CM formation under hydrothermal conditions for comparison with previous sections.

The formation of graphite is predicted from C–O–H fluids under a wide range of hydrothermal conditions, provided there is no kinetic inhibition. Graphite can readily precipitate from the fluid; this is favored by a decrease in temperature or an increase in pressure along with a decrease in water content.$^{36,45,128,129}$ Both T decrease (deep fluid ascent) and water decrease (e.g. during hydration reactions) correspond well to natural oceanic scenarios in the deeper part of the lithosphere. Graphite formation results from redox reactions unless the reactant carbon is at the same oxidation state (i.e. zero). This does not necessarily require very strong reducing conditions, and graphite can be produced through either oxidation or reduction reactions (Figure 15.4).$^{44,130}$ In addition to graphite, CO$_2$ or CH$_4$ should be the dominant carbon species in hydrothermal fluids depending on temperature and oxygen fugacity. For a given oxygen fugacity, CO$_2$ should predominate at high-T conditions, while CH$_4$ is favored at the lower T$^{35,131}$ according to the equilibrium described in (15.7).

When methane and graphite formation is inhibited (i.e. when the kinetic barriers hamper access to a stable equilibrium,$^{35}$ as in most natural and experimental systems; Sections 15.2, 15.3.2, and 15.3.3), there is considerable potential for the hydrothermal synthesis of a wide range of metastable organic molecules provided that /H$_2$ is high enough.$^{33,44,45}$ The reversible character of several organic reactions in hydrothermal fluids contributes to this variety (e.g. hydration/dehydration or oxidation/reduction reactions)$^{132}$ Calculations have shown that organic synthesis of metastable phases is even possible in environments where the amount of H$_2$ is usually below those observed during the alteration of mantle-dominated environments;$^{44,45}$ as an example, the rapid cooling of volcanic gases
containing CO, CO₂, H₂O, and H₂ below ~250°C provides a thermodynamic drive for the abiotic synthesis of metastable hydrocarbons such as condensed n-alkane and PAHs, depending on the H/C ratio of the gas. Such products may relate to the complex CM and molecular organic minerals observed in natural samples and in CH₄-poor experiments. In more reducing environments, the energetic drive of metastable compound formation is increased and reaction temperatures can be shifted to higher values. Decreasing temperature allows for metastable mixtures of different condensed phases, in agreement with the variety of compounds found in natural rock textures (Section 15.2.2).

The potential abiotic formation of CM during serpentinization that is central to this chapter has been investigated by comparing experimental fluid compositions with natural hydrothermal compositions across a wide range of CO₂ concentrations. Predicted mineral assemblages consisted of serpentine and brucite with or without magnetite and carbonates depending on the relative activities of H₂ and CO₂. CO₂(aq) was considered at equilibrium with graphitic compounds that share the thermodynamic properties of graphite and a hydrogenated aromatic carbon compound (i.e. anthracene, a PAH made of three benzene rings) in order to mimic the experimental products (Figure 15.5c and d). Results show that serpentinization fluids can equilibrate with both the graphitic and the hydrogenated carbon when the formation of alkanes is prohibited (kinetic inhibition). As the precipitation of a hydrogenated carbon compound requires a higher hydrogen activity, its formation predicted after the serpentinization reaction significantly progresses (i.e. >70% complete), similarly to the classical serpentinization degree attained in oceanic peridotites (e.g. Andreani et al.).

15.4 Summary

According to natural, experimental, and theoretical results, the accumulation of CM within mantle-derived rocks of the oceanic lithosphere seems a very likely process, yet it is poorly considered during hydrothermalism. Even if CM formation under such conditions has been largely unexplored experimentally compared to volatile products, this outcome fits well with recent models that restrict CH₄ formation to high-T processes (>400°C) at depth, leaving open the possibility for various metastable carbon phases to form at shallower levels. Although the total amount of abiotic CM is not quantified yet, and might represent a small fraction of the TOC contained in the present-day oceanic lithosphere, a better understanding of its formation mechanisms, nature, and reactivity is of prime importance.

The large range of aspects, structural orders, and compositions of the CM trapped within rock textures, ranging from stable graphite usually at high T (>=500°C) to variably ordered, hydrogenated, O-, N- and S-bearing materials and PAHs, attest to the lithosphere’s organic wealth available for evolved chemical reactions and ecosystem development. The structure and functions of ecosystems inhabiting the shallow levels of the oceanic lithosphere indeed suggest that despite the general thought that CH₄ or inorganic carbon species represent the main sustainable feedstocks of carbon in those settings, they...
may not be the main sources of carbon for microorganisms that rather use formate\textsuperscript{134} or more diverse abiotic organic compounds, including PAHs.\textsuperscript{135–137} The variety of organic compounds reflects the characteristics of natural systems, which are dynamic and highly heterogeneous chemically, structurally, and hydrodynamically, therefore creating chemical and redox gradients that are able to drive metastable reactions over a wide range of physicochemical conditions. They also provide various mineral substrates that have been shown to facilitate CM accumulations and likely further transformation. Whether minerals can affect the nature and crystallinity of the CM remains to be addressed. According to the very different crystallo-chemistry and surface properties of mineral families, different types of organic compounds may even be expected within different mineral substrates, rendering them as micro-factories with high specificity as observed in natural serpentinites.\textsuperscript{55}

Observations force us to consider natural rocks as being built up of several far-from-equilibrium microenvironments that are expected to evolve with time and system fluctuations (\(H_2\), \(P\), \(T\), \(pH\), and fluid transport and chemistry), each offering at a given stage a specific mineral assemblage and chemical conditions that are propitious to a given series of reactions. They considerably deviate from static, buffered, bulk mineral assemblages undergoing interactions with fluids near equilibrium, as is often considered. Such micro-environments may be the locations of organic reactions simply succeeding each other or competing together, but also inorganic reactions such as carbonate precipitation and biological activity, depending on the alteration history and fluid paths. Indeed, the oceanic crust is subjected to a progressive and multistage evolution of its organic pool, including both abiotic reactions and multiple recolonizations, all along the way from ridge to subduction, hence modifying the initial signature of a compound of interest.

We attempted to summarize the main stages of abiotic carbon processing in a heterogeneous oceanic lithosphere (Figure 15.6a) from deep to shallow levels in the sketch of Figure 15.6. We recommend going beyond the formation of CH\textsubscript{4} and the FTT reaction by considering the heterogeneity and multistage character of the system at all scales. First, CM (or graphite) can directly precipitate on fresh mineral surfaces and in vesicles during cooling and re-speciation of CO\textsubscript{2}-rich magmatic fluids at depth (>400°C and up to 800°C\textsuperscript{123}). Fluids can also get trapped within fluid inclusions that display C\textsubscript{1}–C\textsubscript{3} \(n\)-alkanes initially in the fluid or formed \textit{in situ} and CM (or graphite) formed \textit{in situ} (see Section 15.2.3), possibly helped by subsequent retrograde reactions (stage 1, Figure 15.6b). Then, provided relatively low \(fO_2\) is available, CM can continue to form at \(\leq400^\circ\text{C}\) (stages 2 and 3, Figure 15.6b) among the new mineral assemblage from aqueous C-bearing hydrothermal fluids (magmatic or seawater derived) thought to carry a large variety of organic and inorganic carbon species formed at deeper lithospheric levels (see Sections 15.2.2 and 15.3.2). The strongest thermodynamic drive for the formation of most metastable organic molecules (see Section 15.3.4), including \(n\)-alkanes, organic acids, and PAHs, is below 200°C (stage 3, Figure 15.6b) for typical redox conditions occurring in the mafic component of the lithosphere (near the PPM buffer). In the dominant ultramafic component, conditions should be far more favorable to the abiotic formation of metastable products, and extending to higher temperatures (at least 300°C at the QFM buffer). Indeed,
Figure 15.6 Sketch depicting the main stages of carbon processing in the oceanic lithosphere during the multistage fluid–rock reactions recorded in such dynamic systems. (a) Geologic setting of a slow-spreading ridge where mantle is tectonically exhumed, simultaneously with localized and ephemeral magmatic injections. These environments appear to be the most favorable ones for abiotic organic synthesis according to the available natural observations, experiments, and thermodynamic calculations. (b) Summary of the three main stages of carbon processing in a column of the oceanic lithosphere shown in (a), illustrated through a magnification of the mantle rock textures along with the hypothetical nature of the percolating fluids. See the text for details. alk = alkanes.
serpentinization provides high levels of H₂ over a wide range of T and pH conditions (100°C, pH 9 to 350°C, pH 3)\textsuperscript{13,102} that favors reduction reactions while providing variable single-carbon reactants in the fluid, especially at low T < ~200°C (ΣCO₂, ΣHCOOH, methanol).\textsuperscript{101} A body of experimental work has shown that the most efficient production of H₂ from serpentinization occurs at ~300°C, notably with modified seawater after interaction with magmatic lithologies.\textsuperscript{138,139} Alteration of ultramafic rocks also releases specific transition metals such as Fe and Ni and is known to change sulfur speciation, leading to the formation of potential metallic–sulfide catalysts.\textsuperscript{140,141} The fH₂ of those systems can be highly variable down to the micrometer scale, ranging from QFM buffer conditions in magnetite-dominated domains to fH₂ values of several orders of magnitude higher to form Fe–Ni alloys such as awaruite near serpentinization fronts.\textsuperscript{141} Serpentinization is also characterized by the abundant formation of phyllosilicates, oxides, and hydroxides that are thought to facilitate CM precipitation, condensation, and transformation (stages 2 and 3, Figure 15.6b). The ephemeral magmatic activity associated with mantle-rock exhumation in a slow-spreading environment (Figure 15.6) may also drive fluctuating T or pH conditions and C–O–H fluid inputs. This can shift the local thermal regime from a cold-alkaline to a hot-acidic environment, and vice versa, as observed at the Rainbow massif.\textsuperscript{142} The tectono-magmatic activity near the ridge axis also affects transport processes that control the fluid residence time in the system, a determinant of C–O–H fluid speciation, especially at low T.\textsuperscript{101}

15.5 Limits to Knowledge and Unknowns

To achieve a better understanding of the mechanisms and processes leading to the abiotic formation of CM in the oceanic lithosphere and to carbon cycling under those environments in general, one of the major challenges future studies will have to face is to improve criteria for establishing the origin of organic carbon accumulations found within the habitable oceanic rocks. As highlighted in this chapter, graphitic compounds occur from deep levels where solely abiotic reactions can account for their generation, up to colonizable depths, where H₂ and abiotic organic compounds are valuable sources of energy and carbon for microbial communities\textsuperscript{27,143} below the T limit of life currently established at 122°C.\textsuperscript{144} This deep life indeed has the ability to capitalize on the steady stream of both inorganic and organic serpentinization by-products, converting C into biomass and competing against abiotic reactions of C reduction.\textsuperscript{23} These rock-hosted microbial ecosystems, along with the photosynthesis-derived organic compounds contained in seawater and injected into the hydrothermal conduits, experience hydrothermal degradation and can be transformed, similarly to sedimentary organic matter, into a kerogen-like or bitumen-like macromolecular material\textsuperscript{18,19,31} with structural and chemical similarities with the hydrothermally formed CM. Up to now, more attention has been paid to CM in meteorites\textsuperscript{145} than in hard rock samples from Earth’s lithosphere. Meteorites testify to the capacity of hydrothermal activity to drive complex abiotic organic synthesis.
Identifying CM origins will have to go through more systematic CM characterization in rocks from various geological settings. This may also contribute to the identification of new organic minerals (see mineralchallenge.net).

The role (in terms of kinetics and selectivity) of mineral phases in organic synthesis, particularly in CM formation, evolution, and preservation, should be a prime direction for future research, too. New experimental work is required in which minerals should be introduced and carefully characterized to possibly identify CM, which has been neglected so far, along with its reactivity and formation mechanisms. We encourage a more systematic investigation of the liquids, gases, and solids altogether in future hydrothermal experiments in order to unravel possible genetic relationships and to determine their respective roles in the organic synthesis factory.

Tracking reactions in situ in both natural and experimental solids requires maintaining the ongoing effort to develop microscale to nanoscale investigation methods and to identify biotic/abiotic criteria for use both in natural samples and in experiments that will have to face contamination issues. As detailed in Section 15.2, most of the evidence for CM abiogenicity was derived from the mineral assemblages and textural relationships between CM and mineral phases. Compared to bulk analysis, microscale characterization using high-resolution imaging techniques will allow a comprehensive description of the textural context in which organic carbon occurs and will provide constraints regarding whether or not the carbon compounds are indigenous. Microscale techniques can also capture the co-occurrence and relationships of CM with metals and minerals, and are thus particularly well suited to tracking organic matter production, evolution, and transport within the oceanic lithosphere.
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Questions for the Classroom
1 Why is it important to better constrain the abiotic organic reactions on Earth?
2 Which impact (if any) could abiotic organic synthesis have on Earth today and have had in the past?
3 What is the main message of this chapter and what do you think of it?
4 Why is the oceanic lithosphere a propitious place to investigate abiotic organic synthesis?
5 Which other settings on Earth would be of interest, as well as elsewhere in the solar system? What would be the implications?
Which organic compounds are thermodynamically stable? How and why can metastable organic compounds be formed and subsist through time in rocks?

What are the main abiotic organic compounds formed through the hydrothermal alteration of the oceanic lithosphere? How do they vary as a function of temperature? What are the other important parameters?

What are the strengths of micro-imaging and *in situ* micro-spectroscopic approaches for unraveling the reaction paths leading to abiotic organic synthesis in rocks?

Can you think of potential markers for discriminating between the abiotic and biologic origins of carbonaceous compounds in rocks? Can they be addressed with available techniques of analyses or do they require technological development?
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Carbon in the Deep Biosphere

Forms, Fates, and Biogeochemical Cycling

SUSAN Q. LANG, MAGDALENA R. OSBURN, AND ANDREW D. STEEN

16.1 Introduction

The form, fate, and biogeochemical cycling of carbon in subsurface environments impacts and reflects microbial activity and has important implications for global elemental fluxes. Photosynthetically derived organic matter (OM) is transported to a depth where it can continue to fuel life far from solar inputs. Alternative energy-yielding reactions such as the oxidation of minerals and reduced gases can fuel life in the rocky subsurface of both the ocean and continents, altering the distribution and characteristics of carbon compounds. Nonbiological reactions such as the precipitation of calcium carbonate influence the availability of dissolved inorganic carbon for lithoautotrophs and, simultaneously, the carbon cycle over geologic time. The abundances, characteristics, and distributions of carbon in the subsurface can therefore provide an integrated history of biotic and abiotic processes and a template for interpreting similar patterns from other planetary bodies.

The goal of this chapter is to compile insights from disparate environments in order to build a mechanistic understanding of the controls on carbon abundance and distribution in the subsurface. The sections below summarize what is known from the oceanic and continental subsurface, realms that are often studied separately. We synthesize commonalities across these environments, highlight what remains unknown, and propose ideas for future directions.

One challenge with working across the marine–continental divide is that the terminology used to describe organic carbon varies between the two. We will use the following terms and abbreviations: particulate organic carbon (POC), dissolved organic carbon (DOC), and dissolved inorganic carbon (DIC). Another discrepancy between communities is in the use of units, with ppm or mg/L dominating the continental literature and μM or mM in the marine literature. We will use molar units throughout for comparison’s sake. Finally, while the soil community has moved away from the terms “refractory” and “recalcitrant” OM, they are still common in the marine community. Here, these terms refer to OM that has escaped remineralization due to its inherent molecular structure, physical associations with minerals, energetically unfavorable conditions, or the lack of a specific microbial community adapted to carry out the necessary degradative processes.
16.2 Oceanic Sedimentary Subsurface

Approximately $1.68 \times 10^{14}$ g of organic carbon per year are buried in marine and estuarine sediments (1). Burial of organic carbon in sediments represents a transfer of reducing equivalents from Earth’s surface to the subsurface, thereby allowing persistence of oxidized compounds such as O$_2$ at the surface (2). The rate of burial of organic carbon in marine sediments therefore has an important influence on the redox state, and thus habitability, of Earth’s surface.

Broadly, marine sediments can be divided into river and estuarine delta systems, continental shelves and slopes, and abyssal plains (Figure 16.1). Sediments may be more finely divided into provinces based on microbial community composition, grain size, OM content, and benthic communities, among other variables (3).

The oxidation of organic carbon in sediments is carried out by a series of heterotrophic organisms. Macrofauna have their greatest influence on the surface sediments of continental shelves, while the role of meiofauna and microorganisms increases with depth and where oxygen is limited (4). Remineralization within anoxic sediments is dominated by microorganisms and is most prevalent at temperatures below $-80^\circ$C, constituting $\sim 75\%$ of Earth’s total sediment volume of $3.01 \times 10^8$ km$^3$ (5). The composition, abundance, and activity of heterotrophic microorganisms in marine sediments therefore has a strong influence on the burial rate and chemical nature of organic carbon. While these reactions are catalyzed by enzymes, they are ultimately controlled by thermodynamics. This section will briefly review the chemical and biological factors that regulate organic carbon oxidation and burial rates, as well as some of the models that can be constructed to describe and predict those rates.

The burial rate of organic carbon in marine sediments is controlled by a range of biological and geological processes, including sedimentation rate, primary productivity, biological activity, sediment organic carbon content, chemical and physical form of organic molecules, and concentrations of oxidants (electron acceptors), as described below and in several reviews and syntheses (6–13). These factors are interrelated: rapid sedimentation rates influence the quality of OM delivered to the sediment surface, which in turns affects oxidation rates, oxygen exposure time (OET), quantity and composition of heterotrophic microbial communities, and concentrations of potential electron acceptors.

### 16.2.1 Chemical Composition

OM is delivered to marine sediments from marine sources such as sinking plankton and consumers and from terrigenous sources such as plant litter and soil OM. The chemical composition of fresh biomass is relatively well constrained and consists predominately of carbohydrates, proteins, and lipids. The composition of terrestrial material transferred by fluvial or aeolian processes ranges from fresh biomass to highly degraded and altered material. Lignin phenols synthesized solely by vascular plants have long been used to track
Figure 16.1 Deep biosphere locations on the continents and in the ocean.
terrestrial inputs into the ocean (14). Ancient and recycled petrogenic carbon can also be remobilized from the weathering of sedimentary rocks (15). This suite of compounds is subject to biotic and abiotic alteration en route to marine deposition, which further diversifies the range of organic compounds present. Physical processes within the catchment are a major control on the composition and reactivity of OM delivered to the ocean by rivers (16), with larger inputs of both recently synthesized and ancient petrogenic organic carbon delivered in regions of higher erosional rates such as small mountainous streams (10,17–19) and some Arctic rivers (20–23).

Within the sediments, heterotrophic organisms and abiotic processes such as condensation reactions or sulfurization can alter the chemical structures of OM. In general terms, the heterotrophic remineralization of larger organic molecules under anoxic conditions proceeds by the breakdown of polymers into monomers and oligomers, followed by smaller alcohols and organic acids, and finally methane and CO$_2$ (Figure 16.2) (24,25). As a result, small organic molecules such as acetate, ethane, propane, and methane build up in the porewaters of anaerobic sediments, with additional contributions from acetogenesis and hydrogenotrophic methanogenesis (24,26–29).

Ultimately, the vast majority of OM produced in the upper water column is respired, with only 1% of gross primary production escaping remineralization to be buried in the
deep sediments (6–8,30). Some molecules survive due to chemical structures that are inherently recalcitrant, a process called “selective preservation.” The role of this pathway is disputed. While some compounds such as highly cross-linked macromolecules are inherently less bioavailable than others, microorganisms are capable of metabolizing even ancient and highly altered OM relatively quickly under favorable conditions. Molecules may become less bioavailable due to nonbiological alteration. Abiotic sulfurization of organic molecules, deamination of peptides, and condensation of nitrogen-containing heterocyclic molecules all appear to promote the preservation of organics in sediments (7,31). Random recombination of molecules or the production of altered metabolites by heterotrophic microorganisms can also rapidly convert labile organic carbon into far less reactive material (32,33). Temperature can promote some of these transformations, as discussed in detail in Section 16.4.

16.2.2 Bulk Controls on OM Preservation

In locations with relatively rapid sediment accumulation rates such as river deltas and continental shelf sediments, greater OM preservation is most closely associated with higher mineral surface areas and shorter OETs (7,34). These factors have proven broadly predictive of organic carbon distributions, although they do little to reveal the underlying mechanisms of preservation, nor do they allow for predictions of future responses to changing environmental conditions.

A prevailing paradigm is that microorganisms access POC only after it has been solubilized into DOC (35). Organic molecules enter cells via general uptake porins, which can only accommodate molecules in the size range of 600–1000 Da (36). Organic molecules in seawater, sediment porewater, and soils that are larger than 1000 Da are, however, more bioavailable than small molecules on average (37–40), apparently because smaller molecules tend to be more extensively modified than larger molecules (41). Therefore, microbial extracellular enzymes appear necessary for the uptake and utilization of the most bioavailable organic carbon in sediments. Consistent with this paradigm, extracellular enzyme activity has been observed in deep, old sediments, including 217,000-year-old Mediterranean sapropels (42,43) and Baltic Sea sediments that are up to 10,000 years old (44).

Several findings complicate the view that extracellular enzymes catalyze the rate-limiting step in biological organic carbon oxidation. Extracellular enzyme activities can outstrip the ability of sediment microbes to take up hydrolysate on timescales of days to years, leading to accumulations of apparently bioavailable low-molecular-weight DOM (45). Further, cells do not exclusively take up organic compounds via general uptake porins. Active transporters, for instance, use energy gradients to pass specific molecules through the cell membrane. These can be extremely large: for instance, certain TonB-dependent transporters can import intact proteins up to 69 kDa (46). Additionally, in seawater and in cow rumen, some cells are able to take up larger oligosaccharides into their periplasm, store them over extended periods, and then metabolize them when
conditions are right (47,48). The extent to which these mechanisms are important in sediments is not known, but temporal decoupling between macromolecule hydrolysis and metabolism could have implications for the dynamics of sediment OM oxidation.

16.2.3 Sorption

It has been observed for nearly 40 years that the volume-specific quantity of mineral surface area in sediments is correlated with organic carbon content (49). The mechanism underlying this relationship is not precisely understood. Sediments tend to accumulate quantities of organic carbon that are roughly equivalent to the amount that would be required to cover minerals in an organic monolayer (50,51). Sedimentary organic carbon, however, exists in discrete “blebs” (Figure 16.3), so the fact that the average quantity of OM per unit of mineral surface area is roughly monolayer equivalent appears to be essentially coincidental (52).

Several mechanisms appear responsible for the protection of OM by mineral surfaces. First, OM may be occluded between mineral grains, within minerals themselves, or even within a matrix of more recalcitrant sorbed organic compounds (53,54). Encased OM represents a sterile microenvironment in which biological oxidation is impossible. Second, even when sorbed OM is physically accessible to microorganisms, sorption slows or halts the diffusion of organic compounds to cell membranes (55). Finally, sorption distorts the physical structure of extracellular enzymes, preventing them from functioning normally, while simultaneously protecting enzymes from degradation and thereby substantially extending their active lifetimes (56,57). Associations with iron oxides, which include

![Figure 16.3](https://www.cambridge.org/core/core.png)

Figure 16.3 (a) Scanning transmission X-ray microscope image and (b) optical density map of the organic carbon distribution of sediments from 1.75 m below seafloor at Integrated Ocean Drilling Program Site 1231 Hole B, Peru Basin. The optical density map was generated by subtracting a pre-edge X-ray image from a post-edge X-ray image; brighter pixels correspond to higher concentrations of organic carbon. OM associated with particles is not distributed evenly over the surface. Image courtesy of Dr. E. Estes, University of Delaware.
chelation, coprecipitation, and noncovalent bonding to oxide surfaces, accounts for an average of 20% of organic carbon in sediments (58,59). A full understanding of the mechanisms of microbial OM oxidation in sediments requires consideration of both the interactions between organic carbon and sediment minerals and the effects of mineral surfaces on the metabolisms of microorganisms.

### 16.2.4 Oxygen Exposure Time

Typical marine sediments underlying oxygenated seawater contain oxic porewater near the sediment–water interface, which becomes anoxic with increasing depth due to heterotrophic organic carbon oxidation. The depth of the oxic layer can vary dramatically, from millimeters or less in rapidly accumulating, organic-rich sediments to meters in ocean gyres. The presence of oxygen enhances the remineralization of organic molecules (60–62), and the term “oxygen exposure time” was coined to quantify the average time that sedimentary OM is exposed to “oxic” conditions, which can range from days to thousands of years (8,34,62,63). Organic carbon oxidation is substantially faster in oxic sediments than anoxic sediments because the greater free energy of reaction of organic carbon with oxygen allows for a denser microbial community capable of catalyzing faster oxidation and because specific reactions (e.g. the oxidation of lignin via an oxygen radical intermediate) are not possible, or are vastly slower, in the absence of molecular oxygen (64). Thus, shorter exposure times are associated with higher organic carbon burial efficiencies and the preservation of less degraded materials (7,8,13,34,63,65,66). This correlation is not absolute, however. Large provinces of ocean sediment underlying gyres are oxic to the basement, representing as much as 86 million years of OET (67). In such sediments, sedimentation rates are exceedingly slow and the sediments are very organic poor, and most oxidation apparently occurs directly at the sediment–water interface. Organic carbon oxidation in “rich” anoxic systems such as rapidly accumulating estuarine sediments can exceed 100 µM C day\(^{-1}\), primarily via sulfate reduction, compared with \(~3 \times 10^{-6}\) µM C day\(^{-1}\) in oxic gyre sediments.

### 16.2.5 Models of Organic Carbon Diagenesis

Due to the chemical complexity of sedimentary OM, sedimentary diagenetic models have focused on the transformation of bulk organic carbon to CO\(_2\). One common class of models assumes the following form:

\[
r = \frac{dG}{dt} = \sum_{i=1}^{n} k_i G_i, \quad (16.1)
\]

where \(r\) is the bulk rate of CO\(_2\) production, equivalent to the rate disappearance of bulk organic carbon (\(G_i\)), which in turn is the sum of the oxidation rates of different carbon pools (\(G_i\)), each of which is oxidized according to a different, characteristic rate constant (\(k_i\)) (68). Frequently, these “multi-\(G\)” models only include two or three reactivity classes of
OM: usually a fast-reacting “labile” pool, an unreactive “recalcitrant” pool, and sometimes an intermediate “semi-labile” pool. Related models include the reactivity-continuum model, which assumes an infinite number of reactivity pools (69,70), and that of Middelburg (71), in which a single time-dependent reactivity rate constant is assumed. These models are mathematically straightforward, but they are somewhat mechanistically disconnected from the reality of sediment OM, which is tremendously chemically complex (7,72).

Recently, models that include a broader set of parameters, such as microbial biomass, enzyme substrate specificity, and temperature–rate relationships, have been successfully employed in soils and sediments (73,74). By including a wider range of processes, these models have the capacity to both quantitatively fit bulk organic carbon concentration data and make reasonable predictions about systems’ likely responses to changing environments.

16.3 Oceanic Rocky Subsurface

Below ocean sediments, the igneous ocean crust hosts ~2% of the total volume of the ocean, making it the largest aquifer system on Earth (75). Seawater actively circulates through this aquifer and drives the transfer of heat and elements between fluids and rocks with ramifications for ocean chemistry (76–79) and for the thermal, physical, and geochemical structure of the crust and mantle (80,81). Microbial life is widespread in the rocky oceanic subsurface and both exploits and influences these exchanges (82–84), altering the abundance and form of carbon. Fluid flow through the rocky subsurface is ultimately driven by a source of heat such as cooling magma or hot rocks (80,85). Heated fluids rise buoyantly and ultimately exit the sub-seafloor, drawing cool seawater into the crust to replace it.

The carbon characteristics of the fluids and rocks in hydrothermal systems and the igneous basement differ greatly depending on the type of host rock, the temperature of the system, and the presence or absence of sediments. Some systems are further influenced by factors such as phase separation, magma injections, seismic activity, extent of subduction, and even tides (86–89). Below, carbon transformations are described in some of the primary types of hydrothermal circulation systems (Figure 16.4).

16.3.1 Characteristics of Recharge Water

The chemical composition of the seawater that enters into the rocky subsurface has a strong influence on subsequent water–rock and microbial reactions. Deep seawater carries DIC in concentrations of 2.1–2.3 mM (90) and DOC in concentrations of ~34–48 µM (2,91). DOC is composed of a complex set of molecules, some of which turnover rapidly on timescales of hours to years. The majority of DOC, however, is slow to remineralize and has the potential to be stored for millennia in the ocean’s interior (see (92) for review). Refractory
Figure 16.4 The abundance and composition of organic molecules in hydrothermal fluids will reflect a complex reaction history. While chemoautotrophy and abiotic synthesis involve the reduction of inorganic carbon into organic molecules, remineralization will do the reverse. Oxidation and dehydration reactions produce smaller, more polar compounds that are generally more labile and more easily consumed by heterotrophic microorganisms. Reduction and dehydration reactions may produce larger and more apolar material that is more resistant to microbial degradation and may be sequestered in the subsurface or persist for long periods of time in the deep ocean.

DOC is highly degraded, has few recognizable biomarkers, and has a $^{14}$C age of 4000–6000 years, substantially longer than the mixing time of the ocean (93). DOC isolated from seawater and subjected to nuclear magnetic resonance and Fourier-transform ion cyclotron resonance mass spectrometry is composed primarily of carboxyl-rich aliphatic matter (94), acylated polysaccharides (95), and carotenoid degradation products (96) (see (97) for review).

16.3.2 Axial High Temperature, Basalt Hosted

The most widely recognized hydrothermal systems are close to axial spreading centers, where new injections of magma maintain high temperatures (Figure 16.1). The host rock is mafic and fluids exit through chimney structures at temperatures that can reach >400°C (98). Exiting fluids are rich in dissolved metals that, upon mixing with cold seawater, precipitate the sulfide minerals that give them the name “black smokers.” In the water column, the hot fluids mix further with seawater, cool, reach neutral buoyancy, and spread away from the vent field. The chemical signatures from these plumes of water can be detected thousands of kilometers away from the field (99,100).
The majority of high-temperature vent fluids have DIC concentrations equal to or greater than deep seawater due to inputs of magmatic CO₂ (Figure 16.5 and Table 16.1) (101). DIC concentrations are generally 3–30 mM, or they can be higher when fluids are impacted by phase separation, fresh inputs of magma, or sedimentary degradation (see (101) for review). Additions of magmatic CO₂ are identified by $\delta^{13}C$ isotopic signatures (–9‰ to –4‰) (102,103) that are markedly different from deep seawater DIC (–0.5‰ to 1.0‰) (104). The lack of $^{14}C$ in CO₂ from some hydrothermal fluids demonstrates that the DIC carried with recharge water can be fully removed during sub-seafloor circulation in some cases (105). Calcium carbonate veins in basalts and gabbros have isotope values consistent with precipitation of marine DIC at the relatively low temperatures of seawater recharge (106,107).

Methane concentrations in sediment-free, high-temperature axial fluids (~7–200 µM) are higher than those of seawater (0.0003 µM), but generally low when compared to sedimented or ultramafic-influenced systems (Figure 16.5 and Table 16.1). For example, vent fluid CH₄ concentrations range from 7 to 213 µM from high-temperature vents from along the East Pacific Rise (111,123,147–150), while those from along the Mid-Atlantic Ridge (MAR) range from 8 to 147 µM (98,117–119,151–153). Concentrations can spike as a result of volcanic eruptions and due to outgassing after a dike injection (88,89,113). The majority of the DOC carried with deep seawater is destroyed during circulation through mafic hydrothermal systems. The first evidence for this removal came from a study.
Table 16.1 Characteristics and carbon contents of representative oceanic sub-seafloor fluids.

<table>
<thead>
<tr>
<th>System type</th>
<th>Seawater</th>
<th>Sedimentary porewater</th>
<th>Basalt hosted, unsedimented, high temperature</th>
<th>Basalt hosted, unsedimented, diffuse/mixed fluids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example system</td>
<td>Below 1500 m(^a)</td>
<td>Cascadia Margin(^a)</td>
<td>Cascadia Margin(^b)</td>
<td>East Pacific Rise(^c)</td>
</tr>
<tr>
<td>pH (at 23°C)</td>
<td>7.8</td>
<td>7.7–8.0</td>
<td>7.7–8.4</td>
<td>3.5–4.2</td>
</tr>
<tr>
<td>H(_2) (nM)</td>
<td>0.0003</td>
<td>–</td>
<td>–</td>
<td>0.27–8.4</td>
</tr>
<tr>
<td>Dissolved iron (µM)</td>
<td>&lt;0.001</td>
<td>–</td>
<td>–</td>
<td>8–5150</td>
</tr>
<tr>
<td>ΣCO(_2) (nM)</td>
<td>2.1–2.3</td>
<td>7–24</td>
<td>18–29</td>
<td>9.4–219</td>
</tr>
<tr>
<td>δ(^{13})C(_{CO_2}) (%)</td>
<td>–0.6 to 0.4</td>
<td>–24.4 to 25.6</td>
<td>18.9–33.6</td>
<td>–4.2 to –3.7</td>
</tr>
<tr>
<td>F(^{14})C(_{CO_2})</td>
<td>0.7511–0.9677</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CH(_4) (nM)</td>
<td>0.0003</td>
<td>–</td>
<td>–</td>
<td>71–236</td>
</tr>
<tr>
<td>δ(^{13})C(_{CH_4}) (%)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F(^{14})C(_{CH_4})</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Σ(C(_2)H(_6)–C(_4)H(_8))</td>
<td>BDL</td>
<td>0–35 ppmv(^q)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>δ(^{13})C(_{C_2H_6,C_4H_8}) (%)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CO (µM)</td>
<td>BDL</td>
<td>–</td>
<td>–</td>
<td>BDL–2.0</td>
</tr>
<tr>
<td>CH(_3)SH (nM)</td>
<td>BDL</td>
<td>–</td>
<td>–</td>
<td>2.4–4.9</td>
</tr>
<tr>
<td>DOC (µM)</td>
<td>35–45</td>
<td>400–3200</td>
<td>1700–5100</td>
<td>8–24</td>
</tr>
<tr>
<td>δ(^{13})C(_{DOC}) (%)</td>
<td>–20 to –22</td>
<td>–23.6 to 22.1</td>
<td>–20.2 ± 0.4</td>
<td>–</td>
</tr>
<tr>
<td>F(^{14})C(_{DOC})</td>
<td>0.444–0.767</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Formate (µM)</td>
<td>BDL</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Acetate (µM)</td>
<td>BDL</td>
<td>5–57</td>
<td>14–89</td>
<td>–</td>
</tr>
<tr>
<td>Hydrolizable amino acids (µM)</td>
<td>80–160</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^{a}\) is used where no reports available in the literature.

BDL = below detection limit; mbsf = meters below seafloor; TAG = Trans-Atlantic Geotraverse.

\(^{b}\) (93, 104, 108, 109).

\(^{c}\) (29, 110).

\(^{d}\) (109, 111–113).

\(^{e}\) (114–116).

\(^{f}\) (98, 109, 117–119).

\(^{g}\) (109, 111, 120).

\(^{h}\) (86, 114, 116, 121).

\(^{i}\) (109, 122–126).

\(^{j}\) (127).

\(^{k}\) (116, 128–133).

\(^{l}\) (134, 135).

\(^{m}\) (109, 136).

\(^{n}\) (109, 119, 137–139).

\(^{o}\) (109, 112, 140–143).

\(^{p}\) (144).

\(^{q}\) (145, 146).

\(^{r}\) F\(^{14}\)C of ultrafiltered DOC (>1000 Da).

\(^{u}\) Headspace gas concentrations in equilibrium with sediments.
<table>
<thead>
<tr>
<th>Guaymas Basin/ Middle Valley Ridge Flank (&quot;warm&quot;)</th>
<th>Ridge Flank (&quot;cool&quot;)</th>
<th>Ultramafic influenced, high temperature</th>
<th>Ultramafic dominated</th>
<th>Silicic back-arc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Guaymas Basin/ Middle Valley Ridge Flank</strong></td>
<td><strong>North Pond Basement</strong></td>
<td><strong>Von Damm (East Summit)</strong></td>
<td><strong>Rainbow</strong></td>
<td><strong>Lost City</strong></td>
</tr>
<tr>
<td>4.5–6.1</td>
<td>7.4–7.6</td>
<td>2.8–3.4</td>
<td>9–11</td>
<td>2.3–4.7</td>
</tr>
<tr>
<td>0.52–3.30</td>
<td>0.3–0.7</td>
<td>12.3–16.5</td>
<td>1–14</td>
<td>0.0084–0.306</td>
</tr>
<tr>
<td>17–180</td>
<td>0.6–1.1</td>
<td>23,700–24,050</td>
<td>&lt;3.5 μM</td>
<td>76–14,600</td>
</tr>
<tr>
<td>35–54</td>
<td>0.2–0.6</td>
<td>16.0–24.6</td>
<td>0.0001–0.026</td>
<td>198–200</td>
</tr>
<tr>
<td>–9.4</td>
<td>0.16–0.13</td>
<td>–1.6 to –2.5</td>
<td>–9</td>
<td>–5.7 to –2.3</td>
</tr>
<tr>
<td>0.056</td>
<td>0.083–0.233</td>
<td>0.251–0.0373</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>44.2–58.8</td>
<td>0.001–0.030</td>
<td>0.9–2.0</td>
<td>0.014–0.085</td>
<td>2.4–7.1</td>
</tr>
<tr>
<td>–43.8</td>
<td>0.038–0.235</td>
<td>–20.7</td>
<td>–5.7</td>
<td>–5.0</td>
</tr>
<tr>
<td>0.077</td>
<td>–</td>
<td>0.0056–0.0064</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>–14–310</td>
<td>–</td>
<td>0.084</td>
<td>1.0–2.0</td>
<td>–</td>
</tr>
<tr>
<td>–25.3 to –18.7</td>
<td>–</td>
<td>–12.9 to –9.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>27–92.4</td>
<td>–</td>
<td>n.d.</td>
<td>5.0–7.4</td>
<td>BDL</td>
</tr>
<tr>
<td>11–10,000</td>
<td>–</td>
<td>22</td>
<td>7.4–10.3</td>
<td>1.4–1.9</td>
</tr>
<tr>
<td>111–2112</td>
<td>18–33</td>
<td>–</td>
<td>68–106</td>
<td>–</td>
</tr>
<tr>
<td>–18</td>
<td>–34.5 to –26.6 to</td>
<td>–</td>
<td>–21.0 to –10.5</td>
<td>–</td>
</tr>
<tr>
<td>–24.8</td>
<td>–23.9</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>–0.186–0.204</td>
<td>0.166–0.230</td>
<td>0.352–0.472</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>&lt;0.186–0.230</td>
<td>0.186–0.204</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BDL–295</td>
<td>88.2</td>
<td>–</td>
<td>36–158</td>
<td>–</td>
</tr>
<tr>
<td>5.2</td>
<td>0.043–0.089</td>
<td>–</td>
<td>0.7–2.3</td>
<td>–</td>
</tr>
</tbody>
</table>
of amino acids in the sediment-covered Guaymas Basin (26,122). Concentrations of dissolved free amino acids in high-temperature fluids (>150°C) were below detection limits and below deep ocean concentrations, with the losses attributed to the instability of organic compounds at high temperatures (122,154). The DOC content of black smoker vents on the unsedimented portions of the Juan de Fuca spreading center is less than half that of deep seawater (<17 versus 36 µM) (116). Concentrations of DOC that can be isolated onto solid-phase extraction (SPE-DOC) phases are ~92% lower in unsedimented black smokers from Juan de Fuca and the MAR than in deep seawater (155). It is possible to experimentally reproduce losses of OM by heating (125,155–157), though this does not conclusively rule out alternative removal mechanisms such as sorption onto mineral surfaces or heterotrophy.

16.3.3 Axial Diffuse Vents, Basalt Hosted

Adjacent to axial, high-temperature systems, local seawater enters the crust, creating “diffuse vents.” The mixing of oxygenated seawater and reduced hydrothermal fluids results in chemical disequilibria that microorganisms can exploit for metabolic energy (158). Due to mixing and conductive cooling of fluids, temperatures are often well below the upper temperature limits of life (122°C) (159). As a result, these zones are thriving sub-seafloor microbial habitats (3,82,84,160,161). Microbial activity can alter fluid chemistry, resulting in losses of H2S and H2 and gains of CH4 relative to high-temperature fluids (111,112,115,162).

In diffuse vents on the Juan de Fuca Ridge, DOC is elevated over local deep seawater (~47 versus 36 µM), attributed in part to sub-seafloor autotrophic production (116). This DOC has a lower 14C content and a more positive δ13C value than local seawater, consistent with a contribution of chemolithoautotrophs incorporating a pre-aged carbon source such as mantle CO2 (121).

16.3.4 Ridge Flanks

Fluid continues to flow through the rocky subsurface far from the ridge axis, as rocks cool in the absence of new magma injections (Figure 16.1). The extent of advective flow through these “ridge flank” systems can be determined from discrepancies between modeled conductive heat loss and heat flow measurements that indicate the convective flow of water in crust that is 0–65 Ma (75,80). Sediment cover precludes fluid transport into and out of the crust; bare-rock seamounts are therefore the primary locations of advective transport (128). Even in regions with thick sedimentary layers, however, exchange of water, carbon, elements, and nutrients continues between deep sedimentary porewater and basement fluids.

Based on magnesium budgets, fluid fluxes through “cool” ridge flank systems (<45°C) are substantially larger than those through warmer systems (77,163). Cool basement fluids
(<20°C) have been accessed by Integrated Ocean Drilling Program drilling in the North Pond sedimented basin on the MAR (161). Dorado Outcrop on the Cocos Plate has also been confirmed to vigorously vent large quantities of water at temperatures of 10–20°C (164). The “warm” ridge flank system on the Juan de Fuca ridge has been intensely studied for decades, including via series of Ocean Drilling Program boreholes that have been drilled perpendicular to the ridge to allow direct access to the basement (165).

DIC is substantially lower in Juan de Fuca ridge flank fluids than in seawater (0.1–0.9 versus 2.6 mmol/kg; Table 16.1), likely due to precipitation of calcium carbonate in the subsurface (130,166,167). In contrast, fluids from the lower-temperature Dorado and North Pond systems have DIC concentrations that are similar to seawater (134,164). In many cases, the δ13C values of DIC are lower than that of seawater, suggesting an input from remineralization of organic carbon or CO2 trapped in basaltic vesicles (130,133,135). The apparent 14C age of DIC is often used as a measure of fluid residence time, although this must be treated with caution, as mixing with older water masses, remobilization of calcium carbonate, input of basal vesicle CO2, and remineralization of 14C-depleted OM can influence these signatures (133,168–170).

Methane concentrations are low but detectable in Juan de Fuca ridge flank fluids (1–32 µmol/kg) (131,132). The isotopic signatures of methane (−58.0‰ to −22.5‰) indicate a mixture of processes, including biogenic production and oxidation (132). Methane concentrations at North Pond were below detection (134).

DOC concentrations are lower than seawater in ridge flank fluids on the Juan de Fuca ridge and at North Pond (116,131,133–135). In both cases, this DOC has a lower 14C content and δ13C signatures that are more negative than those of starting seawater (121,133,135). This pattern was initially attributed to a complete removal of seawater DOC, followed by an input of chemosynthetically derived organic material (121). New data suggest that the isotopic signatures could instead be attributed to the selective oxidation and removal of portions of the seawater DOC pool (133,135). Diffusion of porewater from the sediments covering the ridge flank may also contribute some organic compounds to the fluids (124), as this exchange impacts the inorganic chemistry (129,131,165).

16.3.5 Ultramafic Influenced

Systems hosted on ultramafic rocks undergo water–rock reactions that are distinct from those of mafic environments. Ultramafic systems can be located on spreading centers and influenced by magmatic injections, but they can also be far from the spreading center or along ultra-slow-spreading centers with little to no magmatic influence. The compositional differences between ultramafic rocks derived predominantly from Earth’s mantle and mafic rocks such as basalt and gabbro give rise to fluids with distinct chemical signatures. Fluids that have reacted peridotites are strongly enriched in H2 and CH4 and, in some cases, have drastically lower metal contents (Figure 16.5 and Table 16.1).
The earliest recognitions of an ultramafic hydrothermal signature in the ocean came from high ratios of CH$_4$ to Mn and suspended particulate matter in the water column on the MAR (171–173). Subsequently, the Logatchev, Rainbow, Menez Gwen, Ashadze, and Nibelungen hydrothermal fields were identified along the MAR, with fluid chemistries that exhibit a mixture of magmatic influences such as high temperatures (200–372°C), acidic pHs (2–4 at 25°C), and high metal contents (e.g. millimolar concentrations of Fe and hundreds of micromolar concentrations of Mn), but also ultramafic influences such as millimolar concentrations of CH$_4$ and H$_2$ (Table 16.1; for reviews, see 119,174). Peridotite-influenced systems have since been identified on the Mid-Cayman Rise (136,175) and Marianas Forearc (163,176). The ultramafic-dominated system in the Lost City Hydrothermal field has minimal interaction with magmatic processes, resulting in lower fluid temperatures (40–91°C), alkaline pHs (9–11 at 23°C), and low metal contents (<100 nM of Fe and <50 nM of Mn) (140,143,177). A magmatic influence is still evident, however, in elevated the $^{3}$He content of fluids (112). Ultramafic-dominated, low-temperature, alkaline systems are also present in the shallow waters of Prony Bay in New Caledonia, fed by meteoric water (178), and on the Southern Mariana Forearc at the Shinkai Seep Field (179).

The inorganic carbon concentration in ultramafic-influenced systems is highly dependent on pH and magmatic inputs. In low-pH ultramafic systems, concentrations of $\Sigma$CO$_2$ can reach as high as those observed in magmatic systems, at ~4–20 mM (Table 16.1; see (119) for a review). The $\delta^{13}$C values of this CO$_2$ display “typical” mid-ocean ridge values of −4‰ to −2‰ in some cases such as the Rainbow vent field (119). In other locations such as the Logatchev field, it is unusually positive, up to +9.5‰, even in fluids with $\Sigma$CO$_2$ concentrations higher than seawater (119,180). In alkaline ultramafic systems such as Lost City, the high pHs lead to the rapid precipitation of calcium carbonate and therefore vanishingly low concentrations of $\Sigma$CO$_2$ in end-member fluids (112,140). This removal likely occurs throughout the fluid circulation pathway. Carbonate mineralization is common in ultramafic rocks (181), and isotope signatures indicate precipitation occurs both at cold seawater temperatures and at warmer (65–95°C) temperatures, where $\delta^{13}$C values indicate that the source $\Sigma$CO$_2$ has a substantial mantle component (107).

Methane concentrations in ultramafic systems are frequently an order of magnitude higher than those in unsedimented, basalt-hosted systems (Figure 16.5 and Table 16.1), and substantial methane anomalies along the MAR have been attributed to exports from these systems (119,171–173). Estimates from mantle $^{3}$He exports suggest serpentinization of ultramafic rocks could account globally for about 75% of the methane flux from mid-ocean ridge systems (182). Isotopic signatures point to a nonbiological source for this methane (112,119,183), although in most systems more CH$_4$ is present than would be expected in thermodynamic equilibrium with CO$_2$ (for reviews, see (101,183)). One possibility is that the methane was formed long ago, at higher temperatures than the present day, and is subsequently stripped from vesicles in the rocks (136,184), which contain high CH$_4$ and CO$_2$ contents (185,186). Biologically derived methane from
methanogenesis may also contribute (187), albeit at relatively low levels when compared to the dominant nonbiological signature.

Short-chain hydrocarbons such as ethane, propane, and butane have been found in the low-micromolar concentrations in a wide range of ultramafic systems (Table 16.1) (112,136,180). Isotopic values that decrease with increasing chain length have been used to demonstrate that these species are not derived from the decomposition of sediments and could have a nonbiological origin such as Fischer–Tropsch-type reactions (112). At the Lost City and Von Damm hydrothermal fields, the concentrations of these compounds increase in conjunction with methane concentrations (112,136), indicating similar processes may lead to their formation and/or cycling.

Formate and acetate have been reported in elevated concentrations in multiple ultramafic systems including Lost City (formate: 36–158 µM; acetate: 1–35 µM) (141), Von Damm (formate: below detection to 669 µM) (136), and Prony Bay (formate: ~4 µM; acetate: ~70 µM) (188). At Lost City, the isotopic composition of formate indicates it is synthesized by two pathways: abiotic synthesis in the subsurface that results in 14C-free formate with a δ13C signature (~13.0‰ to ~8.9‰) similar to methane and short-chain hydrocarbons; and near-surface biological synthesis that incorporates modern DIC, resulting in formate with substantial 14C and a more positive δ13C signature (~9.1‰ to ~4.3‰) (189). At the Von Damm vent field, higher concentrations of formate are found in hot mixed fluids than in pure end-member hydrothermal fluids, demonstrating that this species forms abiotically on timescales of hours to days (136). At Lost City, the δ13C of acetate (~27‰ to ~17‰) could be attributed to a mixture of anaerobic fermentation and acetogenesis (141,189). Given the high abundances of microorganisms in the chimneys, the acetate could also be due to a thermocatalytic breakdown of complex organics in the biomass (141,189).

Hydrolyzable amino acids are present in high abundances in Lost City fluids and chimneys (142). In the fluids, the highest concentrations were observed in locations where concentrations of H2 had been drawn down by sulfate reducers living in the sub-seafloor or chimney. The 13C of amino acids isolated from the chimneys had fractionation patterns consistent with synthesis by a chemolithoautotrophic source (142). In high-temperature fluids (>300°C) from Rainbow and Ashadze, dissolved free amino acids were detected in the picomolar concentration range, with tryptophan, phenylalanine, and leucine detected in the fluids but not in deep seawater (180). Tryptophan and phenylalanine contain aromatic rings that may assist in molecular stability at high temperatures (190).

16.3.6 Fluxes between the Ocean and Crust

Hydrothermal circulation is the primary means of transferring materials between the crust and ocean (78,191). The net flux of constituents includes both input and removal processes, though these may be geographically and temporally distinct. The impact of hydrothermal circulation on the carbon budget of the ocean remains unconstrained in many ways.
Inorganic carbon is transferred to the deep ocean via magma degassing and removed by carbonate precipitation in the sub-seafloor at roughly similar rates (Figures 16.4 and 16.5). Degassing of mantle volatiles through high-temperature venting is estimated to input ~1 × 10^{12} \text{ mol C yr}^{-1} of ΣCO_2 into the ocean (191,192). Carbonate precipitation is estimated to remove 1–3 × 10^{12} \text{ mol C yr}^{-1} in ridge flanks (167,193,194). Seawater passing through peridotites results in a loss of 0.4–2.0 × 10^{11} \text{ mol C yr}^{-1}, although stable isotope signatures indicate that approximately half of the carbon sequestered into the rock is in the form of organic carbon (195,196).

Export and removal fluxes of DOC can be estimated by combining changes in concentrations with water fluxes through different types of hydrothermal systems (75,80,163). If high-temperature vents remove an average of ~20 \mu mol of seawater DOC per liter, approximately 0.7–1.4 × 10^{10} \text{ g C yr}^{-1} would be lost globally (116). A similar scale loss of 1.4 ± 0.7 × 10^{10} \text{ g C yr}^{-1} has been estimated based on changes of SPE-DOC concentrations (155). Ridge flank regions where crustal temperatures are “warm” (>45°C) have more substantial chemical changes in circulating fluids but smaller fluid fluxes than regions where crustal temperatures are “cool” (77,163). If concentrations from the “warm” Juan de Fuca ridge flank system are typical of such systems, 2–13 × 10^{10} \text{ g C yr}^{-1} would be removed (116). Due to the larger water fluxes, if DOC concentrations through the “cool” crust at North Pond are globally representative, losses would be an order of magnitude higher at ~9–14 × 10^{11} \text{ g C yr}^{-1} or ~5% of the total annual deep oceanic DOC loss (135).

16.4 Sedimented Hydrothermal Systems

Where spreading centers occur under thick sediment packages, hot water rapidly alters the OM fueling heterotrophic communities (e.g. (125,156,190)), releasing inorganic carbon (89), influencing local physiochemical conditions, or forming complex oil-like materials (e.g. (197,198)). The form and fate of carbon in heated sediments depend on its origin (terrigenous versus marine versus chemoautotrophic), temperature, and flow rate. Upon heating, a series of reactions similar to those that give rise to petroleum proceeds, with important differences due to the more water-rich conditions. The production of petroleum is generally considered to begin at ~50–70°C (199). Weak bonds that sorb organic molecules onto surfaces break most easily, followed by bonds involving oxygen, sulfur, or nitrogen. Carbon–carbon bonds require the most energy – and therefore greater temperature or time – to break (199).

Small polar compounds can be mobilized through enhanced desorption and the destruction of noncovalent bonds. The most labile material is removed from the solid phase due to microbial activity, pyrolysis, and/or desorption (156). Over time, the amount of OM transferred into the aqueous phase decreases as the material is physically transported out of the system or biodegraded by microorganisms (125,156,157).

Unlike the dry “cracking” reactions that dominate petroleum reservoirs, breaking carbon–carbon bonds in the presence of water results in more oxidized products. Cracking reactions proceed at temperatures above ~100°C and result in CH_4 and low-molecular-weight
hydrocarbons (199–201). In contrast, in the presence of water and minerals, n-alkanes will instead degrade to oxygenated products such as alcohols, ketones, carboxylic acids, and, ultimately, CO₂ and CH₄ (89,202). Sediments heated in aqueous environments produce copious amounts of acetate in particular. The reaction temperature impacts the products, with higher temperatures favoring more oxidized products such as CO₂ over CH₄ and propanol over propane (203).

Reduction, condensation, and dehydration reactions proceed at higher temperatures to form macromolecules and aromatics, causing compounds to revert to their most stable states (Figure 16.4) (204,205). Polycyclic aromatic hydrocarbons and cyclic polysulfides, major components of some hydrothermal oils, form only under very high heat (≥~300°C) and are signatures of elevated temperatures (190,197,198). Polypeptides form through dehydration and reduction, while lipids crack and recombine (206).

Water washing will selectively transport more soluble components from the subsurface to the surface and leave behind larger condensates (125,190,199,207). Smaller alkanes (<C₁₀), aromatic volatiles, compounds containing C–N–S bonds, oligosaccharides, and oligopeptides are often missing in sediments subjected to “water washing,” while fluids and plumes contain higher concentrations of these compounds (190,204,207).

These released compounds are highly biodegradable and fuel heterotrophic organisms. The labile amino acids released from sterilized sediments, for example, are utilized and reworked by microorganisms in parallel, nonsterilized experiments (125). In general, the low-molecular-weight organic acids that are primary breakdown products of heating sediments in the presence of water, particularly acetate, are important substrates for anaerobic microorganisms (208).

The residual OM that is not removed with water washing is enriched in less soluble material, leading to “hydrothermal petroleum.” Cooling near the sediment–water interface can help trap less soluble compounds through differential condensation and solidification (190,207,209). The distribution of compounds and the maturity of these oils are highly variable.

16.5 Continental Subsurface

Geological heterogeneity produced through plate tectonics diversifies and segments the continental deep subsurface and its constituent biospheres differently from in the marine realm. Mountain and basin formation juxtaposes reactive rocks and minerals and creates new hydrological flow paths. Rock and water ages on the continents range from modern to billions of years (210,211). Terrestrial vegetation supplies vast quantities of organic carbon, although this influence is attenuated with increasing depth. The water age, hydrological connectivity, and major element chemistry of continental subsurface sites dramatically impact carbon cycling and the nature of in situ biospheres.

The continental deep subsurface extends downward from the base of the critical zone (212,213), although specific depths and thresholds have yet to be defined, particularly on the upper boundary. The penetration of life into the continental crust appears to be
limited not strictly by depth, but rather by temperature, permeability, and perhaps aridity, with clear life detection in even the deepest boreholes and mines. Sites lacking identifiable life are few and far between and appear to be limited by temperature (e.g. German continental deep drilling program (KTB) cores in the Black Forest (214)) or aridity (213).

Estimates of the size of the continental deep biosphere are large (ranging from $2.3 \times 10^{15}$ to $10^{17}$ g C), mirroring similar estimates of the marine deep biosphere ($4.1 \times 10^{15}$ g C) and rivaling terrestrial soils ($2.6 \times 10^{16}$ g C) (215–217). The uncertainty in these calculations spans orders of magnitude and has not changed significantly since the original estimates by Whitman (215; Chapter 17, this volume), although the trend is downward (Chapter 17, this volume). However, increasing levels of inquiry applied globally using advanced methodologies have identified abundant, taxonomically diverse communities within the continental deep subsurface, giving credence to vast amounts of carbon contained and being cycled by these ecosystems (218–222).

**16.5.1 Types of Continental Deep Subsurface Environments**

Continental deep subsurface environments can be broadly divided between sedimentary and crystalline host rocks, but even within this framework they range significantly in carbon content, isolation from the surface, and dominant carbon cycling processes (Figure 16.1). The best-studied sites are found in shallow sedimentary and igneous aquifers owing largely to their relevance to human water supplies (223–231). Hydrocarbon reservoirs contain vast quantities of organic carbon and have distinct microbiology associated with their formation waters (232–234). A recent emphasis on deep coal beds and their constituent carbon cycling has come to the scientific forefront due to their importance in gas extraction via deep fracking technologies (235). Deep crystalline bedrock sites feature the oldest, deepest, and most isolated deep biosphere environments (211,236–238). Caves, in contrast, sit at the interface between the surface and the deep and are covered more completely in other reviews (239–241). This section will describe the forms, cycling, and fate of organic carbon in each environment.

While the deep subsurface biosphere is pervasive, it is difficult to access reliably. Common access points are wells, boreholes, mines, and caves. Each approach has the potential to impact *in situ* processes and must be considered when evaluating data sets. Natural springs are often considered as “portals” or “windows” into the deep biosphere, often showing a mix of surface and subsurface communities (242,243). The last 10 years has seen the establishment of a number of deep subsurface observatories including into permafrost (Permafrost Tunnel Research Facility, AL, USA), deep crystalline bedrock (Deep Mine Microbial Observatory (DeMNO), SD, USA; Coast Range Ophiolite Microbial Observatory (CrOMO), CA, USA; Åspö Hard Rock Laboratory, Sweden; and many others), and sedimentary aquifers (Deep Biosphere in Terrestrial Systems (DEBITS), New Zealand; Savannah River Site, SC, USA).
16.5.2 Continental Carbon Cycling

Organic carbon in the continental deep biosphere may derive from surficial inputs, \textit{in situ} autotrophic carbon fixation, water–rock reactions, or ancient sedimentary sources. The relative balance of these sources depends sharply on geology, both by surface connectivity and host lithology. The following sections describe this balance in sedimentary and igneous aquifers, hydrocarbon reservoirs, deep coal beds, and deep crystalline bedrock.

Key processes in subsurface carbon cycling depend on the relative recalcitrance of ancient OM, supply of labile organic carbon, input of metabolic oxidants and reductants, and aquifer porosity and permeability. Microbial carbon fixation produces labile organic carbon and methane, whereas heterotrophic microbial processes consume both labile and recalcitrant subsurface organic carbon. The relative importance of these two end members broadly suggests autotrophic processes dominate in crystalline and deep rock aquifers whereas heterotrophic processes are more abundant within sedimentary systems, although numerous counterexamples exist and both processes (e.g. (251)) must be active for a functioning ecosystem (225). Organic acids and short-chain hydrocarbons are key microbial products and substrates within most continental subsurface settings with typical concentrations in the $10^{-100}$ µM range (Table 16.2). Due to rock dissolution and other processes, DIC can be very high, and may get much higher as aquifers are targeted for anthropogenic carbon sequestration (222).

16.5.3 Sedimentary and Igneous Aquifers

Both sedimentary (e.g. Atlantic coastal plain) and igneous aquifers (e.g. Columbia River basalt aquifer) have been shown to contain vibrant microbial communities and have been the subject of intensive study due to their economic and social importance as sources of drinking and industrial water, as well as their vulnerability to anthropogenic contamination (225,226,231). Recharge timescales of aquifers vary over many orders of magnitude (months to millions of years), controlling the relative supply of exogenous DOC and electron acceptors. In many systems, significant supply of young sedimentary carbon produces relatively high DOC, methane, and organic acid concentrations. The composition of this DOC can be complex, including significant amounts of nitrogen- and sulfur-bearing organic molecules (252). While oligotrophic compared to surface environments, aquifers are relatively carbon rich for the subsurface and can support correspondingly high cell densities (e.g. $10^5$ cells/mL), even in oligotrophic crystalline aquifers (246).

Primary productivity within aquifers varies tremendously based on exogenous and sedimentary organic carbon supply, but is significant in some settings. Hydrogen production can be large and may support autotrophic populations, particularly in igneous and ultrabasic host environments, fueling the so-called subsurface lithoautotrophic microbial ecosystems (223,251,253). Utilization of iron oxide minerals as terminal electron acceptors for both autotrophic and heterotrophic metabolisms is common, producing high concentrations of dissolved ferrous iron in many groundwaters.
Table 16.2 *Summary of characteristics and carbon contents of different types of continental subsurface systems.*  

<table>
<thead>
<tr>
<th>System type</th>
<th>Shallow sedimentary aquifers</th>
<th>Shallow igneous aquifers</th>
<th>Hydrocarbon reservoir formation waters</th>
<th>Coal beds</th>
<th>Deep bedrock</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Example systems</strong></td>
<td>Lower Saxony, Germany&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Columbia River flood basalts&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Palo Duro Basin&lt;sup&gt;c&lt;/sup&gt;</td>
<td>German lignite deposits&lt;sup&gt;d&lt;/sup&gt;</td>
<td>South African gold mines&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Defining characteristics</strong></td>
<td>Shallow confined and unconfined aquifers with abundant sedimentary OM, fresh waters</td>
<td>Thick basalt deposits with confined aquifers, interbedded sediments, fracture-based porosity, and relatively fresh NaCl-dominated fluids</td>
<td>Sedimentary hydrocarbons interfacing with aqueous brines, organic alkalinity may exceed bicarbonate alkalinity</td>
<td>Extremely organic-rich sediments at varying stages of thermal maturity, limited porosity and permeability</td>
<td>Deep (1.0–3.3 km) fracture-based fluids with thousand- to million-year recharge times</td>
</tr>
<tr>
<td><strong>Temperatures</strong></td>
<td>Low to moderate</td>
<td>Low to moderate</td>
<td>Moderate to high</td>
<td>Low to moderate</td>
<td>Low to high</td>
</tr>
<tr>
<td><strong>Recharge timescale</strong></td>
<td>Rapid to moderate</td>
<td>Rapid to moderate</td>
<td>Moderate to high</td>
<td>Moderate to long</td>
<td>Moderate to very long</td>
</tr>
<tr>
<td><strong>pH</strong></td>
<td>Circumneutral</td>
<td>7.5–8.5 shallow, 8.0–10.5 deep</td>
<td>5–8</td>
<td>6.8–7.2</td>
<td>7.4–9.4</td>
</tr>
<tr>
<td><strong>H&lt;sub&gt;2&lt;/sub&gt; (mM)</strong></td>
<td>–</td>
<td>Up to 0.06</td>
<td>–</td>
<td>–</td>
<td>7.4</td>
</tr>
<tr>
<td><strong>SO&lt;sub&gt;4&lt;/sub&gt; (mM)</strong></td>
<td>–</td>
<td>Generally &lt;0.5, but up to 2</td>
<td>–</td>
<td>Up to 0.148</td>
<td>0.623</td>
</tr>
<tr>
<td><strong>Total DIC (mM)</strong></td>
<td>–</td>
<td>0.125–2.800</td>
<td>–</td>
<td>19.8–43.6</td>
<td>0.09–2.40</td>
</tr>
<tr>
<td><strong>δ&lt;sup&gt;13&lt;/sup&gt;C&lt;sub&gt;CO&lt;sub&gt;2&lt;/sub&gt;&lt;/sub&gt; (%)</strong></td>
<td>–20</td>
<td>–30 to 20; mostly –10</td>
<td>–</td>
<td>–14 to 20</td>
<td>–43 to –5</td>
</tr>
<tr>
<td><strong>CH&lt;sub&gt;4&lt;/sub&gt; (mM)</strong></td>
<td>0.00089–2.68000</td>
<td>Up to 160</td>
<td>Very high</td>
<td>0.010–0.100</td>
<td>0.026–8.800</td>
</tr>
<tr>
<td><strong>δ&lt;sup&gt;13&lt;/sup&gt;C&lt;sub&gt;CH&lt;sub&gt;4&lt;/sub&gt;&lt;/sub&gt;</strong></td>
<td>–110 to 20 (mean – 70)</td>
<td>–</td>
<td>Variable</td>
<td>–81 to –71</td>
<td>–58 to –37</td>
</tr>
<tr>
<td><strong>Short-chain hydrocarbons</strong></td>
<td>~3 (median)</td>
<td>–</td>
<td>High</td>
<td>–</td>
<td>&lt;0.1–201</td>
</tr>
<tr>
<td><strong>Σ(C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;6&lt;/sub&gt;–C&lt;sub&gt;4&lt;/sub&gt;H&lt;sub&gt;8&lt;/sub&gt;) (µM)</strong></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DOC (mM)</td>
<td>0.17–0.30</td>
<td>0.16–0.39</td>
<td>0.05–14.75</td>
<td>0.19–0.95</td>
<td>n.d. to 0.410</td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>-----------</td>
<td>---------------</td>
</tr>
<tr>
<td>Formate</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.22–31.1 µmol/g sed</td>
<td>0.44–34.00 µM</td>
</tr>
<tr>
<td>Acetate</td>
<td>–</td>
<td>–</td>
<td>6.08 mM</td>
<td>1.7–8.5 µmol/g sed</td>
<td>0.07–28.00 µM</td>
</tr>
<tr>
<td>Amino acids</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.0133–2.6700 µM</td>
</tr>
<tr>
<td>Typical cell density (cells/mL)</td>
<td>$10^3–10^8$</td>
<td>$10^3–10^5$</td>
<td>High</td>
<td>$10^7$</td>
<td>$10–10^5$</td>
</tr>
</tbody>
</table>

Ranges are reported for the example systems, where there are data available. Ranges and qualitative measures are given where there is significant variability reported or differences between reports. “–” is used to indicate no available reports.

sed = sediment.

\[ a \] (229, 244, 245).
\[ b \] (223, 246).
\[ c \] (228, 232, 233).
\[ d \] (228, 247).
\[ e \] (248–250).
\[ f \] Aqueous extracts.
Iron and sulfur oxidative metabolisms are also found where microaerophilic conditions or sufficient nitrate concentrations exist (254, 256). Sulfate is a less dominant anion in continental settings relative to its ubiquity in the marine realm, but where present, it can fuel significant populations of autotrophic and heterotrophic sulfate-reducing bacteria (254, 255).

Heterotrophic processes rely on the input of DOC from the mineralization of sedimentary carbon, aquifer recharge, or in situ microbial activity. In 85% of US aquifers, DOC concentrations were <175 µM (median 42 and 58 µM). These ranges were not significantly different between sedimentary and crystalline aquifers (ranging from 8 to 275 µM, median 42 µM) (257). A more recent analysis of DOC concentration across UK aquifers showed a range of 15–1550 µM (257 µM average) (226), although this sampling includes evidence for significant contamination from agriculture and concomitant microbial respiration that introduced OM. Locally, high concentrations of organic acids (up to 60 µM formate) can be produced by microbial degradation of complex sedimentary OM, particular in shale horizons, which may then diffuse to more porous sediments, driving respiration (258). For shallow aquifer systems, periodic environmental changes related to seasonal shifts, water table fluctuations, or land use may transport both DOC and oxidants to depth, driving increases in heterotrophic respiration (244, 259).

Methane is a ubiquitous reservoir of organic carbon in sedimentary aquifers. Methane concentrations are extremely variable but sometimes can reach extremely high values (e.g. 0.9 nM to 2.7 mM in the Lower Saxony region of Germany (229) and 3.1 nM to 293 µM across Great Britain (230)). Sources of methane vary and include abiotic and biotic sources, including microbial methanogenesis (including hydrogenotrophic, acetoclastic, and methyl fermentation) as well as thermogenic cracking of buried OM (224, 229, 230). The isotopic composition of methane and co-occurring short-chain hydrocarbons can be used to assess methane sources and suggest active microbial CO₂ reduction as the primary source in both German and British aquifers (229, 230). High concentrations tend to correlate to organic-rich, low-SO₄ geological formations (229).

16.5.4 Hydrocarbon Reservoirs

Hydrocarbon reservoirs were among the earliest studied continental deep biospheres, with experiments beginning in the 1920s by Colwell and D’Hondt (213). These systems are characterized by large accumulations of liquid and gaseous hydrocarbons, providing abundant sources of carbon and electron donors, but they tend to be correspondingly depleted in oxidants and nutrients. Extremely high concentrations of volatile organic acids (particularly acetate) comprise the majority of DOC in the water phases of hydrocarbon-bearing basins, reaching concentrations of up to hundreds of mM (232, 260, 261).

The most significant metabolisms in hydrocarbon reservoirs are sulfate reduction, methanogenesis, acetogenesis, iron reduction, and fermentation (260–262), the balance of which is determined by electron acceptor supply. Spatially, biodegradation of oil is concentrated at the oil–water interface and is limited by reservoir temperature, with limited
activity being observed above 80°C (234, 263). Anthropogenic influence through drilling, water introduction, casing, and fracturing of reservoirs and the introduction of exogenous microbes can significantly change in situ carbon cycling, most notoriously causing reservoir souring by stimulating sulfate-reducing populations in previously methanogenic reservoirs. For more a complete description of carbon cycling and biodegradation in hydrocarbon reservoirs, see the reviews by Larter et al. (263), Means and Hubbard (232), and Head et al. (260).

### 16.5.5 Deep Coal Beds

Coal is formed through the burial and diagenesis of large accumulations of terrestrial plant matter and therefore contains an extremely high organic carbon content. The bioavailability of this OM to deep subsurface microbes depends on thermal maturity and burial history, which control the form and speciation of OM as well as the sterilization history of resident microbial populations (235). Low-maturity (rank) coals are the most bioavailable and actively accumulate biogenic methane. Aqueous extracts of low-maturity coals and lignites produce extremely high concentrations of organic acids, including acetate, formate, and oxalate in the range of 0.37–2.50 mg/g sediment (247, 264). Yields of labile OM decrease significantly with increasing thermal maturity (247, 264).

Biogenic methane appears to universally accumulate in coals at <80°C (235). Microbial processing of coal to methane is a multistep process that requires and supports an ecosystem of microbes. First, organic polymers are fragmented into hydrocarbon intermediates, followed by a secondary fermentation to methanogenic substrates like CO2, H2, organic acids, and alcohols. These substrates then fuel acetoclastic, methylotrophic, and hydrogenotrophic methanogens (235). The rate and efficiency of these processes in different coal deposits and the accessibility of this methane for extraction are of considerable economic importance. For a more complete review of coal bed biogeochemistry, see Strapoc et al. (235).

### 16.5.6 Deep Bedrock

Deep crystalline bedrock-hosted biospheres stand in contrast to the aforementioned settings in their constituent reservoirs and fluxes of carbon and energy. Here, inputs from the surface are limited, with water residence times reaching millions to billions of years (e.g. (211, 265)) and sedimentary carbon (where present) is recalcitrant to graphitic carbon (266). The largest pool of organic carbon is often as methane, although considerable variability is present with depth and lithology (248, 266). Porosity and permeability is fracture based, adding a stochastic temporal dynamic to fluxes and mixing (265, 267).

Hydrogen, methane, sulfate, and iron cycling drive primary production in deep crystalline bedrock settings. The relative importance of these processes is variable with depth, host lithology, and fluid chemistry (221, 248). Precambrian rocks, which constitute the
best-studied deep crystalline biospheres, are prolific producers of hydrogen (up to mM concentrations) (238,267), which can serve as the terminal electron donor for either sulfate reduction or CO$_2$ reduction-based metabolisms (249,265,268–272).

Analysis of subsurface genomes shows that enzymes of hydrogen metabolism are overrepresented, emphasizing the potential dominance of this metabolic strategy (273). Metagenomic surveys suggest that carbon fixation is performed primarily using the reductive acetyl CoA pathway (256,271,272). Extreme metabolic flexibility has been observed in the cosmopolitan subsurface dweller Candidatus Desulfurudis audaxviator, which can grow in near monoculture in isolated fracture systems (220) and has been found globally (221,274).

Heterotrophic microbes and metabolisms have been found to dominate in some deep crystalline settings, despite the apparent limited availability of exogenous carbon. Abiogenic sources of methane in addition to limited populations of microbial methanogens supply a significant flux of methane to fuel methanotrophic communities reaching tens of mM concentrations (248,266,275,276). Methane cycling has been observed to be most active at moderate depths (0.5–1.5 km) rather than in the deepest, most isolated settings (248,266,277). Other sources of carbon for heterotrophic communities include biofilm-based small organic compounds (265,278), free organic acids formed through fermentation or abiogenesis, and ancient organic carbon (279).

Mineral and biofilm-based metabolisms may be particularly important in deep crystalline settings. Increasing evidence of extensive adaptation to life in biofilms is emerging from these environments in the form of physical adaptations like grappling appendages observed in putative Candidatus “Altiarchaeum” (256), as well extracellular electron transport in subsurface isolates (280). In high-pH settings, autotrophic populations may depend on solid carbonate minerals due to carbon speciation in ultrabasic environments (269). Differences between the attached and planktonic communities have long been observed in crystalline aquifer settings (221,277,281), often with orders of magnitude higher cell densities present within the biofilms (278). The net suggestion of these observations is that mineral and biofilm-based lifestyles are the norm for the deep continental subsurface, but are as yet undersampled. Efforts to cultivate and characterize the metabolic capacities of these attached communities are underway.

16.6 Conclusion

16.6.1 Broad Similarities across Systems

The deep biosphere spans an incredible range of physical and chemical conditions. Despite their heterogeneity, some broad similarities are present across systems. Organic carbon concentrations reach their highest levels in regions that have large inputs from primary producers, either presently (continental margins, shallow sedimentary aquifers, diffuse hydrothermal vents) or in the past (hydrocarbon reservoirs, coal beds). In contrast, concentrations are lower in rocky areas with little sedimentary input and low amounts of
chemolithoautotrophy in both continental (shallow igneous aquifers, deep bedrock) and marine (ridge flanks, high-temperature hydrothermal vents) systems. Elevated concentrations of methane are related to the anaerobic breakdown of OM and associated methanogenesis (sedimentary porewaters, sedimated hydrothermal systems, hydrocarbon reservoirs, coal beds), but also due to hydrogenotrophic methanogenesis, with the hydrogen supplied by water–rock reactions (basalts) and from mantle inputs (hydrothermal systems). Somewhat surprising is the persistence of some forms of organic carbon that are generally thought to be readily accessible to microorganisms, such as acetate, in many systems (sedimentary porewaters, shallow igneous aquifers, deep bedrock).

16.6.2 Limits to Knowledge and Unknowns

(1) Exchange/transformation of carbon between aqueous and solid phases. A characteristic of subsurface environments is the ubiquitous presence of a solid phase, be it from surface-derived particles or crystalline rocks. The exchange and transformation of carbon between the aqueous and solid phases is therefore a major mechanism for controlling the form and fate of carbon in the subsurface. Major questions remain as to what controls these exchanges and the degree to which they are catalyzed by minerals and microorganisms.

(2) Bioavailability of organic carbon. Microbial respiration has been invoked to account for the oxidation of OM that is millions of years old in sediments (67) and the removal of oceanic dissolved OM that is thousands of years old in the basaltic basement (135). Even 365 million-year-old shale carbon can be incorporated into cellular biomass given the right conditions (282). These studies raise the intriguing question of whether all OM is, ultimately, bioavailable give enough time and a favorable setting, or whether there is some pool that will resist remineralization to CO₂ under all circumstances. This question ties directly into point (3) below.

(3) Controls on reaction rates of biogeochemical processes. The rate at which carbon is transformed or remineralized is fundamentally important to understanding the short- and long-term controls on the global carbon cycle and to identifying the distribution of subsurface life. The processes occurring in the marine and continental subsurface are inherently difficult to accurately mimic in laboratory experiments. While short-term experiments can address the more reactive portions of the organic pool, our understanding of the transformations that occur over century or millennium timescales, particularly when uncultured microorganisms mediate the reactions, is more challenging but no less important.

(4) Predictive ability. This review describes what types of carbon are present in distinct geological, geochemical, and biological environments. Ultimately, however, the reverse is a major goal: the ability to have such a fundamental grasp of the mechanistic controls on carbon cycling that it is possible to accurately predict what types and abundances of carbon will be present in a given system.
(5) Characterization of OM. Despite decades of effort and major progress on several fronts, the molecular structure of the vast majority of OM in the subsurface remains uncharacterized. This gap in our knowledge will continue to inhibit our understanding of carbon biogeochemical cycling in the subsurface.
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Questions for the Classroom

1. Continental and oceanic subsurface crystalline aquifers are similar in many ways. How do the characteristics of carbon in, for example, the oceanic North Pond and the continental South African gold mine systems compare and differ? Why?
2. Are the sites studied thus far representative of globally relevant locations where carbon is processed in the subsurface? What locations or geological systems are missing? Why have these not yet been studied? What are the prospects for studying these locations?
3. What effect are humans having on carbon in the deep biosphere?
4. What are the next steps to improve our ability to computationally model different forms of carbon in the subsurface and how they change in the subsurface?
5. Imagine a hypothetical microorganism that is capable of remineralizing any type of nonbioavailable OM back to CO2. If this microorganism proliferated in subsurface environments, what would the effect be?
6. Ultraviolet radiation can create radical species (compounds that are highly reactive due to the presence of an unpaired electron) that can oxidize organic molecules via random reactions. What is the likely effect of a change in atmospheric ozone concentrations, and therefore ultraviolet flux to Earth’s surface, on organic carbon burial rates?
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17.1 Subsurface Biomes and Their Inhabitants

When we ponder the existence of life extending deep into Earth, a phrase from the movie *Jurassic Park* is often used: that “life finds a way.” Numerous investigations into the continental and marine subsurface have shown that life indeed finds a way to exist deep into the subsurface, provided that physical influences, particularly heat, allow for the existence of biomolecules. In this chapter, we will review what is known about the biogeography, ecology, and evolution of deep life, acknowledging along the way that this field is rapidly developing with every new set of experiments and continued exploration.

The subsurface biosphere is loosely defined as the habitable region beneath the soil and sediments where the limits of habitability are typically defined by some physical process (also see Chapter 19, this volume). Current estimates of the habitable volume of the subsurface range from ~2.0 to 2.3 \times 10^9 \text{ km}^3, or roughly twice the volume of our oceans (Table 17.1). This large biosphere is estimated to hold ~70% of all bacterial and archaeal cells (Figures 17.1 and 17.2) and potentially over 80% all bacterial and archaeal species (for a review, see 1). A variety of habitats and sampling techniques to study the subsurface biosphere have been explored by scientists for nearly a century and are further described throughout this chapter (Sections 17.1.1–17.1.5; also see Figure 16.1 in Chapter 16, this volume).

17.1.1 Continental Subsurface

The earliest investigations into the deep subsurface biosphere were performed in oil fields and coal beds within the continental subsurface in the mid-1920s (13–15; for a review on the history of continental subsurface research, see 16). Since then, many different deep continental biomes have been explored, including (but not limited to) groundwater and deep aquifers, oil and gas reservoirs, deep bedrock, evaporite deposits, and subglacial ecosystems (Figure 17.1). Early reviews on the microorganisms inhabiting these subsurface biomes focused on cell numbers (17,18), cultivation-based measurements of activity (17,18), and/or large collections of clone libraries from amplified regions of the 16S rRNA gene (19,20).
Over the past decade, the applications of metagenomics and next-generation sequencing have allowed researchers to further examine the identities and lifestyles of organisms residing in the continental subsurface. The first deep subsurface metagenome was generated from DNA extracted from the fracture fluids of a 2.8-km deep borehole in South Africa (21) and revealed a “single-species ecosystem” containing a population of chemoautotrophic Firmicutes, “Candidatus Desulforudis audaxviator,” capable of performing sulfate reduction and fixing nitrogen and carbon (further discussion in Chapter 18, this volume). Although the number of species observed in this early investigation and other subsurface clone libraries (19,20) was low, next-generation sequencing has revealed that single-species continental subsurface ecosystems are an exception to an otherwise highly

Table 17.1 Recent estimates of subsurface habitable zones.

<table>
<thead>
<tr>
<th>Biome</th>
<th>Volume (km$^3$)</th>
<th>Definition</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continental subsurface</td>
<td>$7 \times 10^8$</td>
<td>$\leq 85^\circ$ C isotherm</td>
<td>(1)</td>
</tr>
<tr>
<td>Continental subsurface</td>
<td>$1 \times 10^9$</td>
<td>$\leq 122^\circ$ C isotherm</td>
<td>(1)</td>
</tr>
<tr>
<td>Groundwater</td>
<td>$2 \times 10^7$</td>
<td>$\leq 2$ km depth</td>
<td>(2)</td>
</tr>
<tr>
<td>Sub-seafloor sediments</td>
<td>$3 \times 10^8$</td>
<td>All sediments (3–5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Marine sediment porewater</td>
<td>$8 \times 10^7$</td>
<td>All sediments (3–5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Marine crust</td>
<td>$\sim 10^9$</td>
<td>$\leq 120^\circ$ C isotherm</td>
<td>(7)</td>
</tr>
<tr>
<td>All subsurface</td>
<td>$\sim 2.0–2.3 \times 10^9$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oceans</td>
<td>$1 \times 10^9$</td>
<td>All oceans</td>
<td>(7)</td>
</tr>
</tbody>
</table>

Figure 17.1 Map of sub-seafloor sediment and continental subsurface cell numbers. The distributions of bacterial and archaeal cells in sub-seafloor sediments (blues; adapted from Kallmeyer et al. (8)) and the continental subsurface (browns; adapted from Magnabosco et al. (1)) are shown. Uncertainties in cellular estimates of the marine crust (1,7,9) prevent mapping the distribution of cells throughout the marine crust at this time.

Over the past decade, the applications of metagenomics and next-generation sequencing have allowed researchers to further examine the identities and lifestyles of organisms residing in the continental subsurface. The first deep subsurface metagenome was generated from DNA extracted from the fracture fluids of a 2.8-km deep borehole in South Africa (21) and revealed a “single-species ecosystem” containing a population of chemoaotrophic Firmicutes, “Candidatus Desulforudis audaxviator,” capable of performing sulfate reduction and fixing nitrogen and carbon (further discussion in Chapter 18, this volume). Although the number of species observed in this early investigation and other subsurface clone libraries (19,20) was low, next-generation sequencing has revealed that single-species continental subsurface ecosystems are an exception to an otherwise highly
diverse subsurface biosphere (for a review, see 1). A large part of the increased $\alpha$-diversity is due to the observation of many low-abundance taxa in next-generation sequencing data sets. These low-abundance microorganisms, generally termed the “rare biosphere” (22), are now accepted as a common feature of environmental microbial communities and may persist in order to preserve a diverse collection of metabolic strategies for survival in changing environments.

Within the continental subsurface, natural fluctuations in fluid chemistries are just beginning to be understood (23); however, large disruptions to subsurface environments through human activities have been reported to dramatically alter continental subsurface communities (24–29). Events that have been shown to increase the overall salinity of deep fluids such as hydraulic fracturing (fracking) (30–36) and drilling (37) are often associated with decreases in $\alpha$-diversity and increases in halo-tolerant bacteria. More recently, an in-depth analysis of the metabolic potential for 31 unique metagenome-assembled genomes (MAGs) showed that the persisting halo-tolerant bacteria and archaea were capable of fermenting chemical additives brought in during the injection process (26). A similar trend has been reported in the oil wells of the Enermark Field (Alberta, Canada). There, native oil phases support low-diversity communities of methanogens and acetogens (38), while emergent aqueous phases (oil + water) exhibit bursts in populations of sulfate-reducing Deltaproteobacteria that change the overall subsurface community composition (39,40). These “blooms” of sulfate-reducing bacteria (SRB) in water-flooded reservoirs can dramatically raise concentrations of hydrogen sulfide ($H_2S$) due to their consumption of hydrocarbons coupled to the reduction of sulfate. Commonly referred to as reservoir souring, this microbial by-product can lead to corrosion of pipelines, plugging of oil-bearing rock, and contamination of the extracted oil (41), but it can be controlled via the
addition of higher-energy electron acceptors such as nitrate (42). On the other hand, the increased SRB activity and growth observed after H₂ injection in the Opalinus clay (Switzerland) has been proposed as a way to control H₂ generated in underground nuclear waste repositories (25).

In many of the aforementioned examples, it is difficult to determine whether or not the changes in community composition are driven by the introduction of foreign organisms or the expansion of a native member. Long-term monitoring of subsurface fluids in “underground labs” is beginning to reveal how these ecosystems change over time (23) and the variations between the attached and planktonic members of the microbial community (43). After nearly a century of research into life beneath the continents, it is now apparent that the continental subsurface is home to a wide variety of fluid chemistries and lithologies (44–46). A comparison of 326 bacterial and archaeal 16S rRNA gene surveys from a variety of continental subsurface environments revealed a correlation between community composition and sample lithology (1), yet the variety of microbial metabolisms encountered beneath the continents (e.g. 44,47–51), how these metabolisms arose, and the interactions between these organisms (52), viruses (53,54), and the environment are just beginning to be understood.

17.1.2 Sub-seafloor Sediments

Early work on sub-seafloor sediments mainly focused on continental margins and quickly recognized a wide distribution of bacteria and archaea and an importance of heterotrophic metabolisms (55; as described in Chapter 16, this volume). In deeply buried sediments sampled through the scientific drilling program – currently the International Ocean Discovery Program (IODP) – microbes are responsible for large-scale geochemical shifts, including consumption of methane and sulfate (55–57). Further investigations have shown that below oceanic gyres, the deep biosphere may be an oxic environment and interact with deep hydrothermal recharging (58,59). With the noted impacts of deep life on processes relating to global biogeochemistry, continued work is focusing on constraining the rates and limits of these processes (for further discussion on this topic, see Chapter 19, this volume).

Marine sediments are a heterogeneous environment and record Earth history along with the modern life that may be living in situ. Tremendous advances were made through the first drilling expedition to focus solely on the marine deep biosphere, Ocean Drilling Program Leg 201, which visited the Peru Margin in 2002. This expedition showed that cells increased in areas of potential geochemical energy (55), that archaeal cells were active and heterotrophic throughout the sediment column (59; Chapter 16, this volume), and that the metagenomic signature of sediments was distinct from any other sampled environment up to that time (60). This expedition also yielded the first metatranscriptome of marine sediments, which showed dominant transcripts for fermentation (61) and that SRB may invest in different cellular strategies based on energy availability (62). Investigations on the Gulf of Mexico (63), Nankai Trough (64,65), Guaymas Basin (66,67), Baltic Sea (68), and
Shimokita Peninsula (69), among others, have shown that sub-seafloor microbial life is found wherever it can exist. The interplay of bacteria and archaea is still being investigated, as areas of the Andaman Sea contain no detectable archaea (70).

The establishment and propagation of the sediment-hosted deep biosphere is still under investigation, but likely includes a combination of selection from the surface environment (71) and persistence of cells with depth (72). What stimulates the deep biosphere, in addition to chemical interfaces, may include the continued influence of depositional conditions (68), tectonic activity (73), geological shifts under pressure (74), and the internal heating of Earth (75). It is still unknown exactly how the community in deep sediment responds to the stress of sedimentation. It is theorized that necromass (76) or radiolysis (77; Chapter 19, this volume) may help support deep communities. Evidence of subsurface acclimation to changing surface conditions exists, showing that the marine deep biosphere is responsive and may be capable of more activity than expected (77). Life in the deep marine biosphere has been reviewed extensively (78–81), and with new investigations underway, discoveries are still abundant.

17.1.3 Oceanic Crust

Despite the larger volume of the basaltic crust environment relative to marine sediments (Table 17.1), relatively little is known about the abundance and extent of microbial biomass in the deep oceanic basement because it is heterogeneous and largely inaccessible (81). Early investigations into microbial activity in the oceanic crust focused on the presence of microchannels and alteration patterns associated with DNA (e.g. 71,72), as the colocation of nucleic acids and unique microtextures (82) are taken together to represent biogenic alteration in basaltic rock. Overall, most biogenic alteration is restricted to the upper 250 m of the oceanic crust, corresponding to a predicted temperature range of 15–80°C (7). Sulfur and iron isotopic information suggests that the oxidation of basaltic crust mainly occurs in the relatively young ridge flank (<20 million years old) (83). Combined, these observations have directed more recent and current IODP drilling expeditions to focus on searching for microbial life in relatively young oceanic crust.

17.1.3.1 Warm Anoxic Basement

The first investigation of the sediment-buried seafloor biosphere was conducted in 1998 by collecting fluids from an undersea Circulation Obviation Retrofit Kit (CORK) observatory in the 3.5-million-year-old basaltic crust of the Northwest Pacific Ocean’s Juan de Fuca Ridge (JdFR) flank (84). In this pilot investigation, warm (65°C) fluids originating from hundreds of meters below the seafloor were collected for gene cloning and sequencing and revealed a low-diversity environment with bacteria and archaea (no Eukarya) that was dominated by a Firmicute lineage later shown to be a close genomic relative of the terrestrial subsurface lineage “Ca. Desulfurudis audaxviator” (21,84). Eight years after the initial CORK installation in the JdFR, scientists sampled a black rust scraping exposed
to reducing fluids from the CORK observatory (85) and fluids emanating from an exposed rocky outcrop near the CORK observatory (84) and discovered an abundance of thermophilic lineages, indicating that the deep crustal biosphere is, at least in part, adapted to life at relatively high temperatures.

A new generation of borehole observatories equipped with microbiologically friendly sampling materials (86) was installed near the original JdFR CORK observatory in 2004. A 3-year sampling campaign at the JdFR identified low microbial cellular abundances (~10^4 cells mL^(-1)) and revealed a microbial community whose major lineages changed each year (87). This dynamic subsurface community contrasts with deep marine sediment communities, which are stable on longer timescales and are more similar to communities observed at deep continental sites. In parallel to (87), the first successful retrieval of basement rocks for molecular microbiology analysis was recovered from JdFR (88) and identified methane- and sulfur-cycling bacteria and archaea that were most related to uncultivated marine sediment lineages. Incubations of rocks surrounding the CORK observatories (89,90) revealed colonization of previously sterilized minerals by lineages that were more similar to the microorganisms identified in the crustal fluids than in collected rocks and consistent with a capacity for iron, nitrogen, and sulfur cycling. An incubation of mineral chips at the seafloor was less successful in reproducing the thermophilic and anoxic conditions found at depth, highlighting the difficulty of working in an extreme deep-sea sub-seafloor reducing environment (86).

In 2010, scientists sampled two boreholes separated by ~67 km to investigate the temporal and spatial dynamics of microorganisms residing in JdFR basement fluids. Crustal fluids were retrieved from the location of the original CORK observatory and, for the first time, from younger (1.2 million years) and cooler (39°C) ocean crust. Gene cloning and sequencing revealed that the original CORK observatory was compromised in its ability to produce clean samples (91); this is perhaps expected given the 10+ years of corrosion that has occurred on the CORK parts exposed to both a reducing and oxic environment since installation (92). In contrast, samples collected from the cooler basement location contained evidence for Deltaproteobacteria involved in sulfur cycling and Clostridia related to “Ca. Desulfuridis.” The identification of “Ca. Desulfuridis” in the cooler oceanic basement fluids suggests that relatives of “Ca. Desulfuridis audaxiator” inhabit a wider range of habitats than one might expect given its prevalence in the South African subsurface (Section 17.1.1). Combined with sulfate reduction rate measurements (93), these results indicate that anaerobic processes may play a major role in the degradation of organic matter in the upper oceanic crust.

Third-generation borehole observatories went online in JdFR in 2011, featuring the most microbiology-friendly components yet adapted. 16S rRNA amplicon sequencing of samples recovered from these observatories revealed an abundance of new lineages within Archaeoglobi, Aminicenantes, and Acetothermia that had not previously been identified in the oceanic crust (93,94) and were later confirmed by metagenome sequencing and genome binning (95). From a functional perspective, microbial communities in the deep sub-seafloor appear similar to those found in terrestrial hot springs. Together, this work has
helped to identify novel microbial diversity and stable members in the deep, warm, anoxic basement biosphere.

Although the JdFR is a popular location to study the warm, anoxic basement crust, a CORK observatory on the Costa Rica margin has been sampled for deep basement microbiology. Warm fluids (58°C) collected from the CORK observatory revealed novel lineages of sulfur-oxidizing bacteria; however, little overlap was found between the Costa Rica site and JdFR (96), and this may, in part, be due to differences in fluid flow and organic matter delivery rates. Further experimentation and sampling from additional locations will be required to constrain the biogeographic patterns and to elucidate the ecology of microorganisms living in the ocean crust.

**17.1.3.2 Cold, Oxic Basement**

Exploration of the warm, anoxic deep basement biosphere has led the way in understanding the oceanic crust; however, the cold (<20°C) and oxic basement rock is the more abundant of the sub-seafloor igneous biomes, and therefore of critical global biogeochemical importance. To this end, several CORK observatories were installed at North Pond, a sediment pond on the western flank of the Mid-Atlantic Ridge that overlies a hydrologically active ocean crust of ~8 Ma (97). When multiple depth horizons were sampled within the igneous basement, distinctive heterotrophic and autotrophic microbial communities largely composed of Proteobacteria were identified (98). Metagenomic sequencing and subsequent genome binning were used to identify members of the microbial community that were capable of exploiting hypoxic or anoxic conditions (99). Interestingly, enrichment cultures concocted with additions of nitrate and ammonia stimulated the microbial community, which together provide evidence for a heterogeneous functional population in the cold, oxic basement (100,101). Additional investigations surveying a range of seafloor environment types (e.g. crustal ages, mineralogy, redox states, etc.) are needed to further refine global estimates of primary production in the oceanic crust.

**17.1.4 Ultra-basic Sites**

Serpentinization is a subsurface geochemical process that results in ultra-basic fluids (pH > 10) and abiotically produces methane and small-chain hydrocarbons through Fischer–Tropsch-type synthesis (102–105). The hydrogen, methane, and abiotically generated organic molecules produced by serpentinization can serve as energy for microbial metabolisms in the otherwise energy-limited deep biosphere. One caveat, however, is that serpentinite fluids are depleted in electron acceptors (relative to electron donors) (106), meaning that this potential energy source may not be bioavailable in some environmental settings.

In the marine setting, the limitation of electron acceptors is alleviated as end-member serpentinite fluids emanating from hydrothermal vents mix with surrounding seawater. At the Lost City hydrothermal field (LCHF), vent fluids exhibit moderate temperature, high
pH, and millimolar concentrations of hydrogen and methane \((104,107–109)\). Actively venting carbonate chimneys are dominated by a single taxon of methane-cycling archaea in the anoxic chimney interiors \((110)\) and by methanotrophic and sulfur-oxidizing bacteria in the chimney exteriors \((111)\). The older, inactive chimneys are much more diverse, hosting many bacterial taxa as well as anaerobic methane-oxidizing archaea (ANME) \((111,112)\). The microbial communities at LCHF are likely stimulated by, if not entirely dependent on, the \(\text{H}_2\), methane, and other carbon sources produced by serpentinization \((113)\). Another site of marine serpentinization, Prony is a shallow marine hydrothermal vent located near New Caledonia that vents fluids elevated in hydrogen and methane \((114)\). Both the pH 11 fluids and chimneys from Prony exhibit similarly low archaeal diversity; however, they have a greater diversity of bacteria than Lost City, including the taxa Chloroflexi, Deinococcus-Thermus, Firmicutes, and Proteobacteria \((115,116)\).

In the continental setting, serpentinization can take place underground in ophiolite complexes. Sampling of these subsurface processes often takes place at springs or pools, where the subsurface fluids come naturally to the surface. Various studies have used chemical proxies to differentiate subsurface, surface, and mixing-zone fluids \((117,118)\) and found consistent trends in the microbial communities of these different zones. The oxic/anoxic mixing zone of continental serpentinite sites is often dominated by a single Betaproteobacterium \((106)\). Early diversity studies identified this organism as \textit{Hydrogenophaga} \((119–122)\). This bacterium was recently isolated from the Cedars, an ultra-basic site in northern California, resulting in a proposed name change to “\textit{Ca. Serentinomonas}” \((123)\). Multiple studies have shown that the \textit{Hydrogenophaga} “\textit{Ca. Serentinomonas}” organisms from serpentinite sites have 99–100\% sequence identity \((123–125)\). The \textit{Hydrogenophaga} “\textit{Ca. Serentinomonas}” strains that dominate serpentine systems are alkaliphilic (optimum pH of 11) and autotrophic with growth on hydrogen, oxygen, and calcium carbonate \((124)\). The more end-member serpentinite fluids tend to be host slightly higher diversity and contain anaerobes from the phyla Firmicutes \((106,120–122,124,126)\) and Chloroflexi \((122)\) and the candidate division Parcubacteria \((122,126)\). These strong similarities in the community composition of these geographically distinct sites suggest that these organisms may be specially adapted to withstand the challenging conditions of the serpentinite environment.

Given the importance of methane-cycling microorganisms to marine serpentinite ecosystems \((111,113,127)\), scientists have wondered whether methane is of similar importance in continental settings. Previous diversity studies based on 16S rRNA gene amplicon data have suggested the presence of putative methane-cycling organisms at continental serpentinite sites \((121,122,126,128)\). More recently, metagenomic methods have been employed to look more deeply into this question \((129,130)\). Both metagenomic and experimental evidence for methanogenesis by members of the Methanobacteriaceae and methanotrophy by members of the Methylococcaceae were found in extremely low-biomass sample from the Ligurian ophiolite in Italy \((129)\). At the Santa Elena ophiolite in Costa Rica, all of the genes for diverse methanogenesis pathways were present (e.g. acetoclastic, hydrogenotrophic, and from formate) in metagenomes from a pH 11 serpentinite spring \((130)\).
The aforementioned studies were conducted by sampling the surface expression of a subsurface process through natural springs or pools. These features grant access to an otherwise inaccessible environment, but they represent opportunistic sampling at locations where the subsurface environment interacts with the surface. The Coast Range Ophiolite Microbial Observatory (CROMO) was established in northern California by drilling wells into the actively serpentinizing subsurface environment to access end-member fluids directly (131). A comparison of microbial communities from a wide range of geochemical gradients at CROMO found that the dominant taxa in the system were strongly correlated with pH and the concentrations of methane and carbon monoxide (124).

Studies have recently demonstrated that subsurface fluids and subsurface rocks from the same site exhibit differences in microbial community structure (43). To date, little research on serpentinite rocks has been published, save a study at the Leka ophiolite in Norway, which found that serpentinite groundwaters were dominated by the hydrogen-oxidizing Betaproteobacterium *Hydrogenophaga* (a close relative of the aforementioned “*Ca. Serpentimonas*”), while mineral-associated communities contained microbes involved in nitrite, iron, manganese, and ammonium oxidation (132). At the Ligurian ophiolite in Italy, surface-exposed travertine deposits at serpentinite springs were investigated and archaeal species putatively involved in methane cycling and diverse bacterial species putatively involved in hydrogen oxidation were found, suggesting that these surface organisms could be fueled by deep serpentinization below (128). Additional studies are currently underway to investigate the microbial ecology of serpentinite rocks at continental (131,133) and marine (134) sites of serpentinization. These studies, combined with those investigating the microbial ecology of serpentinite fluids, will give us a more complete understanding of life in the ultra-basic subsurface environment.

### 17.1.5 Other Subsurface Environments

Submarine volcanoes like the Suiyo (135) and Axial (136) Seamounts emit fluids that are at a lower pH than their surrounding seawater. These localities contain high amounts of H₂S and often harbor large populations of sulfur-oxidizing Epsilonproteobacteria. On the other hand, submarine mud volcanoes and cold methane seeps release large amounts of methane that fuel sizeable populations of ANME (125–127). On the continents, the Rio Tinto in Spain (137) is an acidic environment for which the subsurface microbial communities were investigated. The Mars Astrobiology Research and Technology Experiment (MARTE) project identified three zones within the Rio Tinto’s subsurface: (1) a near-surface to ~30 m below sea level (mbsl) zone that supports fungal populations and is primarily driven by heterotrophy and aerobic respiration with seasonal rainfall; (2) a 30–43-mbsl zone in which iron and sulfur oxidation of sulfide minerals occurs under aerobic conditions by aerobic iron and sulfur oxidizers; and (3) an anaerobic deep zone (>43 mbsl) that contains organisms inferred to be carrying out anaerobic iron and sulfur oxidation, with SRB potentially producing H₂S and thence pyrite by reaction with host rocks.
While a diverse array of subsurface environments exists on our planet, it is important to consider the implications of the adaptations and lifestyles of subsurface organisms for the habitability of extraterrestrial subsurface environments. The surface of Mars is inhospitable today on account of desiccation, ultraviolet and ionizing radiation, and oxidants (138), yet the subsurface may have been more habitable throughout Martian history (139). In the outer solar system, the detection of hydrogen and silica in fluids ejected from the south polar of Saturn’s icy moon Enceladus suggests fluid–rock interaction within that moon, showing that deep subsurface rock–water interactions on Earth may provide analogous insights into the limits of habitability of these environments (140). While the constraints on the fluid compositions of these extraterrestrial environments are poor, the lack of a connection to a surface photosynthetic biosphere means that these environments are likely to be carbon poor and that the primary available redox couples are chemolithothrophic.

All extraterrestrial environments receive an infall of meteoritic material, such as cometary or carbonaceous chondrite material as well as endogenous reduced organic material. A crude calculation estimates the infall of unaltered carbon on Mars to be $\sim 16$ g of unaltered carbon km$^{-2}$ year$^{-1}$ (141), although much of this is in recalcitrant polycyclic aromatic hydrocarbon material. Compared to the estimated net primary productivity on Earth ($\sim 2 \times 10^8$ g km$^{-2}$; 142), about seven orders of magnitude more carbon is available to ultimately make its way into the deep subsurface of Earth than of Mars. However, as in Earth’s deep subsurface, radiolysis, serpentinization, and reduced volcanic gases may provide H$_2$ as an electron donor largely independent of carbon availability (143). In the case of icy moons, the quantity of exogenous carbon that is recirculated into the subsurface oceans is unknown (e.g. 144), although detection of low- and high-molecular-weight carbon compounds in the fluids of Enceladus (145) could suggest an endogenous source of carbon, such as from a core with a chondritic composition. Although there is much to be learned about extraterrestrial deep subsurface environments, it is clear that a growing knowledge of the physicochemical conditions in the terrestrial deep subsurface and how they restrict life (Section 17.3.1), as well as the role of the carbon cycle in constraining energy availability (Chapter 19, this volume), provides a foundation not only for understanding extraterrestrial environments, but also for prioritizing the measurements required to better constrain their habitability.

17.2 Global Trends in Subsurface Microbiology

While the previous section focused on the distribution of life throughout the subsurface, this section provides a more comprehensive overview of the organisms residing within the deep subsurface and their interactions between one another.

17.2.1 Archaea and Bacteria

The deep ocean is typically enriched in archaeal cells, but nearly all other marine environments show a dominance of bacterial lineages (146). This was initially challenged by
observations on the Peru Margin, which showed active archaeal cells in dominant abundances (147). Further investigation of archaeal intact polar lipids showed that archaeal lipid dominance tracked with organic carbon content in sediments (148); however, it was later shown that these lipid profiles may be problematic due to long-lived phospholipids (149) and that initial measurements should be revised. Subsequent work and methodological clarifications (150) have suggested that archaea and bacteria may have equal abundances in some sediments, yet a range of conditions persist, particularly in locations where no archaea have been found (70). Recent evidence suggests that initial bioturbation may be one of the most significant impacts on archaeal versus bacterial dominance in sediments (151).

Under the continents, the majority of sample sites show a dominance of chemotrophic bacterial lineages (1). Despite small numbers, hydrogenotrophic methanogens are frequently detected, and there is an important link between the available dissolved inorganic C pool and the larger bacterial community (152,153). In the Olkiluoto underground laboratory (Finland), populations of methane-oxidizing archaea become the dominant members of the microbial community within a sulfate–methane mixing zone located around 250–350 mbsl (45). Although subsurface methanogens and ANME have been relatively well characterized, other members of the continental subsurface archaeal communities are less understood. Targeted analysis on archaeal bins and single-cell genomes recovered from the continental subsurface are providing a new, in-depth look at archaea that were previously recognized only by their 16S rRNA gene sequences (for more details, see Chapter 18, this volume).

A notable example is the recent effort to characterize members of the South African Gold Mine Miscellaneous Euryarchaeal Group (SAGMEG) that are frequently reported in both marine and continental subsurface 16S rRNA gene surveys (154). The genomes of four SAGMEGs were recovered from diverse environmental samples and compared, revealing that these organisms most likely derive energy through the oxidation of carbon monoxide coupled to water or nitrite reduction. The comparative analysis also improved the phylogenetic placement of SAGMEG, resulting in a proposed reclassification of SAGMEG to a new group, “Hadesarchaea.” The prevalence of “Hadesarchaea” and other candidate phyla (155) within subsurface environments is rapidly expanding our understanding of microbial diversity and changing the way we view the tree of life (156).

### 17.2.2 Subsurface Isolates and Interactions

While the number of novel taxa identified through DNA sequencing continues to grow at a rapid rate, the isolation and study of subsurface taxa lag behind. An important by-product of the isolation of subsurface microorganisms is the ability to test bacterial and archaeal responses to extreme temperature, pressure, pH, and salinity (see further discussion in Section 17.3), and also sense their contributions to carbon cycling in the deep subsurface (Chapter 18, this volume). A notable example is the isolation and study of the thermoacidophilic archaeon, *Aciduliprofundum boonei*, which was isolated from the hydrothermal
fluids of the East Pacific Rise and Eastern Lau spreading center (157). A. boonei is capable of growing in fluids as acidic as pH 3.3 and temperatures as high as 75°C. Due to its prevalence in hydrothermal vent 16S rRNA gene surveys, the isolation and study of A. boonei has been particularly informative to the study of thermoacidophilic archaea and sulfur and iron reduction in the subsurface.

While isolates provide tremendous insights into the physiology of microorganisms, the syntrophic and symbiotic relationships between microorganisms are ignored. Syntrophic interactions and interconnected metabolisms, however, are commonly cited as important components of subsurface ecology (47,52). One of the most well-studied examples of subsurface syntrophy is the partnership between ANME and SRB (52,158,159) (for more details, see Chapter 18, this volume). Other examples include methogens and ANME (52), methanogens and H₂ producers like Thermococcus paralvinellae (160), and sulfur oxidizers and SRB (52). In the oceanic crust, a spatial–temporal comparison of MAGs assembled from the fluids of North Pond on the Mid-Atlantic Ridge revealed a high degree of functional redundancy despite changes in community membership, suggesting that a consistent and stable set of metabolic interactions is necessary for life to succeed in North Pond (99). On the other hand, subsurface symbionts are less understood; however, symbiotic relationships between nanoarchaea and autotrophic “Ca. Altiaarchaeum sp.” in the subsurface fluids of Crystal Geyser, Utah, were recently proposed due to co-occurrence patterns observed from metagenomic data (161).

17.2.3 Subsurface Eukaryotes

The discovery of the nematode, Halicephalobus mephisto, within the South African subsurface revealed that complex, multicellular organisms are able to withstand the pressure, isolation, and temperature of the subsurface over 1 km underground (162). A recent effort to sequence the genome of H. mephisto revealed that an expanded repertoire of 70-kDa heat-shock protein (Hsp70) may be an important attribute of the H. mephisto genome, aiding in the nematode’s tolerance to elevated temperatures at depth (163). Following the discovery of subsurface Nematoda, other multicellular eukaryotes including Platyhelminthes, Rotifers, Annelids, and Arthropoda and unicellular Protozoa and Fungi have been identified at depth in the South African subsurface (164). Recent efforts to identify the source and transport of these eukaryotes underground point to freshwater sources and seismic activity (165).

While only a handful of subsurface sites have identified viable multicellular life, several continental (164,166–170) and marine subsurface (171–175) localities have identified diverse populations of fungi through sequencing and isolation. While the means of survival for subsurface fungi are still unknown, many believe subsurface fungi play a role in the degradation and recycling of nutrients in the subsurface via fermentation. It has been proposed that hydrogenosome-containing anaerobic fungi may produce H₂ during carbohydrate degradation and subsequently form syntrophic interactions with methanogens and/or SRB (176,177).
17.2.4 Subsurface Viruses

Viruses in the open ocean are now recognized as important players in marine biogeochemical cycles, initiating an estimated $10^{23}$ viral infections a second (178) and delivering up to 150 Gt of C to the photic zone each year through cell lysis (179). The role of viruses and their interactions with subsurface life, however, are less understood (for reviews dedicated to the topic of subsurface viruses, see 180–182). Many of the earliest investigations into subsurface viruses focused on enumeration-based methods such as virus particle-to-cell ratios (54,183–185). In the marine environment, viruses are ~2–25 times more abundant than marine bacteria (186), but in subsurface settings, this ratio can be as large as 225:1 (185).

Different hypotheses have been proposed to explain the elevated virus-to-cell ratios in the subsurface, and many have suggested that viral predation is an active process in the subsurface (180,182). Evidence of viable lytic viruses (53), active infections via single-cell sequencing (187), and acquired viral immunity via CRISPR have been reported (21,26,188). On the other hand, long-term preservation of viral particles and low to no rates of viral infections in diffusion-limited marine sediments like the South Pacific Gyre have been proposed to explain elevated virus-to-cell ratios in the subsurface (185).

Although there has been some experimental work to characterize the host range and infection frequency of subsurface viruses (53,188), the majority of these viruses are still uncharacterized (189). Advances in sampling procedures and sequencing technologies are improving the genetic characterization of viruses through (meta)genomics (190) and metatranscriptomics (189). As we continue to learn more about subsurface viruses, an important question will be how viruses influence the evolution of life in the subsurface.

17.3 Subsurface Ecology and Evolution

The abundance and diversity of life in surface environments are constrained by physical and chemical extremes such as temperature, pressure, salinity, and pH (Figure 17.3).
As only a few subsurface sites have been sampled near these extremes, documented examples of correlations between these extremes and subsurface life are limited. However, numerous experiments and models have provided additional insights into the physical pressures of life underground.

**17.3.1 Physical Extremes in the Deep Subsurface**

**17.3.1.1 Diffusivity**

As a first-order problem, some subsurface environments may be physically restrictive to organisms. Low porosity has been hypothesized to be a limit to life in some environments, an example being the low-porosity Clay Mesa shales that exhibit lower cellular abundances than the adjoining sandstones (191). At sufficient depth, high pressures and small particle sizes (≈1 μm or less) are likely to limit physical space and fluid movement (192). In cases where fracturing of deep subsurface substrates has occurred, these restrictions may be overcome. Cockell et al. (193) report an increase in cell abundance in the deep subsurface of the Chesapeake Bay meteorite impact structure and suggest that increases in porosity and fracturing of the rock in the impact-derived suevite layer increase both pore space and potentially fluid flow for microbial growth (193). When sufficient porosity is available, many subsurface environments are found to be energy restricted (for an in-depth discussion of the energy limitation problem, see Chapter 19, this volume).

Among the early successes in understanding how diffusivity influences microbial diversity are the microbial transport experiments performed at the US Department of Energy’s field site in Oyster, Virginia (for a review on this topic, see 194). Experiments at the South Oyster Site highlighted the variability in attachment rate of microorganisms due to differences in surface charge and the importance of hydraulic conductivity to transport. More recent work has explored how endospores can be released from the subsurface and transported throughout the marine environment (195,196), with current efforts focused on understanding how these processes influence biogeographic patterns in the subsurface.

**17.3.1.2 pH**

In environments where space and energy are permissive for growth, other physical and chemical extremes may exert an influence on life, although many of these extremes are poorly studied. As with surface environments, there is no known subsurface environment where pH is known to limit life as a sole stressor. In hydrothermal vent environments, pH values as low as 1.6 are reported (197), although the movements of fluids though these systems make it difficult to determine long-term *in situ* pH values. The lowest growth of a subsurface isolate (*A. boonei* at pH 3.3; 157) may not be the lowest pH limit of subsurface life. Alkaline environments are generated in the subsurface (see Section 17.1.4 for more details), such as during serpentinization of ultramafic rocks, which generates pH values greater than 12 (198). Isolates from the continental subsurface can grow at these extremes.
Although cell numbers in the hyperalkaline Chamorro Seamount were found to decline in regions with a pH greater than 11 (199), there is no definitive evidence that pH alone limits growth.

17.3.1.3 Salinity

The isolation of halophiles from deep-sea environments (200) shows that salt-tolerant organisms can be found in the deep subsurface. Sodium chloride solutions with a water activity >0.75 are unlikely to act as limits to life in the deep subsurface. However, solutions of other salts, such as MgCl₂, which can have water activities below the limit for life and potentially exert chaotropic effects, can potentially act as limits to life in deep subsurface MgCl₂-rich brines (201). In the continental deep subsurface, evaporites at 1 km depth in the Boulby Mine (Zechstein sequence) have been observed to produce solutions with a water activity of 0.56, below the limit for life and at which no life was detected (221). Deep subsurface evaporites may therefore contain habitats where salinity extremes limit life. These findings were obtained due to Deep Carbon Observatory support for metagenome sequencing of DNA purified and extracted from the evaporitic brines. The metagenomes have also yielded insights into carbon cycling in deep subsurface evaporites. For example, complete pathways for autotrophy were absent, but many complete pathways for metabolism of carbohydrates, amino acids, and other organic molecules were found, suggesting that the communities in the Zechstein sequence use either carbon derived from surface photosynthetic carbon entrained in surface-derived fluids or subsurface hydrocarbons (221).

17.3.1.4 Temperature

Because of the geothermal gradient, temperature is a ubiquitous extreme in the deep subsurface. Geothermal gradients can be extreme, such as in geothermally active regions (e.g. Yellowstone National Park), where the temperature may exceed the upper temperature limit for life (currently 121°C) within centimeters. On the other hand, geothermal gradients at subduction zones may be ~7°C km⁻¹, resulting in a theoretical 121°C isotherm of ~17 km (202). The temperature at which natural communities of organisms are limited is not known. Investigations of deep subsurface marine sediments suggest that cell abundances drop to below detectable levels in sections corresponding to hyperthermophilic growth at less than the 121°C isotherm (203). A study of the Middle Valley sediments over an inactive hydrothermal sulfidic vent (Ocean Drilling Program (ODP) site 1035) showed that cell abundances dropped to below detection when temperatures were in the range 80–110°C at 70–170 m below seafloor (mbsf) (204). A temperature limitation-induced limit to life was similarly suggested for an active hydrothermal system (ODP legs 139 and 169), where cell abundances were found to increase laterally away from the vent, but to decrease substantially with depth and falling below detection at 20–25 mbsf (204).

In addition to temperature extremes, the limits of life may additionally be restricted by energy limitations or the imposition of other stressors (e.g. salinity or extreme pH), making
the limit lower than laboratory-determined investigations. However, one should also note that stressors do not always work in synergy to limit life. High pressure was found to shift the upper temperature limit of *Desulfovibrio indonesiensis* from 48°C to 50°C in the laboratory (192). Nevertheless, the lower cell abundances reported in numerous subsurface environments at temperatures that exceed ~70°C compared to more mesophilic temperatures generally support the hypothesis that temperatures limit the deep biosphere in a region consistent with the upper temperature limits recorded for laboratory-grown strains.

### 17.3.2 Adaptations for Survival at the Extremes

The biochemical and physiological adaptations of organisms in the deep subsurface to physical and chemical extremes such as pH have not been well studied. In principle, there seems no reason to expect that adaptations to extremes such as pH would not be similar to the same adaptations observed in surface-dwelling organisms (e.g. transmembrane proton pumping as a means to regulate pH; 205,206).

However, of the range of physical parameters that can potentially influence deep subsurface life, high pressure is a ubiquitous condition (207,208). High pressure will occur in combination with other stressors encountered in specific environments, so that understanding the limits of life under high pressure in combination with other extremes is paramount to knowing the role of pressure in defining the limits to life in the subsurface (Figure 17.3).

The adaptations to high pressure and combinations of high pressure with other extremes have received some attention. A study of *D. indonesiensis* revealed adaptations in the cellular lipids (192). High temperature was found to reduce the proportion of unsaturated lipids, presumably to enhance membrane packing. Although high pressures might be expected to act antagonistically to reduce membrane fluidity, chain length was found to increase and branching was found to decrease membrane fluidity, suggesting that alterations of saturation, fatty acid length, and branching are employed to allow adaptation to both high temperatures and pressures.

### 17.3.3 Evolution of Deep Life

Mutation, natural selection, gene flow, and genetic drift are generally considered to be the main drivers of evolution on our planet. For deep life, the origins and evolution of subsurface life remains an open question. While phylogenetic methods are essential for inferring the evolutionary history of genes and species, metagenomic and single-cell studies (26,99,209–212) are beginning to provide new insights into the evolution of deep life.

In the subsurface, *mutations* – changes in the nucleotide sequence of a genome – are typically identified as mismatches observed during the alignment of metagenomic reads to a reference or consensus genome. Recently, scientists investigating the sediments of
Aarhus Bay (210) and the hydrothermal fluids of Von Damm and Piccard in the Mid-Cayman Rise (211) used sequence alignment methods to identify mutations within populations of microorganisms derived from various depths and/or habitats. To evaluate whether or not these populations were under positive or purifying selection, both studies compared the ratio of nonsynonymous and synonymous mutations ($K_a/K_s$) in protein-coding sequences. With the exception of Piccard, these subsurface sites did not exhibit an elevated $K_a/K_s$, indicating that the majority of observed genetic changes were silent mutations and that the dominant evolutionary process was purifying selection (the removal of deleterious mutations over time) rather than positive selection (when beneficial mutations arise and sweep the population). These observations are consistent with more general studies that indicate that purifying rather than positive selection is responsible for the majority of diversity patterns we see within populations of microorganisms (213–215).

In addition to single-nucleotide changes, entire genes and cassettes of genes can be transferred from one population to another via horizontal gene transfer (HGT), an example of gene flow. HGTs are best identified through genomic and phylogenetic comparisons and play an important role in bacterial and archaeal evolution. A biofilm metagenome from the LCHF identified increased abundances of transposases relative to surface metagenomes, suggesting that HGT is an important evolutionary process in this system (216). In the continental subsurface, it has been shown that populations of subsurface bacteria have acquired horizontally transferred metabolic genes that distinguish them from their surface- and sub-seafloor sediment-based relatives (21,43,84). A comparison of 11 Thermotoga maritima-like genomes from surface marine sites in the Kuril Islands, Italy, and Açores and subsurface oil reservoirs in Japan and the North Sea revealed that these closely related organisms exhibit high amounts of gene flow between populations, suggesting that these T. maritima-like organisms are readily migrating to and from oil reservoirs around our planet (209).

While T. maritima-like organisms and the endospores described in Section 17.3.1.1 may readily move between surface and subsurface habitats, other subsurface populations may not migrate as easily. For sub-seafloor sediments, low diffusivity likely inhibits movement between the deepest sediment layers and the surface (210). Low replication rates, small population sizes, and restricted mobility may indicate that genetic drift, or the changes in genotype frequencies due to random events, may be a stronger driver of evolution than natural selection. The founder effect is a particularly interesting case of genetic drift in the context of sub-seafloor evolution. Here, a heterogeneous population gets divided into small populations of migrants due to stochastic processes. By chance, some of the migrant populations will exhibit low amounts of genetic variability and, over time, may look very different from the parent population.

While the interplay between these evolutionary processes continues to be an active field of subsurface research, additional advances have been made to understand the molecular mechanisms that lead to the diversity we observe. In addition to replication error, DNA damage and erroneous repair, and HGT, diversity-generating retroelements (DGRs) have
been found to play an important role in the diversification of tail fiber ligand-binding domains in subsurface archaea (217) and a variety of protein targets in subsurface candidate phyla (218). DGRs create site-specific protein hypervariability through a process known as “mutagenic retrohoming” and are especially interesting in the context on subsurface diversification as they create diversity without cell replication or division. As evolutionary research continues in the subsurface, an important step will be to consider the roles that these processes play in the context of the energy, spatial, and population-level limitations each environment provides.

17.4 Conclusion

While much is still unknown, global initiatives like the Census of Deep Life (CoDL; https://vamps2.mbl.edu/portals/CODL) and IODP Expedition 370 (www.jamstec.go.jp/chikyu/e/exp370) are currently generating large data sets to better characterize the biodiversity and limits to life in the subsurface. Already, the CoDL has coordinated the sequencing of over 600 subsurface samples from a wide variety of subsurface habitats, and the scientists of IODP Expedition 370 have collected 112 cores (equivalent to 577.85 m) across the sediment–basalt interface. Although precautions and methodological improvements have been utilized in these important programs, major challenges such as changes in sequencing technology and contamination from the surface still exist. Similar to the efforts of the US Department of Energy, US Geological Survey, and US Environmental Protection Agency to identify indigenous subsurface microbial communities in the mid-1980s (219), a major challenge will be the characterization of authentic and contaminating organisms. However, while Phelps and colleagues focused on the infiltration of drilling fluids into native samples (219), the current challenge is to remove contaminating DNA sequences from the surface and confounding factors from statistical analyses. Early work by Sheik et al. provides an interpretable outline of best practices for identifying and removing contaminating sequences from subsurface 16S rRNA gene data sets (220). The remarkable progress since the first deep subsurface metagenome was sequenced a decade ago (21) highlights the extraordinary potential to advance our understanding of the subsurface biogeography, ecology, and evolution, with countless new discoveries awaiting on the made.
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Questions for the Classroom

1. What are the subsurface biomes and how do they vary?
2. What limits cellular abundances in the continental subsurface and marine subsurface?
3. What are some common themes between the continental and marine subsurface biospheres?
4. Where would heterotrophic lifestyles, autotrophic lifestyles, and a combination (i.e., metabolic versatility) be predicted in the subsurface?
5. What methods are available to study subsurface life and how do they vary?
6. What are the physical limits to life on Earth?
7. What might deep life tell us about life on other planets?
8. What are the mechanisms of evolutionary change? How would one identify them?

List of Online Resources

Maps of subsurface studies and cell numbers: https://caramagnabosco.shinyapps.io/SubsurfaceBiologicalStudies.
C-DEBI BCO-DMO data portal: www.bco-dmo.org/program/554979.
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18.1 Introduction

Much of the microbial life on Earth resides below the surface in the crust (Figure 18.1) (1), either buried in marine sediments (2) and petroleum deposits (3) or entrained in aquifers within oceanic and terrestrial rocks (Figure 18.2) (4–8), fluid inclusions in salt, permafrost, and ice (9–11), as well as hydrothermal and geothermal fluids (12,13). The study of deep subsurface life has defined our understanding of habitability and expanded our knowledge of the mechanisms that enables life to live in these environments (14). While the study of deep life may seem like a philosophical exercise, understanding this enigmatic biosphere has important real-world implications for assessing the safety and feasibility of underground storage of spent nuclear fuel and other toxic compounds, sequestration of atmospheric CO2, or acquisition of fuels such as tar sands, deep subsurface coal beds, methane hydrates, or fracking (3,5,15).

Organisms inhabiting subsurface environments likely have been isolated from the surface world for hundreds to millions of years (16). Thus, their metabolic lifestyles may differ substantially from those of surface organisms. Even though subsurface environments are diverse (Chapter 16, this volume), subsurface microbes share common biological challenges such as limitations of energy, resources, and space, as well as extremes of pressure, pH, osmolarity, and temperature (Chapter 17, this volume). On the other hand, subsurface environments offer biological advantages, too: environmental stability, protection from UV irradiation, and oxygen. These unique subsurface conditions lead to communities that are often phylogenetically and functionally diverse, with extremely slow population turnover times (14,17,18) and efficient energy metabolisms (14,19). Increasingly, the roles of viruses and eukaryotes, in addition to bacteria and archaea, are being recognized in the deep subsurface biosphere (20–25). Several barriers hamper the study of life in Earth’s crust, such as sample acquisition and the difficulty of retrieving sterile, unaltered samples that have not been contaminated by drilling fluid. However, an even bigger hurdle is the difficulty of studying the copious subsurface microbes with no cultured representatives (13,26). Their functional potential must be pieced together from direct assessments of biomolecules or biochemical processes in natural samples. However, even subsurface microbes related to laboratory cultures with “known” functions, may not perform those functions in the natural environment.
environment. Nonetheless, culturing has been extremely important in establishing the existence of a living deep subsurface biosphere (27–32). Researchers must therefore combine direct molecular biological assessments with geochemical and geophysical environmental parameters to describe how carbon is microbially transformed in subsurface environments.

Figure 18.1 Global distribution of marine sediment densities of microbial cells, integrated with depth (adapted from 1).

Figure 18.2 Example schematic of a deep subsurface basaltic aquifer. Such environments provide a substantially different habitat for microbial life from sediments or soils (adapted from 33).
18.2 Genetic Potential of Subsurface Environments

Much research addresses the question of how subsurface life differs from surface life in genetics, biochemistry, and biophysics. Culturing-based methods are still the cornerstone of microbiology because they enable physiological assessments in carefully controlled experiments. However, it is universally accepted that culturing-based methods typically recover a very small proportion of the total microbes from any environment (34–36). Our inability to cultivate microbes is a multifaceted problem that in part has been driven by our inability to perfectly recreate the physical and chemical conditions necessary for growth, slow microbial growth rates, and the rise in popularity of molecular techniques that produce data rapidly. Thus, like the rock record, our views of microbial life and the processes they perform in situ are incomplete. While this may seem bleak, there is renewed interest in the cultivation and development of novel culturing techniques, such as high-pressure culture vessels, and this is being spurred, in part, by discoveries made through genome sequencing.

Ribosomal gene sequencing has revolutionized our understanding of the microbial evolution and diversity of microbial phyla (37–39). These culture-independent methods have been a boon for the study of subsurface life, as many of the organisms in the subsurface require direct environmental sequencing because they are slow growing (40), potentially dormant (41,42), or require specific growth conditions or partners (43). Single-gene amplicon sequencing (i.e. 16S rRNA or nitrate reduction genes) remains the most used method for assessing microbial communities, but it lacks the resolution to decipher the metabolic potential of the microbes observed. However, other popular sequencing-based methods can also indicate metabolism, like single-cell amplified genomes (SAGs) or metagenomics and metatranscriptomics, where total community DNA and RNA are sequenced directly from environmental samples (4,44,45). The Census of Deep Life (https://vamps2.mbl.edu/portals/CODL), within the Deep Carbon Observatory, has enabled DNA sequencing from many deep subsurface environments and will provide a great resource as this work continues (46).

The main hurdle for the molecular-based analysis of subsurface environments is the amount of microbial biomass present in the sample, which is often low. Nucleic acid extraction from any environmental sample is a fundamental step for all molecular-based studies (Figure 18.3). Extraction methods are extremely diverse and highly dependent on the samples being processed. Recent work has highlighted that commercial DNA/RNA extraction kit reagents, typically designed for high-biomass environments, contain their own microbiome that can skew downstream amplicon data analyses (46,47). It is also important to remove reagent contamination from SAGs, metagenomes, and metatranscriptomes (48–50). Thus, great care must be taken to screen resulting reads and assembled contigs to identify and remove suspicious sequences, while also allowing that sometimes organisms that were previously thought to represent surface contamination, such as cyanobacteria, may actually be legitimate community members (51).

Post-sequencing analysis of genomes, metagenomes, and metatranscriptomes has made significant advances that have greatly enhanced our knowledge of subsurface life (52–54).
The ability to identify and extract microbial genomes from metagenomes (i.e. genome binning, also referred to as metagenome-assembled genomes (MAGs)) (55), along with SAGs, has enabled physiological inferences to be made for uncultured subsurface organisms. Recovery of genomes from metagenomes like *Candidatus Desulforudis audaxviator* (52) or *Leptospirillum* and *Ferroplasma* (56) revealed that microbes living in low-diversity, subsurface environments contain a large amount of genomic diversity, strain heterogeneity, and physiological diversity. *Ca. D. audaxviator* and *Ca. Desulfopertinax cowenii* contain metabolic pathways for heterotrophic growth as well as the potential to fix carbon via the Wood–Ljungdahl (WL) pathway (57). In subsurface environments, the WL pathway has been increasingly identified in MAGs and SAGs. The presence of the WL pathway is intuitive as it requires minimal energy to fix C to biomass (58) and is reversible to oxidize acetate. Interestingly, energetically taxing pathways such as the Calvin–Benson–Bassham cycle are also present (4,59). Metagenome sequencing and subsequent genome binning have been applied to several subsurface environments, such as sediments (marine and freshwater), aquifers, rock, caves, mines, and marine basalts (4,60–68). In these systems, chemolithoautotrophy is always counterbalanced by heterotrophs and fermentative organisms (4,61). As more subsurface environments are sampled and sequenced and their genomes assembled from metagenomes, researchers have the ability to apply
pangenomic and phylogenomic approaches (69) to look for functional and evolutionary differences in subsurface populations. Jungbluth et al. (57) applied these techniques to show genomics that deep terrestrial subsurface Ca. D. audaxviator lacks carbon uptake genes that the marine subsurface Ca. D. cowenii has, indicating the potential for metabolic plasticity. SAGs have also been used to target and recover specific genomes of interest from the environment (22,70,71). These targeted approaches provided insight into the carbon metabolism of two ubiquitous and enigmatic Archaea (72). However, as with metagenome sequencing, recovery of complete genomes can be difficult (48). Regardless of method, these tools have provided an unprecedented glimpse into the diversity – in terms of the number of both microbes and functional genes – of subsurface microbes, and they finally allow microbiologists to draw conclusions as to the functional interactions between microbes that drive system productivity (4,60,64,66).

Metatranscriptomics provides a snapshot of the environmental conditions microbes sense at the time of sampling, as the turnover of RNA in the cell is rapid, being in the order of minutes for many microbes (73). Orsi et al. applied a metatranscriptomic-based approach to show that sub-seafloor sediment microbes express genes for carbohydrate and protein degradation pathways (45). Lau et al. (43) were able to construct metabolic interaction maps of microbial communities in a terrestrial subsurface South African gold mine. These microbial communities appear to use a diversity of carbon fixation and decomposition pathways to cycle carbon. De novo assembled metatranscriptomes can be a useful tool for looking at broad patterns of expression in the subsurface (43,74) or the contribution of rare community members to biogeochemical cycles (75). However, this method is highly dependent on the annotation databases and thus could misannotate functions or be unable to give a phylogeny. Even with these caveats, metatranscriptomics coupled to either MAGs or SAGs can link potentially novel microbes to biogeochemical cycles.

Genes and gene transcripts do not always link directly to organismal activity due to post-transcriptional regulation of microbial functions (76). Therefore, proteomics may be a way to probe microbial functions of the entire community more directly. This method has only recently been applied to deep subsurface samples (43). Lau et al. showed that a wide variety of metabolic activities co-occurred at a 1.34-km deep fault zone, implying that the organisms acted syntrophically to support an autotrophic-based ecosystem (43). Proteomics and genomics also suggested metabolic interdependencies among subsurface microbes in an acetate-fed aquifer (77). Another method that pushes closer to measuring microbial activity in situ is metabolomics, which uses mass spectrometry to identify all of the small organic molecules present in a sample. This, too, has the potential to point to metabolic pathways that are functional in deep subsurface samples, but it has only recently come into use (78). The greatest challenge facing metabolomics is dealing with the large number of unknown structures in the data set – a problem shared with all complex microbial communities.

The rapid acceleration of data produced from genomic, transcriptomic, and soon proteomic and metabolomic research into deep subsurface environments has opened up a new dimension regarding how we learn about this difficult-to-culture biosphere. Currently,
data production far outstrips the ability of a single research lab to analyze each data set to completion. This is already beginning to support a potentially rich research area of meta-analysis studies, where combining data sets from multiple studies allows for novel insights not apparent from a single data set alone (e.g. 46). Through further pushing of the boundaries of what can be achieved by applying biomolecular tools to environmental samples, there is no limit to what researchers can learn about this important biosphere. Such studies not only overcome some of the limitations of whole communities full of uncultured clades, but will also lead researchers to new approaches to achieve culturing of some of these recalcitrant growers.

18.3 Biogeochemistry of Deep Subsurface Life

Microbes are Earth’s most prolific chemists. They do this by transforming organic and inorganic elements and compounds using enzymatic protein complexes. Earth’s rock record provides a glimpse of some of these processes and their evolution over time, either through isotope signatures or mineral formations, with evidence for the coevolution of minerals and biology (79,80). While the rock record provides a hint of what processes were in operation when they were deposited, interpreting these observations relies on the characterization of extant microbes.

Microbes transform the carbon landscape of Earth’s subsurface largely by “eating” or “breathing” carbon-containing compounds (81). Respiring microbes use one molecule as an electron source (reductant) and another molecule as an electron sink (oxidant). Common reductants are organic molecules such as carbohydrates, amino acids, lipids, or small molecules like hydrocarbons, acetate, and formate, as well as inorganic compounds such as reduced sulfur, ammonium, transition metals, or H2. Carbon-containing oxidants include CO2 (in the case of methanogenesis), organic molecules like fumarate or oxalate, as well as inorganic compounds like O2, oxidized sulfur or nitrogen compounds, or oxidized transition metals. An alternative to respiration is fermentation, where microbes split a single molecule of intermediate oxidation state into a more oxidized one and a more reduced one. The reduced product often serves as the reductant for another organism’s respiration. Organic matter is the most common fermentative substrate, but microbes can also ferment elemental sulfur through disproportionation. In addition to respiration and fermentation, which are primarily performed to give a microbe energy, microbes can also expend energy to take up carbon compounds. Most notably, primary producers incorporate CO2 to build biomass. Therefore, every type of microbe transforms carbon, and the presence of life on Earth has had profound effects on its carbon cycle.

To describe transformations of carbon compounds in deep subsurface environments, one must determine what combination of reductants, oxidants, and/or fermentative substrates are utilized, which microbial communities use them, and how quickly they do so (14). In many deep subsurface environments, highly oxidized oxidants such as oxygen and nitrate have already been consumed by shallow organisms, leaving the less powerful (per mole) oxidants such as sulfate and CO2 to dominate (82,83). However, exceptions occur in
environments with conduits connecting to surface-derived fluids such as deep basalts or surface-connected aquifers. In areas of the ocean floor with extremely slow sedimentation rates, O$_2$ can be detected many meters deep into marine sediments (33,84–86). CO$_2$ fixation, usually powered by chemolithoautotrophy rather than photosynthesis, is a ubiquitous and important carbon transformation process in deep subsurface environments (87).

Through the application of novel biomolecular techniques that complement the DNA, RNA, and protein-based studies described above, great strides have been made in the understanding of the biochemistry of microbes performing carbon transformation in Earth’s subsurface. These methods include enzyme assays, lipid analysis, stable isotope probing (SIP), metabolomics of small metabolic intermediates, measuring or modeling respiration rates, and heterologous expression of novel enzymes from deep subsurface organisms.

### 18.3.1 Microbial Metabolism in the Deep Subsurface

Measuring the rate that a microbial function occurs is essential for determining how the function contributes to the carbon cycle. Older methods to study microbial activity in the deep biosphere, such as the incorporation of radioactive thymidine into bulk samples, have largely fallen out of favor since they are insufficiently sensitive to detect microbial activities below a few meters deep into sediments (88). A more sensitive method for estimating in situ microbial activity is to measure the turnover rate of trace amounts of radioactive nutrients such as electron donors/acceptors. Such methods have attained widespread use in subsurface environments and have shown that SO$_4^{2-}$ and CO$_2$ serve as important electron acceptors for deep subsurface biosphere respiration (89). In agreement with this, DNA signatures for microbes capable of these types of respiration have been identified in many subsurface locations (e.g. 90,91). Although it may seem that better oxidants should correspond to faster organic matter degradation, recent work has suggested that the rate of carbon remineralization operates independently of which oxidant is available (92). Here, radiotracer-measured rates of carbon oxidation to CO$_2$ were constant, whether sulfate or CO$_2$ was the terminal electron acceptor.

Direct microscopic assessment is often uninformative about either taxonomy or physiology because cells tend to be small (93,94) and their morphology does not indicate their identity or environmental functions (2). In recent years, SIP coupled to fluorescence in situ hybridization (FISH) and nanoscale secondary ion mass spectrometry (NanoSIMS) has enabled the direct metabolic assessment of natural populations incubated ex situ, but still within their natural microbial community. SIP works on the principle that organisms taking up isotopically labeled substrate will retain it in their biomolecules and can later be identified. After 9 and 405 days of seafloor incubation of a sediment core with $^{13}$C-labeled glucose, Takano et al. (95) found that subsurface archaea incorporate fresh glucose in the glycerol headgroups of their membrane lipids, but rely on detrital carbon recycling for the hydrocarbon isoprenoid groups of the lipids. FISH allows the microscopic identification of microbes of a particular taxonomic group by attaching fluorescent probes to short DNA
sequences that match the taxonomically informative ribosomal RNA present in cells (96). In places with low activity, such as the deep subsurface, the dim fluorescence signals of FISH often require amplification with catalyzed reporter deposition (CARD) (97). NanoSIMS sputters a cesium ion beam across an area of a few micrometers to detect any isotopic label taken up by the microbe during the SIP incubation. Therefore, when combined with FISH, NanoSIMS SIP gives information about what substrates were consumed by which taxonomic groups of organisms on a nearly single-cell basis.

In 2011, Morono et al. used NanoSIMS SIP with CARD-FISH to show that cells in up to 460,000-year-old sediments, ~200 m deep into the sub-seafloor, were capable of growing on glucose, pyruvate, and amino acids (98). In addition, acetate and bicarbonate were incorporated into the biomass, although they did not promote growth. However, whether the identity of the cells that grew in these experiments reflected the community present at the time of sampling was not assessed, since only a subset of the growing cells hybridized to FISH probes (98). This could be the result of either mismatches to the probe DNA sequences or difficulties of hybridizing cells during CARD-FISH (99,100).

In one of the deepest sub-seafloor drilling operations to date, researchers on Integrated Ocean Drilling Program (IODP) Expedition 337 found relatively high numbers of microbial cells whose taxonomic identities resembled terrestrial communities in 2-km-deep coal beds, suggesting that these cells had persisted through the burial of these terrestrial sediments over tens of millions of years (101). By combining SIP, CARD-FISH, and NanoSIMS, Trembath-Reichert et al. found that these communities incorporated methylated compounds into the biomass, sometimes with concomitant methane production (102). Ijiri et al. combined clumped isotopic measurements and label turnover rates to show that deep fluids stimulate substantial methanogenesis at mud volcanoes (103).

An analogous method to SIP that allows single-cell analysis without requiring an expensive NanoSIMS instrument is called bio-orthogonal noncanonical amino acid tagging (BONCAT) (104). In this method, natural samples are incubated with an amino acid mimic equipped with a functional moiety that can react with a fluorophore after the incubation has ended. In this way, the microbial cells that were making new proteins (and therefore incorporated the amino acid mimic) fluoresce under a microscope and can be counted by eye or physically separated in a flow cytometer for downstream biomolecular study. BONCAT was used in subsurface samples to show stimulation of amino acid incorporation in microbial aggregates incubated with methane (105).

Metabolism can also be controlled by entering an inactive or dormant state. Among cultured bacteria, the Firmicutes and Actinobacteria are capable of forming endospores that can withstand low nutrients and inhospitable conditions for long time periods. These properties make sporulation a potentially advantageous phenomenon for deep subsurface life; however, it is possible that common DNA analyses miss spores since they can be difficult to lyse. Therefore, Lomstein et al. measured dipicolinic acid, a key spore coat protein, in the deep subsurface of the Peru Margin to estimate that spores in this deep subsurface environment may be as numerous as nonsporulated cells and the necromass from other dead cells that may provide food for metabolically active microbes (40).
However, when the decrease in cellular biomass over sediment age is instead used to estimate the microbial necromass production rates, the rate is far outstripped by organic matter buried from ancient pelagic sedimentation (106).

In marine sediments with low organic matter contents and deep terrestrial aquifers, the radiolysis of water may provide microbial food. Natural radioactive decay of Earth’s minerals can slowly split water into H₂ and oxidized moieties (107). Hydrogen production from Earth’s background radiation may seem inconsequential relative to the power provided by sunlight in surface environments. However, H₂ production rates from water radiolysis have been shown to be sufficient to support life in the deep subsurface (52,107,108). The deep subsurface may have additional sources of energy such as serpentinization, which produces the microbial substrate H₂ and has been shown to support many microbial communities (109,110). Serpentinization also produces a large amount of alkalinity, which inhibits autotrophy by pushing carbonate equilibrium away from CO₂. Therefore, unique types of methanogens have been discovered in serpentinizing systems that have novel mechanisms for ameliorating CO₂ limitation (111,112).

A feature that may be very important to subsurface ecosystems is symbiotic relationships. Historically, microbial communities from deep subsurface aquifers have been studied by examining the cells that are caught on a 1.2-μm filter, but recent work has shown that a wide range of ultrasmall bacteria pass through these filters (4). These cells form previously undiscovered branches on the tree of life called candidate phyla radiations (113). In addition to having extremely small cell sizes (0.009 ± 0.002 μm³), they have very small genome sizes as well, and they lack many features thought to be important to free-living organisms (4). In addition, their cell structures show that they have cellular appendages that might aid in cell-to-cell communication, similar to those of ultrasmall uncultured archaea called archaeal Richmond Mine acidophilic nanoorganisms (ARMAN) (Figure 18.4) (94). Therefore, these candidate phyla radiations have been proposed to be obligate symbionts of larger microbes (4).

### 18.3.2 Predicting Functions of Novel Genes

Many of these genes in subsurface organisms cannot be accurately annotated by their homology to characterized gene products, since most of the latter come from microbes in pure culture (114). Given that genomic data are quickly becoming the most accessible type of data to shed light on deep biosphere communities (Section 18.2), the inability to interpret the functions of much of their genomes is a major limitation. For instance, from its genome and phylogeny, *Desulfurivibrio* sp. appear to be anaerobic sulfate reducers. However, when they were obtained in pure culture, they did not reduce sulfate, but instead oxidized it (115). A genome from an uncultured phylum contained a homolog of the methyl coenzyme M reductase gene, from which one might conclude that it performs methanogenesis or anaerobic methane oxidation. However, enrichments of this organism could not perform methane metabolisms, but instead oxidized butyrate anaerobically (116).

One method for overcoming difficulties in accurate annotations of genes in organisms that cannot undergo phenotypic ground-truthing is to amplify target genes of interest
directly from natural samples or single-cell genomes, ligate them into DNA plasmid vectors, transform them into *Escherichia coli*, express them as proteins, purify them, solve their structures, and characterize their activities. A predicted gene annotated as a peptidase in the uncultured phylum Bathyarchaeota was heterologously expressed in *E. coli* and crystallized in order to determine its structure and catalytic activity (117). Although the gene was annotated as an S15 peptidase with substrate specificity for terminal proline residues, the expressed enzyme, called bathyaminopeptidase, was found to have a much higher affinity for terminal cysteine residues. This distinction illustrates the limitation of inferring enzyme function from homology to known proteins in these uncultured deep subsurface microbes. Homologs of the gene for the II/III form of Rubisco, a well-studied key gene for CO₂ fixation in the Calvin–Benson–Bassham cycle, occur in the candidate phyla radiation among the bacteria in deep terrestrial aquifers. This enzyme had previously only been found in cultured archaea, so its presence in uncultured phyla of deep subsurface bacteria suggested that perhaps it had different catalytic properties in these unknown groups (4,118). However, adding the Rubisco II/III gene from the candidate phyla radiation lineage to a phototroph, *Rhodobacter capsulatus*, which had been engineered to remove its native Rubisco gene and had therefore lost its CO₂ fixation capabilities (119), caused its full CO₂ fixation capabilities to be revived (59).

The limitation of this heterologous gene expression approach is that it has much slower throughput than genetic characterizations. However, it provides hard evidence for function that is lacking when simply inferring enzymatic functions from homology to known proteins. In addition, it presents opportunities for discovering novel functions rather than making assumptions based on previously characterized proteins.
18.3.3 Cellular Bioenergetics

Overcoming energy limitation is a major focus of life in both marine and terrestrial subsurface environments (11,14). Reaction transport modeling of oxygen and nitrate concentration profiles with sediment age showed that deep subsurface communities in the South Pacific Gyre operate at extraordinarily low metabolic rates (85,86). Subsurface microbes are therefore operating in a low energy state, and the majority of these populations may be in a long-term stationary stage in which they require energy only for cell maintenance (120,121). Determining the minimum value for cellular maintenance is difficult, but nanocalorimetry, in which the kinetics and thermodynamics of very small populations of cells can be measured (122), and long incubations with no new substrate additions (123–125) hold promise for studying organisms operating at very low energies.

At the very minimum, living cells must replace biomass fast enough to overcome abiotic racemization rates, which can be very slow (126,127). Determining true growth rates for such natural microbial populations outside of carefully controlled laboratory conditions is nearly impossible because the change in the number of cells over time represents the product of growth rate minus death rate. However, total population turnover rates can be determined (14). Braun et al. used racemization rates to estimate total population turnover times of up to tens of years for marine sediment microbes in relatively organic-rich parts of the ocean (17). Slow biomass turnover times of several months to over 100 years have also been measured by measuring uptake of deuterated water (Figure 18.5) (102).

![Figure 18.5](https://www.cambridge.org/core/core_prod/2DD590DAC33871A821E7C9D2826C40D3)

Figure 18.5 Generation times for microbial life in 2-km-deep sub-seafloor coal and shale beds based on uptake rate of either $^2$H-labeled water or $^{15}$N-labeled compounds as described in the graph’s key (adapted from 102).
One challenge to such research is the difficulty in making accurate absolute quantifications of specific microbial populations, not just total cell counts, in natural samples that can have very low biomasses or features that disrupt quantification methods. For instance, marine sediments themselves can obscure quantifications with FISH and quantitative polymerase chain reaction (99), and extremely small cells might be missed during filtration of water samples (94). However, a method that accurately quantifies the absolute cellular abundance of particular taxonomic groups in natural deep subsurface samples has yet to be developed.

18.4 Pressure Effects

All lifeforms depend on the chemistry and physics of self-replicating and self-assembling macromolecules, such as proteins, to catalyze the chemical reactions described above. The goal of research in extreme biophysics is to understand how extreme physical conditions affect the fundamental processes responsible for sustaining life. This includes understanding mechanisms of molecular adaptation to extreme conditions and the driving forces of evolution throughout geologic ages.

Much of life on Earth exists under what are considered extreme conditions of pressure: 88% of the volume of the oceans is at an average pressure of 38 MPa, the deepest trenches can exceed 100 MPa, and microbes exist at pressures as much as threefold higher deep in Earth’s crust (128). The biomass in high-pressure environments may exceed that on the surface (128). In the oceans, temperature decreases with depth until it reaches an almost constant 3°C with pressure as high as 1000 atmospheres (128). Most of the high-pressure ocean is cold and dark, with minimal sources of carbon and minerals and with a low but constant concentration of oxygen. In contrast, temperatures of the water exiting hydrothermal vents in the deep oceans can reach 400°C, with a temperature gradient so large that the temperature decreases to 3°C only 1 m from the vent. This large temperature gradient on the ocean’s floor may be partly responsible for the highly diversified and dynamic deep subsurface microbiome. In the deep subcontinental crust, the total volume in the hydrated fissures in the rock is a large proportion of the biosphere, estimated to be 1016 m³ and 23–31 Pg of carbon (128,129). If only 1% of that volume is occupied by microorganisms, their biological productivity could be greater than that of Earth’s surface (128). It is truly remarkable that life manages to exist in such extreme environments compared to the benign conditions in which humans exist.

18.4.1 Extreme Molecular Biophysics

The structures, interactions, and functions of biological macromolecules are highly sensitive to temperature, pressure, pH, salinity, and the concentration of small osmolytes. Take, for example, proton/sodium-coupled electron transfer (PCET) processes, which are central to energy production. The molecular machinery for H⁺-coupled ATP synthesis is
essentially the same across most living cells; ATP synthesis succeeds regardless of physical conditions, even though the chemistry of H\(^+\)-driven processes in biological macromolecules is highly sensitive to pressure, temperature, and salinity. The adaptive mechanisms for PCET under extreme conditions are unknown. Likewise, the physical properties of both the proteins and nucleic acids that drive the central dogma are highly sensitive to temperature, pressure, pH, and salinity, and yet DNA transcription and translation succeed even in extreme environments. The importance of understanding the molecular mechanisms of adaptation of fundamental biochemical processes to extreme conditions cannot be overstated. Somehow, in these extreme environments, adaptations take place so that the essential processes necessary to sustain life can proceed unimpeded.

Whereas structure–function–thermodynamics relationships in proteins from thermophiles have been studied extensively, studies on the adaptation to high pressure are limited (130). Notable exceptions are pressure-adapted RNA polymerases (131), metabolic enzymes (132–138), the bacterial chromosome organizer, histone-like nucleoid structuring proteins (139), G-protein-coupled receptors in deep-sea fish (140,141), and single-stranded DNA binding proteins (142). In addition to identifiable adaptations at the level of the protein’s primary sequence, pressure adaptation at the cellular level has been shown to involve changes in gene expression (143), such as upregulation of specific transport proteins of the outer membrane protein (OMP) family (144,145) and the production of osmolytes (146–149), chaperones (150,151), polyamines (152), and modified lipids (149,150,153–155) (Figure 18.6).

Biophysical aspects of adaptation to extreme environments are poorly understood, although the effects of extreme conditions on mesophilic organisms have been studied extensively. Pressure can modulate the conformation of lipid bilayers, nucleic acids, and proteins (156). In the case of nucleic acids, structures can be either stabilized or destabilized by pressure (157), although in general, RNA and DNA molecules exhibiting tertiary structures, such as hairpins, quadruplexes, and ribozymes, are disrupted by pressure (158,159). Lipid bilayers are compressed and thickened in response to pressure and become much less dynamic. The melting temperature for gel to liquid crystalline transitions increases with pressure, and organisms living at high pressures are known to have a higher proportion of unsaturated lipids in their bilayers to maintain an appropriate degree of fluidity.

Figure 18.6 Mechanisms of pressure adaptation.
It has long been known that hydrostatic pressure leads to protein unfolding (160) and oligomer dissociation (161,162). Pressure effects on protein structure arise from differences in molar volume between different conformational states. The molar volume of the unfolded states of proteins (U) is generally smaller than that of their folded states (F) (Figure 18.7), as is the molar volume of monomeric subunits compared to oligomeric species. Pressure shifts the folding/association equilibria toward the state that occupies the lowest molar volume: the unfolded or dissociated states. The values of these volume changes are quite small, typically <150 mL/mol for the unfolding of small globular proteins and <300 mL/mol for the dissociation of oligomers.

Although the differences in volume between conformational or oligomeric states of proteins have been well known for some time (165,166), their structural origins remained obscure and were hotly debated until recently. It has been shown repeatedly that substitution of a large hydrophobic amino acid side chain such as leucine, isoleucine, or even valine by a smaller one such as alanine or glycine invariably leads to a larger overall magnitude of the volume change of unfolding and to greater sensitivity to pressure (167–169). A very strong correlation exists between the volume change of unfolding and the packing density (fractional void volume) of a given protein.

Figure 18.7 Schematic diagrams of a folded (a) and unfolded protein (b), in this case the pp32 leucine-rich repeat protein (adapted from 163). Cavities in (a) were calculated with a 1.4-Å sphere using HOLLOW (164).
The destabilization of any given protein by pressure is larger at low temperatures. Chen and Makhatadze proposed that hydration not only does not cause pressure-induced protein unfolding, but actually makes a strong contribution that opposes pressure-induced unfolding (170). However, as temperature increases, the increase in internal void volume becomes smaller than the effects of hydration, and thus the compensation effect diminishes and the overall difference in molar volume between folded and unfolded states diminishes (171), and can even change sign.

Many aspects of the thermodynamic and structural pressure effects on proteins and adaptations to high-pressure environments remain unknown. It was recently shown that there is no pressure-specific “piezolytes” (i.e. there are no specific volumetric effects associated with low-molecular-weight osmolytes). Rather, their effect is simply to stabilize folded proteins against all manner of perturbations, not specifically high hydrostatic pressure (172). It is not well understood whether there are inherent, specific physical attributes of proteins and nucleic acids that allow them to tolerate high-pressure environments. On a larger scale, the ensemble of different organisms in a given environment may modulate biomolecular adaptation through the physical properties of the biomolecules. Large-scale structural adaptive differences may even be identifiable through comparison of whole genomes.

The populations of folding intermediates and low-lying alternative states implicated in the function, degradation, or aggregation of proteins from piezophiles may be different from those of their mesophilic homologs (173,174), Thus, proteins from piezophiles may have evolved to modulate the population of such species.

Thankfully, through sustained progress in instrumentation for fundamental physico-chemical studies of the effects of pressure on biological molecules, the biophysics community is well positioned to address outstanding issues in biomolecular adaptation. High-pressure nuclear magnetic resonance (NMR) measurements, once restricted to a few centers with specialized equipment (175–178), have been adapted for low cost and ease of use with high-field NMR spectrometers (179,180). High-pressure small-angle X-ray and neutron scattering devices are available at several facilities in Japan (181), Europe (182), and in the United States (169). Fluorescence, Fourier-transform infrared spectroscopy, and ultraviolet–visible spectroscopy have long been used in high-pressure biophysical research, and electron paramagnetic resonance and circular dichroism spectroscopy have recently been adapted (183,184). Similarly, high-precision modern microcalorimeters are commercially available, as are electronically controlled, temperature-regulated cells for optical spectroscopic equipment. The range of temperature–pressure studies of biological macromolecules that are possible is broad.

18.4.2 Extreme Cellular Biophysics

In the deep-sea bacterium Photobacterium profundum (145), pressure affected the expression of many genes that code for proteins implicated in nutrient transport, such as outer membrane proteins (Omps). In the yeast Saccharomyces cerevisiae (185), pressure affected
the expression of heat-shock and metabolic proteins. Upregulation of heat-shock and cold-shock protein expression in *E. coli* in response to high pressure has also been reported (186). It has also been shown that pressure shock of around 1000 bar leads to the filamentation of *E. coli* (187), and 40 MPa has the same effect on piezophilic *Desulfovibrio indonesiensis* (188), although there are likely multiple mechanisms by which this occurs. Pressure may lead to the dissociation of FtsZ, a tubulin-type GTPase involved in forming the bacterial septum for cell division (189). However, certain strains of *E. coli* bear a pressure-activated Type IV restriction endonuclease, Mrr, which leads to a pressure-dependent SOS response and subsequent filamentation (190,191). The molecular mechanism of the pressure-induced SOS response was shown to be due to pressure-induced dissociation of the inactive Mrr tetramer to an active Mrr dimer that cleaves cryptic sites on the *E. coli* chromosome (Figure 18.8).

Although genetics, genomics, and transcriptomics can provide an overview of the putative mechanisms of adaptation to life under extreme pressures, these studies provide little biophysical insight. The study of extreme conditions on living cells remains a daunting technological challenge and requires the implementation of high-pressure quantitative microscopy approaches. A few high-pressure microscope chambers have been developed, although they have not been widely used. In the 1970s, Salmon and coworkers developed a phase contrast microscope that could withstand about 800 bar pressure.
Müller and Gratton pioneered the use of capillary tubing for high-pressure microscopy (195) that can withstand pressures up to 6000 bar. However, it has never been applied to live cell imaging. Quantitative analysis of pressure effects on bacterial mobility and flagellar rotation speed were accomplished using a recently designed high-pressure microscopy chamber (196). Unfortunately, owing to the thick windows of this cell, it is not suited for the high-magnification objectives required for advanced quantitative microscopy. This limitation is also the case for two other reported high-pressure microscope chamber designs (197,198). Another hurdle will be the genetic manipulation of extremophile organisms in order to insert fluorescent proteins or other tags into the natural loci of genes of interest.

As in the case of high-pressure molecular biophysics, many unknowns exist regarding the molecular strategies used by cells to adapt to high-pressure or to other extreme conditions. There may be common trends (e.g. dependence on osmolytes) among different types of extremophiles. It is possible that the mechanical properties of high-pressure organisms may be different from those of their mesophilic counterparts or of hyperthermophiles, especially in their membranes and signal transduction pathways. Extreme conditions may affect cell state transitions, growth, differentiation, and development in extremophiles, or even the appearance of multicellularity. Changing geochemical conditions on Earth may have affected cellular phenotypes and the evolution of biological macromolecules.

18.5 Limits to Knowledge and Unknowns

Some of the most fundamental questions about how life on Earth evolved, especially during the first 4 billion years after Earth was formed, relate to how cells and the molecules that keep them alive adapted to changing extreme conditions. Owing to progress in genomics and in molecular and cellular biophysics, the stage is set for a rigorous and systematic examination of some of the most interesting unanswered questions about the evolution of biological systems.

Future work should focus on determining what sorts of physiological properties can be assigned to uncultured subsurface microbes, and perhaps using those insights to develop new techniques to bring them into culture. Linking the experimental work in extreme biophysics with the new frontiers being opened by coupling genomics, transcriptomics, proteomics, and metabolomics with biogeochemical analyses will yield many exiting discoveries about the deep subsurface biosphere in the next few years.
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Questions for the Classroom

1. What novel techniques have enabled the study of uncultured microbes in the deep subsurface?
2. What are the limitations of some of these novel techniques?
3. What are some general features of metabolism in the deep subsurface biosphere?
4. What are some key ways that high pressure impacts biomolecules?
5. What are some of the novel techniques in use for high-pressure biophysics?
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Energy Limits for Life in the Subsurface

DOUG LAROWE AND JAN AMEND

19.1 Introduction

Life’s demand for energy drives rapid exchanges of carbon between the atmosphere, oceans, and land (1). Photosynthesis and respiration of organic carbon on and near the surface of Earth account for the vast bulk of the transfers of carbon between these reservoirs, processes that dwarf geologic sources and sinks of carbon on short timescales (2; Chapter 16, this volume). In recent years, however, it has become apparent that Earth hosts a vast subsurface biosphere (3–16) that operates much more slowly (17–20) than surface life. It is not clear to what depth this biosphere exists, the rates at which it is active, what reactions are being catalyzed for energy, or what impact it has had on Earth’s carbon cycle through time. Extrapolating metabolic rates on Earth’s surface to the subsurface is complicated by an essential difference – the types and rates of biological activity on the surface are determined by daily and seasonal cycles driven by the sun, but life in the subsurface seems to be more attuned to geologic processes and timescales. Such slow rates make it difficult to study subsurface life, but the biological demand for energy can be used to better understand the rates at which these organisms are active and how they interact with their geochemical environments. Studying subsurface life can therefore help reveal the energy limits for life and thus its spatial and temporal extent.

In addition to hosting organisms on the low end of the bioenergetic spectrum, the potential size of the subsurface biosphere motivates many researchers studying deep life. Marine sediments alone have been estimated to contain $10^{29}$–$10^{30}$ microbial cells (4, 5) and occupy 300 million km$^3$, over 22% of the volume of Earth’s oceans (21). A similar number of microorganisms are thought to inhabit the continental subsurface (9, 22; Chapter 17, this volume). Cells have been found as deep as 3.5 km beneath the surface of land, which, if true of all continental crust, would translate to a potential habitable volume of over 730 million km$^3$ (taking the total continental crust surface to be $2.1 \times 10^8$ km$^2$; 23). Although there are no estimates of the size of the ocean crustal basement biosphere, if the top 600 m of it is sufficiently hydrologically permeable to host life (24–32), this would correspond to 1.8 billion km$^3$ (based on the ocean crust covering 68.8% ($2.99 \times 10^8$ km$^2$) of Earth’s surface; 23). Most recently, it has been estimated that the deep subsurface contains about 13% of the biomass on the planet (10).
Finally, although we have no information about current or past life on extraterrestrial bodies in our solar system, it is most likely that any evidence of it will be in the subsurface (33–35).

Cell counts, microbial cultivation work, and molecular biological efforts are helping to describe the numbers, viability, activity levels, and variety of microorganisms in subsurface environments (Chapters 17 and 18, this volume). However, the relative inaccessibility of these environments, the difficulty of cultivating representative microorganisms, and the long timescales associated with some of their lifestyles are major impediments to obtaining a comprehensive understanding of complex subsurface ecosystems. Hence, modeling approaches that include geochemical data as well as typical microbiological measurements can be useful strategies for quantifying biogeochemical interactions in the subsurface. Because all living things must catalyze redox reactions to obtain energy and the amount of energy available from a chemical reaction depends strictly on the prevailing environmental conditions, energy-based modeling provides a framework for quantifying microbial processes in any setting. In this chapter, we will discuss what is known about the microbial demand for energy in low-energy settings, review recent efforts to quantify the energy available in subsurface habitats, and provide an overview of how these calculations are carried out.

19.2 Microbial States

The physiological state of a microorganism is related to the rate at which it is using energy. In contrast to the four classical physiological states that microbial isolates exhibit in high-energy, high-nutrient, short-timespan laboratory experiments – lag, exponential, stationary, and death phases – microorganisms in nature are often nutrient and energy limited and exist in complex communities that are exposed to varying physiochemical properties such as oscillating temperature, pH, and water activity. Their physiological states do not necessarily correspond to those that have been determined in the laboratory and are in many instances unknown (20, 36). Consequently, the rate at which these organisms are processing carbon and energy in nature is not well constrained. Back of the envelope-style calculations reveal how unlikely widespread microbial growth is in nature: if every microorganism in the subsurface (~10^{30} organisms with ~10 fg C cell^{-1}) doubled every day, all of the carbon in Earth’s crust (60 million Gt; 37) would become microbial biomass in less than 23 days.

Whatever the physiological status of living microorganisms in natural settings, their use of energy can be partitioned into two broad categories: maintenance and growth. It is difficult to strictly separate maintenance and growth activities because when organisms are growing, they are also carrying out maintenance functions. Similarly, the critical maintenance activity of replacing biomolecules is an aspect of the anabolic processes that lead to growth. Nonetheless, they are commonly viewed as distinct states with particular energetic ramifications.

Maintenance generally refers to the collections of activities that an organism performs to simply stay alive. It can include nutrient uptake, motility, the preservation of charged
membranes, excretion of (bio)molecules, and changes in stored nutrient concentrations (see 38 for a review). It is difficult to determine the amounts of energy that each of these and other maintenance functions require, so they are typically lumped together and defined in the negative: all of the activities that a microorganism carries out that are not associated with growth. Traditionally, maintenance energies are determined by growing microorganisms at ever-slower rates and extrapolating the amount of energy that they use to a value that would represent zero growth (for a review, see 17). Values reported in the literature range over more than five orders of magnitude, from 0.019 fW (fW ≡ femtowatts, $10^{-15}$ J s$^{-1}$) for anoxygenic phototrophy to 4700 fW for aerobic heterotrophy (see 39). This procedure might decipher the energy partitioned into nongrowth activities for a high-energy state – growth – but maintenance energies in nature are orders of magnitude lower than these values (17, 18, 39–41).

To distinguish laboratory measurements of maintenance from the survival state of microorganisms in nongrowing and other low-energy environments, the term “basal power requirement” has been introduced (17). The use of the word “power” instead of “energy” is apt (see 39, 41, 42) since so-called maintenance energies are given in units of energy per time. Recent results from modeling studies support the notion that in very-low-energy settings (e.g. deep oligotrophic marine sediments such as those under the South Pacific Gyre), maintenance powers are indeed several orders of magnitude lower than those reported in the literature, from 50 to 3500 zW cell$^{-1}$ (where zW ≡ zeptowatt, $10^{-21}$ W; 41). Related calculations suggest that the amount of particulate organic matter required to sustain microbes at a basal power level in the same oligotrophic environment is equivalent to about 2% of their biomass carbon per year (36). It should be noted that these latter two studies assume that all of the energy used by these microbes is for maintenance only, not growth. It is not known whether microorganisms in ultra-low-power settings produce daughter cells or merely persist via maintenance (17, 18, 20). It is thought that very slow or no growth is the norm in many environments (43), especially chemically stagnant, low-energy ones such as oligotrophic marine sediments (17, 44–46). However, it should be noted that when conditions improve, metabolic rates can increase dramatically (47). Although values are not well constrained for dynamic ecosystems, maintenance power can vary due to many factors, including temperature (for the same species), substrate identity, redox conditions, and cultivation techniques (18).

Microbial growth can refer to the generation of new cells, the production of biomass accompanying enlarging cells and the synthesis of external structures such as stalks, sheaths, tubes, biofilms, and other polymeric saccharides. Although extracellular biomass can be a significant fraction of the total biomass of a system, most efforts to quantify the amount of energy that it takes to make biomass have focused on the energetics of making cells, and like all chemical reactions, the amount of energy required to synthesize cells depends in large part upon the physiochemical properties of the environment. The first modern effort to explicitly quantify how environmental parameters influence the energetics of biomass synthesis focused on how the redox state of the environment influences the energy required to synthesize the biomolecules that make up cells (48). More recently,
LaRowe and Amend (49) expanded this analysis to quantify the amount of energy required to make biomass as a function of temperature, pressure, redox state, the sources of C, N, and S, and cell mass, while also accounting for the polymerization of monomers into biomacromolecules such as proteins, DNA, RNA, and polysaccharides (see below). These kinds of modeling results depend on both the compositions and the masses of microbial cells. The stoichiometry of biomass varies considerably (see 18, 49 for reviews), with the average nominal oxidation state of carbon (NOSC; see 50) in cell biomass – a tidy numerical representation of the ratio of carbon to hydrogen, nitrogen, oxygen, sulfur, and phosphorous in organic matter – varying from at least from +0.89 to −0.45 (49). Note that the commonly used stand-in for biomass, “CH2O,” fixes the NOSC at 0. As with maintenance power, cell stoichiometry varies with environmental conditions (see 49).

Other attempts to account for the energy required to make biomass rely upon laboratory experiments that are designed to promote growth, conditions that are rarely encountered in the subsurface (see 39 for a review). In addition, numerous energy-based models developed to predict biomass yields have limited applicability because they are restricted to standard and/or reference states (for reviews, see 39, 51). Most of these models fix biomass yield coefficients, which leads to predictions of equal biomass production (for the same synthesis reactions) under potentially very different environmental conditions. Other efforts seeking to determine the amount of energy required to make biomass rely on estimates of the number of moles of ATP that are required to carry out various aspects of biomolecular synthesis. A commonly cited version of this approach (52) reports the ATP requirements for various anabolic and maintenance functions. The reference for these values ultimately cites a paper (53) that effectively assumes the amount of ATP required for a variety of biochemical processes with little to no experimental evidence or references. Even if the amount of ATP required to synthesize biomass were well constrained in natural settings, the amount of energy that is released from the hydrolysis of ATP to ADP and phosphate is a function of the physiochemical characteristics of the environment in which it is happening, and therefore not a constant (54–56).

Microorganisms can also enter into low-energy and dormant states. While some authors use the term “dormancy” to describe low-energy states as well (57), others reserve this term for true endospore-forming microorganisms that are metabolically inactive (58). Sensu stricto, dormancy is a reversible, contingent state that is entered into when resources become limiting. Because there is no metabolic activity, critical functions such as DNA and protein repair are not possible. As a result of abiotic hydrolysis, oxidation, and other degradative processes, dormant organisms have a finite lifespan. Although little is known about the energetics or maximum possible length of dormancy (18, 43), there is evidence that revival rates are inversely correlated with the amount of time a microorganism spends in the dormant state (43, 59), an observation that has been included in modeling studies of microbial dormancy (60, 61). One study showed that the number of endospores in frozen samples decreases with sample age since endospores do not have active DNA-repair mechanisms, but that low-energy bacteria in the same samples can survive for up to half a million years (62).
Microorganisms in low-energy states, in contrast to dormant ones, are able to slowly metabolize in order to remain viable for potentially millions of years (19, 40). These low-energy states are thought to be prevalent in natural systems, to exist on a spectrum of levels, and to have multiple entry points (57). In fact, it is possible that <10% of microbial cells in soil and aquatic environments are active (63). One estimate proclaimed that low-energy cells can exist on three orders of magnitude lower power than typical maintenance power levels (64), though, as pointed out above, maintenance powers determined under relatively high-energy conditions span five orders of magnitude. Perhaps energy usage in the low-energy state is more akin to basal maintenance power as defined by Hoehler and Jørgensen (17): the flux of energy required for a minimum survival state. Some speculate that virtually all microbial cells in deep marine sediments are surviving in ultra-low energy states (20). A recent modeling study represented the cells in an oligotrophic marine sediment section as existing in a series of ever-lower energy states, but none as truly dormant (36).

19.3 Gibbs Energy: Where It Comes from and How to Use It

All organisms catalyze reactions as they acquire energy from the environment and carry out biochemical functions related to maintenance and growth. The amount of energy associated with these chemical transformations depends on the exact identity of the reaction – all of the reactants and products describing the mass- and charge-balanced process – as well as the prevailing temperature, pressure, and composition of the environment in which it is happening. The mathematical approach that is used to quantify the change in energy resulting from a chemical reaction is the Gibbs function, denoted by $G$. Despite being well known, it is worth noting why this, of several energy functions related to the internal energy of a system, is the one that is used to assess how energy is required by organisms to perform a given task and how much energy results from catalyzing reactions that ultimately fuel life’s demands. For textbook-level overviews of thermodynamics, see (65–68).

Because there is no absolute energy scale, we can only discuss changes in the amount of energy that a system contains. The change in the internal energy ($U$) of a system can be quantified by assessing changes in the temperature ($T$), pressure ($P$), volume ($V$), and entropy ($S$) of it, quantities that can be modified by the exchange of heat and matter between the system and the surroundings as well as reactions happening within the system. Changes in the internal energy of the system, $dU$, can be mathematically linked to how these four variables change in different ways (i.e. the various energy functions are effectively different partial derivatives of $U$ with respect to $T$, $P$, $V$, and $S$). These four variables are known as state variable because they describe the state of the system at any given moment; functions including these variables are known as state functions. For instance, the change in the amount of heat (or enthalpy, $H$) associated with a system at constant pressure, $dH_P$, with no chemical reactions occurring, can be defined
by \( dH_p = dU + PdV \), which is a simple statement of the first law of thermodynamics – the conservation of energy (technically, this and other state functions hold for infinitesimal changes taking place in the time interval \( t \) to \( t + dt \)). Enthalpy is a useful state function that describes the evolution of the heat content of a system, but it cannot predict how the system will evolve. The Gibbs energy function accomplishes this by combining the first law of thermodynamics with the second law, which essentially states that the entropy of an isolated system cannot decrease (see Box 19.1).

**Box 19.1 Entropy, affinity, and the reaction progress variable.**

Entropy is sometimes wrongly discussed in terms of being equivalent to "disorder." This confusion likely arises from Boltzmann’s statistical mechanical interpretation of entropy being related to the number of microstates that a system can occupy – the more microstates, the higher the entropy. The proliferation of the use of the word “entropy” in other fields (e.g. Shannon entropy in information theory, which is more akin to uncertainty than the classical definition of entropy as a quantity of energy) has contributed to the popular conception of entropy as a measure of disorder. From its origins with Carnot and developments by Clausius, de Donder, and Kelvin, entropy is described as a quantity of energy and a state variable; its units are J K\(^{-1}\) mol\(^{-1}\). The classical definition of entropy is that it is equal to the change in the heat of a system, \( Q \), at a given temperature: \( dS = dQ/T \).

Prigogine and Defay (69) describe two ways in which the entropy of a system can change: (1) entropy can be transported across the boundary of a system and therefore be positive or negative; and (2) entropy can be generated inside of an isolated system due to the occurrence of chemical reactions – these reactions are irreversible and the net change of entropy associated with them is always positive, \( dS > 0 \). It is this inequality that ultimately specifies the direction in which a system will evolve. So, we can say that the entropy of a system changes due to entropy exchanges with the surroundings (\( dS_c \)) and entropy created within the system, \( dS_i \), or \( dS = dS_c + dS_i \). Because \( dS_i \) is related to the degree to which chemical reactions are occurring, it is in turn related to the extent to which a reaction has occurred. The extent of a reaction is known as \( \xi \), and sometimes is called the reaction progress variable (69–71). Changes in the reaction progress variable for a reaction are related to the stoichiometric coefficients of the \( i \)th species in that reaction, \( v_i \), by

\[
\frac{dn_i}{v_i} = d\xi, \tag{19.a}
\]

where \( n_i \) refers to the number of moles of the \( i \)th species produced or consumed in the reaction. For example, the extent to which the reaction describing hydrogen-consuming sulfate reduction,

\[
\text{SO}_2^2^- + 4\text{H}_2 + \text{H}^+ \rightarrow \text{HS}^- + 4\text{H}_2\text{O}, \tag{19.b}
\]

has progressed, \( d\xi_{(19.b)} \), is given by

\[
\frac{dn_{\text{SO}_2^2^-}}{-1} = \frac{dn_{\text{H}_2}}{-4} = \frac{dn_{\text{H}^+}}{-1} = \frac{dn_{\text{HS}^-}}{-1} = \frac{dn_{\text{H}_2\text{O}}}{4} = d\xi_{(19.b)}. \tag{19.c}
\]

Clearly, when \( dn_i = v_i \), \( d\xi_{(19.b)} = 1 \) and the reaction is said to have turned over.
Changes in the Gibbs energy at constant temperature and pressure are commonly expressed as
\[ dG_{T,P} = dH - TdS, \]
or in integrated form,
\[ \Delta G = \Delta H - T \Delta S, \]
but is more clearly linked to changes in the internal energy state of a system by
\[ dG_{P,T} = dU + PdV - TdS. \]
By incorporating the second law of thermodynamics, the Gibbs energy function quantifies the tendency of a chemical reaction to proceed in a particular direction. That is, for a given chemical reaction, negative values of \( \Delta G \) indicate that if a reaction occurs, the net result is the formation of products at the expense of reactants; the opposite direction occurs for positive values of \( \Delta G \). When \( \Delta G = 0 \), there is no net reaction and equilibrium has been reached.

Within this conceptualization, thermodynamic rate-limiting terms have been developed in kinetic models that relate the rates of biologically catalyzed reactions to their distance from equilibrium, with reactions closer to equilibrium being slower than those further away (74–78). Finally, affinity and the rate of entropy production have in turn been used to develop more recent developments in the field of nonequilibrium thermodynamics, especially systems far from equilibrium and the establishment of dissipative structures, such as life (see 65).

Changes in the Gibbs energy at constant temperature and pressure are commonly expressed as
\[ dG_{T,P} = dH - TdS, \]
or in integrated form,
\[ \Delta G = \Delta H - T \Delta S, \]
but is more clearly linked to changes in the internal energy state of a system by
\[ dG_{P,T} = dU + PdV - TdS. \]
By incorporating the second law of thermodynamics, the Gibbs energy function quantifies the tendency of a chemical reaction to proceed in a particular direction. That is, for a given chemical reaction, negative values of \( \Delta G \) indicate that if a reaction occurs, the net result is the formation of products at the expense of reactants; the opposite direction occurs for positive values of \( \Delta G \). When \( \Delta G = 0 \), there is no net reaction and equilibrium has been reached.

Within this conceptualization, thermodynamic rate-limiting terms have been developed in kinetic models that relate the rates of biologically catalyzed reactions to their distance from equilibrium, with reactions closer to equilibrium being slower than those further away (74–78). Finally, affinity and the rate of entropy production have in turn been used to develop more recent developments in the field of nonequilibrium thermodynamics, especially systems far from equilibrium and the establishment of dissipative structures, such as life (see 65).

The reaction progress variable and entropy are connected through what is known as chemical affinity, \( A \), a term that is sometimes used to quantify how far a system is from equilibrium: \( dS_r = Ad\xi \geq 0 \) (this equation is also known as de Donder’s fundamental inequality and can be thought of as another statement of the second law of thermodynamics). Although chemical affinity and the Gibbs energy of a reaction are related simply by \( A = -\Delta G_r \), the two quantities have important conceptual differences. \( A \) is defined as the change in Gibbs energy resulting from changes in the reaction progress variable while pressure, temperature, and composition \( (n_k) \) are held constant (70, 71):

\[
A = \left( \frac{\partial G}{\partial \xi} \right)_{T,P,n_k} \quad (19.d)
\]

As such, affinity relates irreversible chemical reactions to entropy production, while the Gibbs energy of a reaction is traditionally used in reference to equilibrium states and reversible processes (see 66). Furthermore, chemical affinity can be connected to reaction rate as a measure of the distance that reaction is from equilibrium (69, 70, 72, 73).

Within this conceptualization, thermodynamic rate-limiting terms have been developed in kinetic models that relate the rates of biologically catalyzed reactions to their distance from equilibrium, with reactions closer to equilibrium being slower than those further away (74–78). Finally, affinity and the rate of entropy production have in turn been used to develop more recent developments in the field of nonequilibrium thermodynamics, especially systems far from equilibrium and the establishment of dissipative structures, such as life (see 65).
are less so, and they are typically more meaningful. When the superscript 0 appears, (i.e. $\Delta G^0$), the symbol is explicitly referring to the change in Gibbs energy at a standard state. Standard states are one of the most frequently misunderstood aspects of thermodynamics.

The standard state used in traditional chemical thermodynamics does not refer to a temperature or pressure (i.e. it does not refer to 25°C and 1 bar), but a standard state of aggregation, or composition (see Figure 19.1 for a conceptual overview). The reason for this is that, as discussed above, we cannot know the internal energy, $U$, of a system, but we can determine changes in it. Both Gibbs energies and enthalpies are partial derivatives of $U$, so to quantify $\Delta G^0$, $\Delta H^0$, and other such standard state terms, we need a coherent system that relates the thermodynamic functions describing compounds to a set of standards. The system that is used in chemical thermodynamics to define the Gibbs energies and enthalpies of chemical compounds is related to that of the elements. For example, the standard-state Gibbs energy of formation from the elements of gaseous methane, $\Delta G^0_{\text{CH}_4(\text{g})}$, is calculated based on the change of Gibbs energy associated with the reaction:

$$C_{\text{graphite}} + 2H_2(\text{g}) = \text{CH}_4(\text{g}), \quad (19.1)$$

or:

$$\Delta G_r^0 = \Delta G_{\text{CH}_4(\text{g})}^0 - \Delta G_{\text{C, graphite}}^0 - 2\Delta G_{\text{H}_2(\text{g})}^0, \quad (19.2)$$

Figure 19.1 Schematic diagram illustrating the difference between standard-state Gibbs energies ($\Delta G^0_r$) and overall Gibbs energies ($\Delta G_r$) in temperature, pressure, and compositional space. For a given standard state, values of $\Delta G^0_r$ refer to a fixed composition at any combination of temperatures and pressures (the orange plane) and that departures from this composition are what distinguish $\Delta G_r$. For gases, pressure is part of the standard-state definition since the state of aggregation of a gas is partially determined by its partial pressure.
where $\Delta G_{\text{graphite}}^0$ and $\Delta G_{\text{H}_2}^0$ refer to the standard-state Gibbs energies of formation for elemental carbon as graphite and gaseous dihydrogen, respectively, and $\Delta G_r^0$ denotes the standard-state Gibbs energy of (19.1). These compounds are chosen because they are the stable phases of these two elements at the reference conditions of 25°C and 1 bar. The phase and form of the standard-state Gibbs energies and enthalpies of most elements are defined as those that are stable at 25°C and 1 bar, and they are all taken to be zero only at this temperature and pressure – their values are not zero at other combinations of temperature and pressure.

Staying with the CH$_4$ example, since the values of $\Delta G_{\text{graphite}}^0$ and $\Delta G_{\text{H}_2}^0$ are 0 J mol$^{-1}$ at 25°C and 1 bar and the value of $\Delta G_r^0$ for (19.1) is –50.4 kJ mol$^{-1}$, then $\Delta G_{\text{CH}_4}^0 = –50.4$ kJ mol$^{-1}$ at 25°C and 1 bar (the value of $\Delta G_r^0$ is determined from a series of calorimetric measurements that are beyond the scope of this chapter). At any other combination of temperature and pressure, values of $\Delta G_{\text{graphite}}^0$ and $\Delta G_{\text{H}_2}^0$ are not 0 J mol$^{-1}$ and therefore the value of $\Delta G_r^0$ does not equal that of $\Delta G_{\text{CH}_4}^0$ (see Figure 19.2). For instance, at 300°C and 86 bars, they are –2.8 and –38.8 kJ mol$^{-1}$, respectively, and $\Delta G_r^0$ for (19.1) is –25.24 J mol$^{-1}$. Therefore, $\Delta G_{\text{CH}_4}^0 = –105.6$ kJ

Figure 19.2 Standard-state Gibbs energies ($\Delta G^0$) of H$_2$ gas, carbon as graphite, CH$_4$ gas, and the reaction defining the formation of methane from the elements as a function of temperature (see (19.1) and (19.2)). The vertical dashed lines at 25°C and 300°C are marked in reference to the examples discussed in the text.
mol\(^{-1}\) at 300\(^\circ\)C and 86 bars, more than twice the value at 25\(^\circ\)C and 1 bar. Beyond stipulating that the forms of the elements that are used in calculating the Gibbs energies of formation are their stable ones at 25\(^\circ\)C and 1 bar, temperature and pressure are not part of the definition of standard-state properties for substances, except for the standard state for gases (see below). Although this is a rather tedious discussion, it is presented to illustrate how temperature and pressure are properly taken into account in thermodynamic calculations, which are particularly important for quantifying the energetics of biogeochemical processes in the subsurface.

In addition to specifying that the definition of the chemical standard state relates thermodynamic properties of chemical species to those of the elements at particular combinations of temperature and pressure, it also specifies the state of aggregation of chemical substances. The commonly used standard state of aggregation differs depending on the phase, and to be accurate, the amount of a substance that is used to define standard states is activity, rather than concentration (discussed below). Similarly, amounts of gases are represented by fugacities instead of partial pressures. The standard state of gases is that of unit fugacity of the pure hypothetical ideal gas at 1 bar and any temperature, that of liquids and solids is unit activity of the pure substance at any temperature or pressure, and that of aqueous species is unit activity in a hypothetical 1 molal solution referenced to infinite dilution at any temperature and pressure. This last one is a bit peculiar owing to its impossibility, but it is necessary since the concentration, and thus the distances between dissolved chemical species, can vary by many orders of magnitude in natural systems on and near Earth’s surface. Furthermore, since aqueous species are dissolved in a medium that has its own thermodynamic properties, such as water, the interactions between the solvent and dissolved species must also be accounted for in any standard state of aggregation (see Box 19.2).

**Box 19.2** \(G^0\) as a function of temperature and pressure and the equilibrium constant.

Many texts incorrectly state that the definition of standard state for all phases specifies a pressure of 1 bar (e.g. 65). However, a cursory glance at the equation that describes how values of the standard-state Gibbs energy of a system or substance at any temperature and pressure, \(G^0_{P,T}\), differ from that at the reference temperature of 25\(^\circ\)C and pressure of 1 bar, \(G^0_{P_r,T_r}\), quickly shows why this is wrong for all phases other than gases:

\[
G^0_{P,T} - G^0_{P_r,T_r} = -S^0_{P_r,T_r} (T - T_r) + \int_{T_r}^{T} C^0_P dT - T \int_{T_r}^{T} C^0_P d\ln T + \int_{P_r}^{P} V^0 dP,
\]

(19.e)

where \(S^0_{P_r,T_r}\) refers to the standard molal entropy of the species at the reference pressure and temperature, \(C^0_P\) stands for the isobaric molal heat capacity at the reference pressure, and \(V^0\) designates the standard molal volume. The fourth term on the right-hand side shows how standard-state Gibbs energy changes as a function of pressure when temperature is held
constant, $\left(\frac{\partial G^0}{\partial P}\right)_T$. Adding the provision that 1 bar is part of the standard state for solids, liquids, and aqueous species would neglect the volume integral in (19.e) and thus its contribution to the standard-state Gibbs energy. The equilibrium between graphite and diamond further illustrates this point.

The simplified carbon phase diagram presented in Box Figure 1 shows the combinations of temperature and pressure at which graphite and diamond are in equilibrium; that is, $\Delta G_{r}^0 = 0$ for $\text{C}_{\text{graphite}} \rightleftharpoons \text{C}_{\text{diamond}}$.

That is, the standard-state Gibbs energies of graphite and diamond are equal on this line. Another way to look at this is to use the more intuitive, and aptly named, equilibrium constant, $K$. The value of $K$ for (19.f) is 1 for the temperatures and pressures that define the curve in Box Figure 1. Values of $K$ are related to the standard-state Gibbs energy via:

$$K = e^{-\left(\frac{\Delta G^0}{RT}\right)}.$$  \hspace{1cm} (19.g)

Again, if a pressure of 1 bar were set for the standard-state values of $\Delta G_{r}^0$ for graphite and diamond, it would be impossible to account for the impact of pressure on the equilibrium state between graphite and diamond. In fact, there would be no stability field for diamond without elevated pressure, no matter the temperature.
In many biological applications, the so-called biochemical standard state is used, a term that is typically not rigorously defined (see 56, 89, 90). The Interunion Commission on Biothermodynamics (91) recommends that the biochemical standard state should correspond to pH = 7, and the temperature should be 25°C or 37°C, the ionic strength should be set by a 0.1 M KCl solution, concentrations can be used in place of activities, and the concentrations of a group of similar species can be added together and treated as one species (i.e. [ATP] = [ATP4–] + [HATP3–] + [H2ATP2–] + [MgATP2–] ...). Although it is relatively straightforward to convert thermodynamic data reported in the biochemical standard state to the traditional chemical standard state for pH and ionic strength, using it is complicated by the fact that the exact version of the biochemical standard state being used is often not specified (i.e. which of the recommendations noted above are being followed). For instance, one of the most widely cited papers on the thermodynamics of chemical reactions in the biochemical literature (92) defines a biological standard state similar to one by the Interunion Commission on Biothermodynamics, but also reports so-called observed Gibbs energies that, in addition to fulfilling the biochemical standard state, also sets the ionic strength to 0.25 and a free Mg2+ concentration to 0.001 M. Another problem with the biochemical standard state is that some of the researchers who use it and

For the interested reader, the first three terms on the right-hand side of (19.e) result from taking into account that both enthalpy and entropy are integrals of $C^0_p$ and thus represent how these thermodynamic functions vary with temperature at constant pressure:

$$C^0_p = \left( \frac{\partial H^0}{\partial T} \right)_p = T \left( \frac{\partial S^0}{\partial T} \right)_p . \quad (19.h)$$

If one knows how $C^0_p$ varies with temperature, then $G^0_{p,T}$ can be calculated for temperatures and pressures other than 25°C and 1 bar. This is rather straightforward for many liquids, gases, and solids; the widely used Maier–Kelley formulation for $C^0_p(T)$ is used:

$$C^0_p(T) = a + bT + cT^{-2}.$$ Regression of experimental calorimetry data and/or estimation schemes can be used to determine species-specific values of $a$, $b$, and $c$. However, in the aqueous state, expressions for $C^0_p$ and $V^0$ as a function of temperature – and pressure – are more complex due to the interactions of aqueous species with the solvent. The revised Helgeson–Kirkham–Flowers (HKF) equations of state are commonly used to calculate the standard-state thermodynamics properties of aqueous species at temperatures and pressures other than 25°C and 1 bar (see 79–85). The requisite thermodynamic data and equation-of-state parameters for using this model for thousands of aqueous species have been published in the literature (see 50 for a summary of organic compounds, 86 for a summary of minerals, and 87 for inorganic aqueous species, among many others). The SUPCRT92 software package (80) is commonly used to calculate standard-state thermodynamics properties of species as a function of temperature and pressure using the revised HKF model. In the R language and computing environment, CHNOSZ has many of the capabilities of SUPCRT92, as well as a variety of plotting and other functions (88: chnosz.net).

In many biological applications, the so-called biochemical standard state is used, a term that is typically not rigorously defined (see 56, 89, 90). The Interunion Commission on Biothermodynamics (91) recommends that the biochemical standard state should correspond to pH = 7, and the temperature should be 25°C or 37°C, the ionic strength should be set by a 0.1 M KCl solution, concentrations can be used in place of activities, and the concentrations of a group of similar species can be added together and treated as one species (i.e. [ATP] = [ATP4–] + [HATP3–] + [H2ATP2–] + [MgATP2–] ...). Although it is relatively straightforward to convert thermodynamic data reported in the biochemical standard state to the traditional chemical standard state for pH and ionic strength, using it is complicated by the fact that the exact version of the biochemical standard state being used is often not specified (i.e. which of the recommendations noted above are being followed). For instance, one of the most widely cited papers on the thermodynamics of chemical reactions in the biochemical literature (92) defines a biological standard state similar to one by the Interunion Commission on Biothermodynamics, but also reports so-called observed Gibbs energies that, in addition to fulfilling the biochemical standard state, also sets the ionic strength to 0.25 and a free Mg2+ concentration to 0.001 M. Another problem with the biochemical standard state is that some of the researchers who use it and

For the interested reader, the first three terms on the right-hand side of (19.e) result from taking into account that both enthalpy and entropy are integrals of $C^0_p$ and thus represent how these thermodynamic functions vary with temperature at constant pressure:

$$C^0_p = \left( \frac{\partial H^0}{\partial T} \right)_p = T \left( \frac{\partial S^0}{\partial T} \right)_p . \quad (19.h)$$

If one knows how $C^0_p$ varies with temperature, then $G^0_{p,T}$ can be calculated for temperatures and pressures other than 25°C and 1 bar. This is rather straightforward for many liquids, gases, and solids; the widely used Maier–Kelley formulation for $C^0_p(T)$ is used:

$$C^0_p(T) = a + bT + cT^{-2}.$$ Regression of experimental calorimetry data and/or estimation schemes can be used to determine species-specific values of $a$, $b$, and $c$. However, in the aqueous state, expressions for $C^0_p$ and $V^0$ as a function of temperature – and pressure – are more complex due to the interactions of aqueous species with the solvent. The revised Helgeson–Kirkham–Flowers (HKF) equations of state are commonly used to calculate the standard-state thermodynamics properties of aqueous species at temperatures and pressures other than 25°C and 1 bar (see 79–85). The requisite thermodynamic data and equation-of-state parameters for using this model for thousands of aqueous species have been published in the literature (see 50 for a summary of organic compounds, 86 for a summary of minerals, and 87 for inorganic aqueous species, among many others). The SUPCRT92 software package (80) is commonly used to calculate standard-state thermodynamics properties of species as a function of temperature and pressure using the revised HKF model. In the R language and computing environment, CHNOSZ has many of the capabilities of SUPCRT92, as well as a variety of plotting and other functions (88: chnosz.net).

In many biological applications, the so-called biochemical standard state is used, a term that is typically not rigorously defined (see 56, 89, 90). The Interunion Commission on Biothermodynamics (91) recommends that the biochemical standard state should correspond to pH = 7, and the temperature should be 25°C or 37°C, the ionic strength should be set by a 0.1 M KCl solution, concentrations can be used in place of activities, and the concentrations of a group of similar species can be added together and treated as one species (i.e. [ATP] = [ATP4–] + [HATP3–] + [H2ATP2–] + [MgATP2–] ...). Although it is relatively straightforward to convert thermodynamic data reported in the biochemical standard state to the traditional chemical standard state for pH and ionic strength, using it is complicated by the fact that the exact version of the biochemical standard state being used is often not specified (i.e. which of the recommendations noted above are being followed). For instance, one of the most widely cited papers on the thermodynamics of chemical reactions in the biochemical literature (92) defines a biological standard state similar to one by the Interunion Commission on Biothermodynamics, but also reports so-called observed Gibbs energies that, in addition to fulfilling the biochemical standard state, also sets the ionic strength to 0.25 and a free Mg2+ concentration to 0.001 M. Another problem with the biochemical standard state is that some of the researchers who use it and

For the interested reader, the first three terms on the right-hand side of (19.e) result from taking into account that both enthalpy and entropy are integrals of $C^0_p$ and thus represent how these thermodynamic functions vary with temperature at constant pressure:

$$C^0_p = \left( \frac{\partial H^0}{\partial T} \right)_p = T \left( \frac{\partial S^0}{\partial T} \right)_p . \quad (19.h)$$

If one knows how $C^0_p$ varies with temperature, then $G^0_{p,T}$ can be calculated for temperatures and pressures other than 25°C and 1 bar. This is rather straightforward for many liquids, gases, and solids; the widely used Maier–Kelley formulation for $C^0_p(T)$ is used:

$$C^0_p(T) = a + bT + cT^{-2}.$$ Regression of experimental calorimetry data and/or estimation schemes can be used to determine species-specific values of $a$, $b$, and $c$. However, in the aqueous state, expressions for $C^0_p$ and $V^0$ as a function of temperature – and pressure – are more complex due to the interactions of aqueous species with the solvent. The revised Helgeson–Kirkham–Flowers (HKF) equations of state are commonly used to calculate the standard-state thermodynamics properties of aqueous species at temperatures and pressures other than 25°C and 1 bar (see 79–85). The requisite thermodynamic data and equation-of-state parameters for using this model for thousands of aqueous species have been published in the literature (see 50 for a summary of organic compounds, 86 for a summary of minerals, and 87 for inorganic aqueous species, among many others). The SUPCRT92 software package (80) is commonly used to calculate standard-state thermodynamics properties of species as a function of temperature and pressure using the revised HKF model. In the R language and computing environment, CHNOSZ has many of the capabilities of SUPCRT92, as well as a variety of plotting and other functions (88: chnosz.net).
want to expand it report values of standard Gibbs energies of formation from the elements, $\Delta G^0_f$, for some species to be zero simply because they do not have thermodynamic data for them (see 90). Clearly, this violates the basis of Gibbs energies and enthalpies being based on the Gibbs energy of formation from the elements, which are 0 in their respective reference states at 25°C and 1 bar. This introduces enormous errors that cannot be corrected like pH and ionic strength can be. In addition, many of those who use the biological standard state to compute Gibbs energies of processes rarely use the reaction quotient term, $Q$, which takes into account composition of the solution, the impact of which is seen in the example calculations presented below. Furthermore, it is worth pointing out that pH 7 only defines solution neutrality ($a_{H^+} = a_{OH^-}$) at 25°C and 1 bar in pure water. Neutral pH at 37°C is 6.81, and at 150°C and 5 bars it is 5.82 ($pH = -\log a_{H^+}$). Finally, if the preceding paragraphs have failed to demystify what standard states are, simply remember that they are about purity (composition) and the elements, and that they are only part of calculating the Gibbs energy of a reaction.

The Gibbs energy of a chemical reaction, $\Delta G_r$, is a function of temperature, pressure, and the composition of the system – not just the activities of the reactants and products of the reaction of interest, but also the concentrations of all of the other chemical species in the system:

$$\Delta G_r = \Delta G^0_r + RT \ln Q_r,$$

(19.3)

where $R$ represents the gas constant and $T$ denotes temperature in Kelvin (see Figure 19.1). The standard-state Gibbs energy of reaction, $\Delta G^0_r$, is simply equal to the difference in the standard-state Gibbs energies of the products and reactants in a reaction, both multiplied by their respective stoichiometric coefficients, $v_i$:

$$\Delta G^0_r = \sum_i v_i \Delta G^0_{products} - \sum_i v_i \Delta G^0_{reactants},$$

(19.4)

as shown in (19.2) above for reaction (19.1). The reaction quotient, $Q_r$, a frequently neglected term, is essential to quantifying the Gibbs energy of any reaction that an organism is catalyzing to gain energy. It is responsible for bringing compositional reality into the accurate computation of $\Delta G_r$ and is calculated as the product of the activities of the reactants and products, $a_i$, in a chemical reaction raised to their stoichiometric coefficients, $v_i$:

$$Q_r = \prod_i a_i^{v_i}.$$  

(19.5)

Evaluating (19.3)–(19.5) requires that a mass- and charge-balanced reaction has been written to represent a process, and therefore that the identities of all of the product species are known. In some cases, this becomes difficult to ascertain since many common biological elements, such as C, N, and S, have many oxidation states and therefore many different ways to balance the transformation of these elements.
As an example, $Q_r$ for the sulfate reduction shown in Box 19.1, reaction (19.6) is

$$Q_r = \frac{a_{HS^-} a_{H^+}}{a_{SO_4^{2-}} a_{H_2} a_{H^+}}.$$  \hspace{1cm} (19.6)

If only standard-state values of Gibbs energies were used to calculate $\Delta G_r$ for (19.6), the resulting calculation would only be valid for activities of all of the species in this reaction being 1 (see Section 19.4 for examples). Since these activities are set by the standard state, it would be equivalent to having 1 molal concentrations of each species in an infinitely dilute solution – an impossible situation. Imagine an environment in which the concentration of all five of these species is 1 molal. At 25°C and 1 bar, this would be a pH of 0 and far beyond the solubility of $H_2$. Ignoring the $Q$ term when calculating the Gibbs energies of chemical reactions is effectively ignoring physical reality. Using only standard electrical potentials ($E^0$) to calculate the energetics of reactions is similarly untethered from physical possibilities (see 93).

The way that nonideal conditions (i.e. nonstandard states) are quantified is to use activities in place of concentrations and fugacities instead of partial pressures of gases when evaluating the $Q_r$ term. The concepts of fugacity and activity were developed to account for thermodynamic deviations between ideal and observed behavior (see 94). By close analogy, the ideal gas law only describes the relationship between the amount, temperature, pressure, and volume of a gas ($nRT = PV$) within certain limits of these parameters. When a gas is very concentrated, this simplistic law breaks down and requires additional terms to describe the relationships among the variables in it. Similarly, activity and fugacity account for the nonideal behavior of substances when they are under relatively high concentrations and/or exposed to temperatures and pressures that are far beyond their reference temperatures and pressures. They can be thought of as the effective thermodynamic concentrations of liquids, solids, gases, and aqueous species.

Values of activity are calculated from the concentration of a substance, $C$, and its activity coefficient, $\gamma$: $a = C \gamma$ (a more accurate representation of this relationship is $a = \gamma(C/C^0)$, where $C^0$ stands for a substance’s concentration in the standard state – activity and activity coefficients do not have units). There is a vast and complex literature on how to measure and compute values of $\gamma$ (e.g. see 66, 83, 85, 95), but suffice to say that they are typically calculated rather than measured for a particular set of conditions. A commonly used model to calculate activities for aqueous species that incorporates elevated temperatures, pressures, and ionic strengths is the extended version of the Debye–Hückel equation (96). Software such as Geochemist’s Workbench (www.gwb.com) and PHREEQC (www.usgs.gov/software/phreeqc) is commonly used to compute activities, as well as to carry out speciation calculations.

Related to the concept of activity is that of speciation. In solution, a given chemical species, especially charged ones, is partitioned among a variety of forms. For instance, in seawater, total sulfate concentration is about 28 mM, and though sulfate exists primarily as $SO_4^{2-}$ at 18.1 mM, the remainder of it is complexed with cations commonly found in seawater. Abundant complexes include $NaSO_4^{-}$ (7.6 mM), $MgSO_4^0$ (6.2 mM), $CaSO_4^0$...
(0.8 mM), and KSO$_4$ (0.2 mm). Any calculation of $Q_r$ should take such speciation into account, as well as the activity coefficient of SO$_4^{2-}$, which in seawater at 25°C and 1 bar is 0.16. Thus, the activity of SO$_4^{2-}$ in seawater at 25°C and 1 bar is 0.0029, nearly an order of magnitude lower than its total concentration of 0.028 M.

Analogous to activity, fugacity ($f$) is the thermodynamic equivalent of pressure, taking into account the differences between the mechanical pressure exerted by a gas ($P$) and its effective pressure: $f = P\chi$, where $f$ takes on units of pressure such as bars and the fugacity coefficient, $\chi$, is unitless (see 97).

### 19.4 Temperature, Pressure, and Composition Affecting $G$

The amount by which variable temperature, pressure, and composition affect the Gibbs energies of chemical reactions can vary tremendously (see 89). Although a number of studies have appeared in the literature demonstrating how different combinations of these variables impact reaction energetics (discussed below), the impact that each of these variables can have alone, and in various combinations, is demonstrated here by using the low-energy metabolism known as hydrogenotrophic acetogenesis:

$$2\text{CO}_2(aq) + 4\text{H}_2(aq) \rightarrow \text{CH}_3\text{COO}^- + \text{H}^+ + 2\text{H}_2\text{O}. \quad (19.7)$$

The curves in Figure 19.3a show the values of $\Delta G^0_r$ from 0°C to 150°C and the values of $\Delta G_r$ for the same reaction under different compositional conditions that characterize high- and low-energy states (the activities of CO$_2$, H$_2$, and CH$_3$COO$^-$ and pH are taken to be $10^{-3}$, $10^{-8}$, and $10^{-4}$ and 5 for the low-energy case and $10^{-1.3}$, $10^{-3}$, and $10^{-8.5}$ and 9 for the high-energy scenario, respectively). For reference, the diamond shape in Figure 19.3a shows the Gibbs energy of (19.7) under conditions corresponding to the biological standard state, $\Delta G^0_r$, which is more exergonic than even the high-energy scenario, so perhaps it is not very relevant to natural systems. Although the values of $\Delta G^0_r$, the traditional chemical standard-state Gibbs energy, fall between those of the high- and low-energy scenarios, they are much closer to the high-energy state. Notably, $\Delta G_r$ for the low-energy case is endergonic throughout the temperature range considered here. Therefore, if one were to use standard-state values of Gibbs energies to quantify how much energy acetogens are gaining by catalyzing (19.7) – at any temperature – when the chemical composition of the system was that specified for the low-energy case, then the direction of the reaction would be wrong: fermentation of acetate (the reverse of (19.7)) would be predicted rather than acetogenesis. Most natural environments could be described by compositions between the high- and low-energy scenarios described here and therefore have values of $\Delta G_r$ between the two lines representing them.

The quantitative impact of different pressures on (19.7) is shown in Figure 19.3b. Here, each curve represents $\Delta G_r$ of this reaction for activities of CO$_2$, H$_2$, and CH$_3$COO$^-$ and pH equal to $10^{-1.7}$, $10^{-3}$, and $10^{-6}$ and 7, respectively, at saturation pressure ($P_{\text{SAT}}$ – just enough pressure to keep water liquid), 250 bars, and 2500 bars. It is clear that values of
ΔGr do not differ much between PSAT and 250 bars, and that the difference between PSAT and 2500 bars is just over 2 kJ (mol e⁻⁻¹). This is a general feature of the quantitative impact of pressure on the Gibbs energies of catabolic reactions. It should be noted that this only takes into account pressure differences on ΔGr⁰ for (19.7) and that pressure can have large effects on the solubility of gases such as CO₂ and H₂, which can lead to higher activities of these compounds at the high pressures often found in the subsurface. These pressure effects on activities would be represented in the Qr term.

Figure 19.3 Gibbs energies of hydrogenotrophic acetogenesis, 2CO₂\(_{(aq)}\) + 4H₂\(_{(aq)}\) → CH₃COO⁻ + H⁺ + 2H₂O, as a function of (a) temperature for the biological and traditional chemical standard states as well as low- and high-energy scenarios, (b) temperature and pressure, and (c) pH and activity of hydrogen, aH₂.
For many microbial processes, the most important variable effecting values of $\Delta G_r$ is the $Q_r$ term, or, in other words, the composition of the system. This can clearly be seen in Figure 19.3c, where $\Delta G_r$ for (19.7) is shown as a function of pH and $H_2$ activity, while temperature, pressure, and the activities of the other constituents of (19.7) are held constant (25°C, 1 bar, activities of $CO_2$ and $CH_3COO^-$ are $10^{-1.7}$ and $10^{-6}$; for variable pH, $a_{H_2}$ = $10^{-6}$ and for variable $a_{H_2}$, pH = 7). For reference, $\Delta G_r^0$ for this reaction is shown at 25°C and 1 bar and is a flat line at $-17$ kJ (mol e$^{-1}$). Note that both ranges of $a_{H_2}$ and pH result in much less exergonic values of $\Delta G_r$ than would be calculated by using standard-state values. What is apparent from the stoichiometry of (19.7) and Figure 19.3c is that for every order of magnitude change in $a_{H_2}$, there is a much larger change in $\Delta G_r$ than for each integer change in pH. In fact, the acetogenesis pathway represented by (19.7) is no longer thermodynamically favored at pH 7 once $a_{H_2}$ falls below about $10^{-8.5}$. As a sidenote, the steep dependence of $\Delta G_r$ on pH shown in Figure 19.3c is typically even more exaggerated in reactions describing the oxidation and reduction of iron, with added variability depending on which iron minerals are involved in the reaction (see 98).

19.5 Surveying Gibbs Energies in Natural Systems

Because microorganisms have evolved the ability to catalyze a wide variety of redox reactions to gain energy under a broad set of physiochemical conditions, there are usually multiple catabolic strategies capable of sustaining a given ecosystem, particularly in subsurface environments that light does not reach. As a result, many of the studies that have quantified the Gibbs energies or chemical affinities (see Box 19.1) of plausible energy-sustaining reactions in subsurface settings have examined a large set of potential catabolic reactions: the thermodynamic potentials of hundreds of chemical reactions have been reported for submarine hydrothermal systems (99–109), shallow-sea hydrothermal systems (110–117), terrestrial hydrothermal systems (118–124), marine sediments (125–132), the terrestrial subsurface (133–135), serpentinizing systems (136), specific-element systems such as arsenic (137), the ocean basement (138–141), and even extraterrestrial settings (142–145). The majority of these studies focus on chemolithotrophic catabolic strategies because concentrations of specific organic compounds are not commonly reported (for exceptions, see 112, 146–148). In fact, the pairs of electron donors and acceptors that are considered are typically those whose concentrations have been measured, which tends not only to narrow the list of metabolisms considered, but also to establish a somewhat consistent set of metabolic redox pairs that are evaluated for their catabolic potential.

The Gibbs energies reported in the studies mentioned above range from endergonic ($\Delta G_r > 0$) to nearly $-160$ kJ (mol e$^{-1}$). The amount of energy available from a given reaction varies considerably between study sites and even within them. For example, Shock et al. (120) calculated values of $\Delta G_r$ for ~300 reactions using temperature, pressure, and compositional data from dozens of hot springs in Yellowstone National Park, USA. Their results showed that the Gibbs energies for nearly 15% of the reactions that they
considered could be exergonic or endergonic, mostly depending on the composition of the individual hot spring fluids. In a similar study, Lu (149) examined the thermodynamic potential of 740 potential catabolic reactions along a two-dimensional transect in sediments next to a shallow-sea hydrothermal vent and found that 559 are exergonic in at least one location.

Although the large number of reactions considered in these and related studies can seem overwhelming, there are a handful of salient points that can be distilled from them beyond the obvious one that many different metabolisms are possible in any given ecosystem. One observation is that the thermodynamic favorability of reactions involving common powerful oxidants such as O$_2$ and NO$_3^-$ are not necessarily the most exergonic reactions in some environments: the oxidation of Mn$^{2+}$ by O$_2$, for instance, can easily be endergonic, while the oxidation of CO by NO$_2^-$ (to CO$_2$ and N$_2$) can yield more energy than any reaction involving O$_2$ (149). Composition tends to have a much bigger impact on the energetics of metabolic reactions than either temperature or pressure. The pH of a fluid is responsible for large differences in the values of $\Delta G_r$ for the same reaction, especially for those involving iron (120, 127, 135). The wide range of Gibbs energies available from a given electron acceptor shows that the identity of it is not sufficient to predict the order of electron acceptors used by microorganisms (150), a well-known hypothesis in marine science that asserts that organisms in sediments use terminal electron acceptors in the order of their energetic potential (151–153) – an idea that is ultimately based on standard-state Gibbs energies of reaction and restricted to the oxidation of fermentation products. Finally, it is worth pointing out that quantifying the potential energetic landscape in difficult-to-access subsurface environments can be used to predict where novel catabolic reactions could be happening. This is similar to how both the anaerobic oxidation of methane by sulfate and anaerobic ammonium oxidation were predicted based on the thermodynamic calculations demonstrating the Gibbs energies of these reactions (154, 155).

As noted above, Gibbs energy calculations aimed at revealing metabolic potential and involving organic carbon are relatively rare, or are restricted to a small number of compounds such as acetate and other volatile organic acids (e.g. 112, 123, 125, 130, 135, 147, 148). This is certainly an improvement over the common treatment of representing organic carbon as “CH$_2$O” and thus having a fixed energetic potential that is typically tied to the Gibbs energy of glucose. This is a convenient way of not dealing with the complexity of naturally occurring organic matter – a vast mixture of compounds that vary in their size, charge, oxidation state, structure, and composition. As an extreme example, it is worth noting that Kevlar (polyparaphenylene terephthalamide) and ethanol are both forms of organic matter, yet their properties are wildly divergent.

Although identifying organic compounds in the subsurface is difficult, characterization techniques are improving (156–159), and the thermodynamic properties of thousands of organic compounds have been reported in the literature (see 50 for a review, and, for more recent studies, see 90, 146, 160). Even if organic compounds cannot be identified, if the average NOSC in them can be, then the standard-state Gibbs energy of oxidation can be estimated (50); the range of $\Delta G_r^0$ for the half-oxidation reactions for organic compounds
varies by at least 23 kJ (mol e\(^{-1}\)) (50). The reactivity of organic carbon in the subsurface would certainly be better understood if the thermodynamic properties of more organic compounds were known.

### 19.6 Energy Density

Although a thermodynamic calculation can be useful for determining whether a certain reaction is favored to occur under particular environmental conditions, it does not reveal any information about whether the reaction occurs or at what rates, and therefore how many organisms could be supported by it. Ideally, concentration gradients, rate measurements, and/or modeling tools should be used in conjunction with Gibbs energy calculations (e.g. 106, 134, 161–167) to quantify which reactions are driving the biogeochemistry of a system. However, even in the absence of kinetic information, Gibbs energies of reaction can be scaled to units that reveal information about ecosystems that would be otherwise obscured.

Many of the studies noted in Section 19.5 report the Gibbs energies or affinities of potential catabolic reactions in units of kJ mol\(^{-1}\) or kJ (mol e\(^{-1}\)). The latter provides a common basis on which to compare the potential of many redox reactions, though this tends to leave out disproportionation and comproportionation reactions. However, both energy-per-mole units can give a very misleading view of what are the most energy-yielding reactions in an environment. Reactions involving oxygen as the oxidant are especially relevant. For example, \(\Delta G_r\) for the oxidation of glucose to CO\(_2\) by O\(_2\) is \(\Delta G_r = -117\) kJ (mol e\(^{-1}\)) (for \(\log a_{O_2} = -4\), \(\log a_{CO_2} = -1.7\), \(\log a_{glucose} = -4\), and \(\log a_{H_2O} = 0\) at 25°C and 1 bar). Keeping the activities of everything else constant and lowering the activity of O\(_2\) by ten orders of magnitude (\(\log a_{O_2} = -14\)) results in \(\Delta G_r = -103\) kJ (mol e\(^{-1}\)), only a 12% change (\(\log a_{O_2}\) would have to be lowered to \(-86.4\) to make this reaction endergonic; for reference, this would be equivalent to about 1000 molecules of O\(_2\) in a volume of water equivalent to the volume of the Milky Way). Even if a concentration of O\(_2\) corresponding to \(\log a_{O_2} = -14\) could be measured, any environment characterized with this amount of oxygen would be considered anoxic. Yet, a straightforward thermodynamic calculation shows that it is very exergonic, implying that it should be a likely metabolic activity in the environment. If one presents the results of the same calculations in terms of energy densities (e.g. 103, 127), then about 0.01 kJ (kg H\(_2\)O\(^{-1}\)) would be available in the high-O\(_2\) case and \(10^{-12}\) J (kg H\(_2\)O\(^{-1}\)) in the latter, if all of the O\(_2\) could be used instantaneously (typically, energy densities are calculated by multiplying the concentration of the limiting reactant in a reaction by its Gibbs energy, taking into account the stoichiometry of the reactants).

On the low end of the energy spectrum, \(\Delta G_r\) of glucose oxidation by sulfate, for example, is \(-21\) kJ (mol e\(^{-1}\)) (for \(\log a_{HS^-} = -5\), pH = 8, \(\log a_{CO_2} = -1.7\), \(\log a_{glucose} = -4\), \(\log a_{H_2O} = 0\), and \(\log a_{SO_4^{2-}} = -1.7\) at 25°C and 1 bar), which is about one-fifth of \(\Delta G_r\) for the analogous reaction with O\(_2\) as the oxidant – when the activity of O\(_2\)
is \(10^{-14}\). The energy density of the sulfate reaction is nearly 0.6 kJ (kg H\(_2\)O\(^{-1}\)), more than even the high-O\(_2\) activity calculations. Interpreting these results is not straightforward: on a molar or per-electron basis, O\(_2\) yields far more energy than sulfate, no matter what the activity of O\(_2\) is, but the energy density of sulfate plus glucose is greater than that of the analogous high-O\(_2\) scenario. One would not expect sulfate reduction to be a prominent glucose oxidation pathway when oxygen is abundant, but it certainly makes sense that sulfate reduction is a more dominant glucose oxidation pathway when oxygen concentrations are below what is currently measurable. Clearly, some combination of common sense and other data will be useful for interpreting the meaning of thermodynamic calculations of catabolic potential, regardless of what units are used.

The units that have been reported for the Gibbs energy calculations summarized above tend to correlate with the environmental system being examined. For example, values of \(\Delta G_r\) in deep-sea hydrothermal systems tend to be reported in units of J (kg H\(_2\)O\(^{-1}\)) because these calculations are based on the \textit{in silico} mixing of different masses of fluids that drastically differ in temperature and composition. With different ratios of hydrothermal fluid to seawater and highly variable concentrations of electron donors and acceptors in hydrothermal fluid, the Gibbs energies available for a given reaction from mixing fluids can vary by many orders of magnitude in these units. Typically, the most exergonic reactions for a particular ratio of hydrothermal fluid to seawater are the ones that are reported in these studies: H\(_2\)S, CH\(_4\), H\(_2\), and Fe\(^{2+}\) oxidation can provide more than 1000 J/kg H\(_2\)O (99), and H\(_2\) oxidation can provide up to 3700 J/kg H\(_2\)O when hydrothermal fluids from ultramafic systems mix with seawater (100). However, under unfavorable mixing ratios, the amount of energy available from some potential catabolic reactions, such as Fe\(^{2+}\) and H\(_2\)S oxidation, can be four to eight orders of magnitude lower than the most optimal conditions (104).

The practice of reporting both molal Gibbs energies of potential catabolic reactions and energy densities for some systems (e.g. shallow-sea hydrothermal, marine sediment, and terrestrial systems) is growing (e.g. 110, 126, 127, 133, 149). These studies all show very different results when Gibbs energies are reported in both molal and density units. For instance, LaRowe and Amend (127) compared the Gibbs energies of 18 reactions in three marine sedimentary environments characterized by different physiochemical conditions, varying mostly in composition. They showed that when values of \(\Delta G_r\) were normalized by the concentration of the limiting reactant (i.e. Gibbs energies were presented as energy densities), the order of the most energy-rich reactions changed considerably and the energy available from different reactions varied by about six orders of magnitude per cm\(^3\) of sediment. Furthermore, they showed that trends in cell abundance as a function of depth do not follow the most exergonic reaction – per mole of substrate – but by those with the highest energy densities.

A global overview of Gibbs energy densities of chemolithotrophic metabolisms in terrestrial hot springs, shallow-sea hydrothermal systems (<200 m water depth), and deep-sea hydrothermal systems is shown in Figure 19.4. The Gibbs energies of potential catabolic reactions consisting of different combinations of 19 electron acceptors and...
14 electron donors were evaluated for 326 data sets describing the geochemistry of 30 distinct systems. Of the 740 reactions considered, 571 are exergonic at one or more sites. The reactions are ordered from the most exergonic to the least based on the Gibbs energies per electron transferred. Because the compositions of deep-sea hydrothermal systems are often reported as those of calculated end-member hydrothermal fluids, which are typically too hot for life, the results shown in (c) were generated by computing the energy densities of this end-member hydrothermal fluid mixed with enough seawater such that the resulting fluid was 72°C. See (149) for details.

Reproduced with permission of Guang-Sin Lu, PhD thesis (2018), University of Southern California, figure 5.4.

Figure 19.4 Global overview of Gibbs energy densities of chemolithotrophic metabolisms in (a) terrestrial hot springs, (b) shallow-sea hydrothermal systems (<200 m water depth), and (c) deep-sea hydrothermal systems. The Gibbs energies of potential catabolic reactions consisting of different combination of 19 electron acceptors and 14 electron donors were evaluated for 326 data sets describing the geochemistry of 30 distinct systems. The horizontal bars represent the ranges of energy densities for a given reaction and the dots refer to the average energy density of that reaction. Of the 740 reactions considered, 571 are exergonic at one or more sites. The reactions are ordered from the most exergonic to the least based on the Gibbs energies per electron transferred (not shown). Because the compositions of deep-sea hydrothermal systems are often reported as those of calculated end-member hydrothermal fluids, which are typically too hot for life, the results shown in (c) were generated by computing the energy densities of this end-member hydrothermal fluid mixed with enough seawater such that the resulting fluid was 72°C. See (149) for details.

Reproduced with permission of Guang-Sin Lu, PhD thesis (2018), University of Southern California, figure 5.4.
panels in Figure 19.4 (see 149 for details). It can be seen that for many of these reactions, the amount of energy available from a particular combination of electron donors and acceptors varies by many orders of magnitude, reflecting the compositional diversity of global hydrothermal systems. Furthermore, these energy densities span nearly 12 orders of magnitude. The reactions in deep-sea systems tend to have higher energy densities and the reactions in shallow-sea systems tend to show broader ranges. Although there is a sigmoidal pattern for ordering the Gibbs energies of these reactions per electron transferred (see 149), there is no such pattern here. This is because when Gibbs energies are presented in energy density units, directly accounting for the concentration of the limiting electron donor or acceptor, the order of which reaction is most energy yielding can change dramatically.

19.7 Time

Time plays a number of roles in determining the energy limits for life. On a fundamental level, active organisms must be able to catalyze redox reactions faster than they are catalyzed abiotically if they are to gain energy from them. This observation has been more colorfully expressed as “things that burst into flame are not good to eat” (168). Iron oxidation is one such potential metabolism. Although the oxidation of Fe\(^{2+}\) with O\(_2\) is a very exergonic reaction under most environmental conditions, the abiotic rate of this process is so fast under certain combinations of pH and temperature that organisms cannot take advantage of the disequilibria. This has been shown to be the case in samples taken from lakes and springs in Switzerland (no biological catalysis for pH > 7.4) and hot springs in Yellowstone National Park (no biological catalysis for pH > 4.0, at elevated temperatures) (169). Similarly, sulfide oxidation can proceed so quickly in hyperthermophilic settings that isolates capable of catalyzing this reaction, such as *Thermocrinis ruber*, cannot gain energy from it (170).

Microorganisms that are not competing with the abiotic catalysis of potential catabolic reactions still must use energy to combat the slow, abiotic decay of biomolecules such as the depurination of nucleic acids and the racemization of amino acids (18, 20), reactions that accelerate as temperature increases (64, 171). These most basic functions are part of what is known as basal maintenance functions, the absolute minimum flux of energy required to keep a cell viable. Because the rates of biomolecular repair likely approach that at which they are needed, it is difficult to determine the lowest amount of power on which a microorganism can survive. However, marine sediments, with their potential to record environmental data over geologic timescales, can serve as natural laboratories to constrain the basal power limits for life. Geochemical data, cell counts, and modeling efforts have been combined to estimate that microorganisms living in sediments under the South Pacific Gyre are metabolizing organic carbon with oxygen mostly at 50–3350 zW (41). In the same study, the authors hypothesize that an organism could survive on as little at 1 zW.
It is worth clarifying that the lower power limits for life should not be confused with mechanistic arguments that have been made regarding microbial activity and energy minima (see 172). Essentially, it has been proposed that microorganisms require a minimum amount of Gibbs energy from a catabolic reaction (75, 173–175) that is significantly less than $\Delta G < 0$. Models that make use of this essentially stipulate that once the Gibbs energy of a particular catabolic reaction dips beneath a given minimum, microorganisms can no longer catalyze the reaction to gain energy (see 78 for an overview). A lower microbial power limit, on the other hand, is simply a flux of energy large enough to keep the cell viable.

### 19.8 The Cost of Anabolism

As noted above, it is difficult to decipher how microorganisms partition the energy that they get from the environment. However, no matter what state microorganisms are in – growing, maintaining, or some low-level form of dormancy – they must make and/or repair biomolecules to exist for extended periods of time. The identities and quantities of these biomolecules are not well known, nor is the rate at which they must be replaced. What we can determine is the amount of energy associated with the reactions that describe biomolecule synthesis under the temperature, pressure, and compositional conditions prevailing in the deep biosphere. Efforts to do this fall into two groups: (1) those that have sought to determine whether particular organic compounds and biomolecules are thermodynamically favored to be abiotically synthesized under, typically, hydrothermal conditions; and (2) those that quantify the amount of energy required to build the biomolecules that constitute a cell under a variety of environmental conditions (for a review, see 176). Falling into the first group, calculations have shown that the abiotic formation of alkanes, alkenes, alcohols, ketones, aldehydes, carboxylic acids, amino acids, nucleic acid bases, and monosaccharides can be favored to form when particular hydrothermal fluids mix with seawater and kinetic barriers are assumed to prevent carbon transformations to CO$_2$ or CH$_4$ (177–181).

The second group of studies focused on the energetics of organic synthesis and quantified the amount of energy that is required to build most of the biomolecules that constitute a cell in the proportions that exist in a model microorganism, *Escherichia coli* (182). McCollom and Amend (48) calculated the Gibbs energy required to make all of the biomonomers that make a cell, starting from inorganic precursor molecules (HCO$_3^-$ (NH$_4^+$ and NO$_3^-$), HPO$_4^{2–}$ (H$_2$S and SO$_4^{2–}$)) under microoxic and anoxic oxidation states. The cost of making biomonomers was 13–15 times higher in the microoxic environment than the anoxic one, depending on the sources of N and S. In an extension of this study, LaRowe and Amend (49) assessed the amount of energy associated with making the same set of biomolecules, but also quantified the role of pressure and used a wider range of redox conditions, temperatures, sources of C, N, and S, and cell sizes. Taken together, environmental variables – and the range of cell sizes – lead to an approximately four orders of magnitude difference between the number of microbial cells that can be made from a Joule
of Gibbs energy under the most \( (5 \times 10^{11} \text{ cells} \ J^{-1}) \) and least \( (5 \times 10^{7} \text{ cells} \ J^{-1}) \) ideal conditions.

Finally, a few authors have published calculations in which they have quantified the amount of energy that it takes to synthesize microbial biomass due to the disequilibria resulting from mixing seawater with hydrothermal fluids of variable composition. Amend and McCollom (183) focused on the early Earth, while Amend et al. (99) analyzed how hydrothermal fluids whose compositions were influenced by different water–rock interactions impacted the energetics of biomass synthesis. They showed that the most energetically favorable temperatures were between 22°C and 32°C in general, and that hydrothermal fluids that interacted with peridotite and troctolite–basalt hybrid rock systems created the most favorable energetic conditions for producing biomass, yielding up to 900 J per g dry cell mass.

### 19.9 Concluding Remarks

What combination of natural variables defines the limits to life? The discovery of abundant life in the subsurface has expanded this search to: How deep life can exist? How long can it maintain itself under nearly isolated conditions? And what is the minimum power that it can get by on? One way to address these questions is to determine where and when microorganisms no longer get energy as fast as they need it. In the deep subsurface, this threshold will likely be defined by the power required to repair biomolecules. Essential biomolecules such as nucleotides, amino acids, saccharides, and lipids all undergo abiotic decay through a variety of reactions, including racemization, methylation, deamination, isomerization, radiation exposure, and hydrolysis, while biomacromolecules like DNA, RNA, and proteins can become cross-linked and/or unfolded. The rates of all of these processes depend on the environmental context, particularly temperature. Repairing biomolecules requires energy, and the acquisition of energy requires the maintenance of membrane potentials and the ability to transport nutrients and energy substrates across membranes. Although the energetics and rates of amino acid racemization and DNA depurination have received a fair amount of attention (18), it is not known how all of these degradative processes are influenced by the various combinations of physiochemical and temporal extremes that often define subsurface settings. Identifying the biotic fringe in the subsurface will require quantification of how temperature, pressure, and chemical composition impact the rates of biomolecular decay and how much power is available to rectify this decomposition.

Although we do not always have the information needed to evaluate the amount of catabolic power that is used deep below the surface, we often have the requisite information to quantify the Gibbs energy that is available for microbial energy demands as well as the cost of making biomolecules \textit{in situ}. In this chapter, we have reviewed how temperature, pressure, and composition affect the Gibbs energies of chemical reactions associated with staying alive in the deep biosphere and how to accurately quantify it. We have belabored the
point that the traditional chemical standard state refers to the composition of a system and not temperature and pressure (except for gases), and that the chemical composition of an environment is typically much more significant for calculating the Gibbs energy of a catabolic or anabolic reaction than temperature and pressure. The examples provided illustrate that there is no cheap shortcut to quantifying how much energy is associated with a given chemical reaction under specified physiochemical conditions and that care must be taken to interpret the results of these calculations: Gibbs energies are potentials that can be used to quantify the direction of natural processes and are therefore useful for constraining what life is possible of doing in the subsurface or in any environment.
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Questions for the Classroom

1. Why does the usage of Gibbs energies and other thermodynamic properties require standard states?
2. What are the limitations of the biochemical standard state?
3. What are the factors influencing the amount of energy an organism gains by catalyzing redox reactions?
4. What is the advantage of using chemical affinities rather than overall Gibbs energies of reactions to quantify the tendency of a chemical reaction to proceed?
5. What is the utility of reporting the results of Gibbs energy calculations in density rather than molar units? What are the shortcomings?
6. How does the redox state of an environment influence the amount of energy that is required to make biomass?
7. Why does one need to know the identities and concentrations of products in a catabolic reaction to quantify the amount of energy an organism gains from it?
8. Use the CHNOSZ software package (chnosz.net) to calculate how different fugacities (partial pressures) of CO₂ impact the Gibbs energies of acetoclastic and hydrogenotrophic methanogenesis. Hint – see the vignette on chemical affinity on the CHNOSZ website.
9. Calculate how different fugacities of H₂ impact the Gibbs energies of hydrogenotrophic methanogenesis.
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Deep Carbon through Deep Time

Data-Driven Insights


20.1 Introduction: Data and the Deep Carbon Observatory

For most of the history of science, data-driven discovery has been difficult and time-consuming: a lifetime of meticulous data collection and thoughtful synthesis was required to recognize previously hidden, higher-dimensional trends in multivariate data. Recognition of processes such as biological evolution by natural selection (1,2), continental evolution by plate tectonics (3,4), atmospheric and ocean oxygenation by photosynthesis (5,6), and climate change (7,8) required decades of integrated data synthesis preceding the discovery and acceptance of critical Earth phenomena. However, we stand at the precipice of a unique opportunity: to dramatically accelerate scientific discovery by coupling hard-won data resources with advanced analytical and visualization techniques (9,10). Today, Earth and life sciences are generating a multitude of data resources in numerous subdisciplines. Integration and synthesis of these diverse data resources will lead to an abductive, data-driven approach to investigating Earth’s mineralogical and geochemical history, as well as the coevolution of the geosphere and biosphere (11–13).

In this chapter, we examine applications of data science in deep carbon research through three “use cases.” The first example focuses on geochemical and mineralogical anomalies from a period in Earth history (~1.3 to 0.9 Ga) when the supercontinent Rodinia was being assembled from previously scattered continental blocks. The second case study examines the diversity and distribution of minerals, notably carbon-bearing minerals, through deep time from the contexts of mineral evolution, mineral ecology, and mineral network analysis. The third and most speculative use case considers ways to analyze and visualize data that relate microbial protein expression to growth environments – complex interconnections that may shed light on Earth’s coevolving microbial ecosystems and near-surface geochemical environments. In each example, discoveries related to Earth’s deep-time evolution have resulted from the analysis and visualization of large data resources fostered by the Deep Carbon Observatory (DCO).
20.2 Use Case #1: Global Signatures of Supercontinent Assembly

Large and growing geochemical and mineralogical data resources facilitate global surveys of trends in crustal evolution through deep time. Over the past 3 billion years, Earth has undergone five periods of supercontinent assembly, during which most continents converged and concentrated into one more or less contiguous landmass. Each of these assembly episodes was followed by intervals of supercontinent stability, rifting, and dispersal (14–16).

In spite of some shared geochemical, mineralogical, and tectonic characteristics, each of these five supercontinent episodes is distinct in detail. The Mesoproterozoic Rodinian supercontinent, in particular, displays several unique mineralogical and geochemical characteristics that point to a unique outcome of collisional events between ~1.3 and 0.9 billion years ago (16–22). Rodinia represents an important transitional period for Earth’s carbon cycle in terms of both geochemical and biological evolution. In this section, we examine rapidly growing data resources in mineralogy and geochemistry that shed light on the unique character of this interval of Earth’s history.

20.2.1 Mineralogical Evidence

Evidence for five cycles of supercontinent assembly, stability, and dispersal are strikingly preserved in the age distributions of high-temperature minerals (including many igneous, metamorphic, and hydrothermal species), which may be preferentially formed and/or preserved during continental suturing. The most notable mineralogical proxy is detrital zircon grains (23–29). As with other supercontinents (Figure 20.1a), the assembly of Rodinia saw a significant peak in the production and/or detrital preservation of zircon, with a global maximum at ~1.1 to 1.0 Ga (23,29).

Important mineralogical insights into supercontinent cycles are provided by minerals other than zircon (Figure 20.1) (16,30,31), and these mineral species can be explored through deep time thanks to the creation and rapid expansion of the Mineral Evolution Database (MED; rruff.info/evolution), an important contribution of DCO mineralogists. The MED incorporates more than 195,000 mineral/locality/age data, mostly for minerals from well-constrained magmatic, metamorphic, or hydrothermal events (data as of June 10, 2019). Liu et al. (16,22) employed the MED to explore and document age distributions of minerals and found that minerals containing niobium and yttrium (Figure 20.1b and c) exhibit similar trends to those of zircon; these minerals display maxima slightly later than zircon, at ~1.1 to 0.95 Ga. By contrast, minerals of most other elements, including Ni, Co, Au, S, Hg, Li, and C (Figure 20.1d to j), record significant pulses of mineralization during the assembly of Kenorland, Nuna, Gondwana (Pannotia), and Pangaea, but notably indicate decreased mineralization during Rodinian assembly (30–35). From these observations, we conclude that the currently expressed patterns of mineralization associated with the Rodinian assembly are unique relative to those of the other aforementioned supercontinents.
Figure 20.1 Mineral frequency of occurrence through deep time for: (a) detrital zircon (data from 29), (b) minerals with essential niobium, (c) yttrium, (d) nickel, (e) cobalt, (f) gold, (g) sulfur, (h) mercury, (i) lithium, and (j) carbon (data from earthchem.org). Bar graphs display 50-million-year bins. Vertical bars indicate periods of supercontinent assembly.
20.2.2 Trace Element Distributions

Temporal changes in the global averages of trace elements in igneous rocks complement and amplify mineral evolution data. Liu et al. (16,22) compiled trace element data for globally distributed igneous rocks from the EarthChem database (earthchem.org) and the United States Geological Survey (USGS) Mineral Resources Online Spatial database (mrdata.usgs.gov). They compiled age/concentration data for 129,161 samples with reported Zr analyses, 105,045 with Nb analyses, 121,373 with Y analyses, 77,835 with Co analyses, and 82,611 with Ni analyses from igneous rocks, all of which are associated with SiO₂ content (wt.%) and modern geographic coordinates (Figure 20.2).

The period of Rodinian assembly from 1.3 to 0.9 Ga saw significantly greater niobium, yttrium, and zirconium concentrations in igneous rocks than at any other time during the last 3 billion years (Figure 20.2). Furthermore, these trace element maxima apply to both mafic and felsic igneous rocks. By contrast, Liu et al.’s (16,22) survey found that average nickel and cobalt concentrations in igneous rocks display no significant enrichments or depletions during this interval (Figure 20.2).

20.2.3 Why Is Rodinian Assembly Unique?

Rodinia has long been recognized as distinct from other supercontinents. In addition to the mineralogical and geochemical anomalies noted above (Figure 20.1), the time from 1.3 to 0.9 Ga is marked by enhanced anorogenic magmatism, as well as a relative minimum extent of continental margins and collisional belts (21,36–40). Liu et al.’s (16,22) observation of significant maxima in the Nb, Y, and Zr composition of Rodinian igneous rocks (Figure 20.2) amplifies evidence that Rodinian assembly was unique, while pointing to possible reasons for these differences.

The enrichments of Nb, Y, and Zr, coupled with the greater relative abundances of minerals of these three elements, point to a distinctive tectonic setting for Rodinia. Rodinian assembly was dominated by “non-arc” magmatism, in contrast to other intervals of supercontinent assembly when collision-related mineralization and island arc magmatism were of greater relative significance (41–46). In particular, these tectonic conditions at 1.3 to 0.9 Ga led to enhanced production of NYF-type (i.e. Nb-, Y-, and F-enriched) pegmatites, with associated increases in the occurrence and diversity of Nb-, Y-, and Zr-bearing minerals (46–49). This mineralization may have been associated with a warmer mantle and/or a thickened continental crust during Rodinian assembly (50,51) – characteristics that may reduce scavenging of high-field-strength elements by interaction with the depleted mantle during arc magmatism (52,53).

The relative enrichment of Nb, Y, and Zr contrasts with the behavior of many other elements during the period of Rodinian assembly. The minerals of most elements are notably lacking during the 1.3 to 0.9 Ga interval, as manifest in the relatively few ore deposits associated with the time of Rodinian assembly (30,31,36,38). However, the trace element concentrations of Co, Ni, and many other elements in igneous rocks do not show
Figure 20.2 Trace element concentrations of Zr, Nb, Y, Ni, and Co in global igneous rocks through the last 3.0 Ga. Maximum values for Zr, Nb, and Y occur during and immediately before Rodinian assembly, in contrast to Ni and Co. Gray-filled circles are data resampled from earthchem.org with bootstrap resampling. Moving averages and medians of samples within ±100 Ma bin sizes are calculated for each 100 Ma. Red solid lines are averages; red dashed lines are 95% confidence intervals of the moving average; blue solid lines are medians; blue dashed lines indicate the lower (25%) and upper (75%) quantiles (after 16).
corresponding depletions compared to other supercontinent episodes (Figure 20.2) (16).

Given this consistency in metal concentrations, reduced Rodinian ore deposition seems unlikely. Rather, the lack of Mesoproterozoic ore deposits may be a consequence of enhanced erosion of near-surface deposits that formed preferentially near active margins. This style of erosion was perhaps more characteristic of Rodinia than other supercontinents for two reasons. First, pre-collisional erosion of Rodinia may have been more aggressive than with other supercontinents, because the accretion of Rodinia is thought to have been both prolonged and “extrovert,” with assembly by two-sided subduction (54–56). Such a tectonic context would have caused the loss of most volcanic-hosted massive sulfide deposits, which require rapid accretion of continental margins for preservation (38). Furthermore, the major orogens associated with Rodinian assembly experienced cycles of collisional distension that must have led to enhanced deep erosion. These processes are reflected in the high regional metamorphic grade of many surviving rocks associated with two major Rodinian sutures: the Grenville and Sveconorwegian orogens (20,57–60). Thus, for example, the absence of Rodinian-age gold deposits likely reflects removal of the shallower loci of mineralization, whereas the enhanced production of Grenvillian fluvial sediments led to the abundance of detrital zircon crystals of that age (61–63) Consequently, the observed distribution and diversity of minerals during the period of Rodinian assembly reflects a unique combination of mineralization events and preservational biases.

### 20.2.4 Implications for the Carbon Cycle

Tectonic events such as supercontinent assembly and dispersal have direct effects on carbon cycling at Earth’s surface (64–66; Chapter 11, this volume). How might the distinct aggregation and breakup of Rodinia have influenced the carbon cycle and, related to this, redox conditions and life?

In principle, uplift and erosion associated with supercontinent assembly might have affected both atmospheric pCO$_2$ and nutrient fluxes into the oceans. Denudation rates of modern active margins (e.g. New Zealand, Taiwan) were reported to be highest on continents/islands – orders of magnitude higher than mountain belts (e.g. Alps, Himalaya) and shields away from the coast (67). The Rodinian supercontinent was proposed to be formed via closure of Pacific-type oceans (62,68), with abundant active but rare passive continental margins (38). On geologic timescales, continental erosion/weathering is the major sink for atmospheric CO$_2$ (69), and the high erosion/weathering rate of Rodinian active margins could have sequestered CO$_2$ more rapidly, paving the way for Neoproterozoic global glaciations (36). The fact that global ice ages postdate Rodinian assembly by more than 200 million years indicates that while Rodinian CO$_2$ drawdown might have contributed to later Proterozoic climate change, other factors must be considered as well.

Enhanced weathering and erosion had the potential to increase P fluxes into the oceans, thus promoting primary production. For example, the later Mesozoic and
Cenozoic uplift of major mountain belts appears to have impacted primary production, driving ecosystem-wide biological changes in the oceans (70). In addition, enhanced formation of rapidly subsiding sedimentary basins during the Rodinian breakup might have increased rates of organic carbon burial, thereby contributing to Neoproterozoic oxygenation (71).

We have several geochemical tools for exploring secular variations in carbon cycling, most notably the carbon isotopic record of carbonate and organic carbon (72). In addition, a variety of proxies permit inferences about changing redox conditions in the oceans and atmosphere (73), and fossils record the course of early evolution (74,75). Interestingly, supercontinental events correlate only weakly with the carbon isotopic, paleo-redox, and fossil records. Rodinian assembly correlates with a moderate increase in the secular variation of carbon isotopes, following a long interval of near-invariant values (76), whereas a much larger amplitude of C-isotopic variations is associated with the Rodinian breakup and its aftermath (77). Proxies for redox conditions show little change in association with either Rodinian assembly or breakup, perhaps because limited P availability (78) muted Earth system responses to these tectonic events. Global changes in oxygen levels and biological complexity occur only near the end of the Proterozoic Era, in association with a state change in P availability linked by some to climate rather than directly to tectonics (79).

Thus, at our present state of knowledge, the momentous tectonic events of Rodinian assembly and dispersal seem to have exerted only a limited influence on the surficial carbon cycle, with dispersal correlating more closely with enhanced organic carbon burial, perhaps minor oxygen enrichment, and protistan diversification (75) than with supercontinent assembly.

### 20.3 Use Case #2: Carbon Mineral Evolution, Mineral Ecology, and Mineral Network Analysis

Data-driven exploration is built on open-access data resources and the application of advanced analytical and visualization techniques. Databases, such as that of the RRUFF Project (rruff.info), which includes information on all approved mineral species, and that of mindat.org, which documents species found at more than 300,000 localities with greater than 1,000,000 mineral/locality data, provide opportunities to explore mineral data with new analytical tools. The effects of preservational and/or sampling bias in these data are poorly understood and are the subject of further investigation. The DCO has seized this opportunity by facilitating significant advances in the accumulation, analysis, and visualization of mineral data – notably information housed in the MED related to the more than 400 approved carbon-bearing mineral species (80–82). As such, carbon minerals constitute an important test case for new approaches to mineralogy, while providing unique insights into the evolving roles of carbon through deep time (Figure 20.3).
20.3.1 Carbon Mineral Evolution

Mineral evolution is the study of the changing diversity and distribution of minerals through deep time – the consequence of varied physical, chemical, and, in the case of Earth, biological processes (11,83–85). Hazen et al. (80) surveyed carbon mineral evolution from a qualitative viewpoint, tracing changes in the nature and extent of carbon-bearing minerals through ten stages of Earth’s evolution. From the most primitive Stage 1, characterized by chondrite meteorites, which contain several carbide minerals and allotropes of carbon, to the thriving terrestrial biosphere of Stage 10, with more than 400 approved carbon mineral species, Earth’s 4.567-billion-year history saw significant increases in the diversity and complexity of C-bearing phases. The number of crystalline forms of C-bearing compounds has seen a dramatic rise with the creative contributions of chemists in the “Anthropocene Epoch” – an explosion of new mineral-like forms that some observers have dubbed “Stage 11” of Earth’s mineral evolution (86,87).

The development of the MED (88), which tabulates 17,455 ages for C-bearing mineral/locality data (data as of May 21, 2018), facilitates a more quantitative examination of carbon mineral evolution. A detailed investigation of these minerals, including their paragenetic modes, associated species, geochemical contexts, tectonic settings, and other parameters, is beyond the scope of this chapter. However, an overview of the temporal...
Figure 20.4 Temporal distribution of carbon minerals. (a) The past 4 billion years with 50-million-year bins. (b) Precambrian occurrences (4.0 to 0.5 Ga) with 50-million-year bins. (c) Neoproterozoic
The temporal distribution of carbon minerals reveals significant trends. As with most other groups of minerals, C-bearing species display striking episodicity, with pulses of mineralization as well as time intervals with few recorded carbon minerals. For example, significant maxima in preserved carbonate minerals are recorded at 2.75 to 2.70 Ga and at 2.55 to 2.50 Ga, with each interval having more than 150 points of reported carbon mineral/locality/age data. Those two 50-million-year intervals frame the assembly of Kenorland, the earliest well-documented supercontinent. By contrast, the 200-million-year interval from 2.45 to 2.25 Ga, a period of presumed Kenorland stability and generally low mineralization, has fewer than 20 total reported carbon mineral occurrences. As noted in Section 20.2, such a sharp contrast in numbers of mineral occurrences likely reflects a combination of episodic mineralization and preservational biases.

A similar contrast is observed for Nuna, the next widely recognized supercontinent episode in Earth’s history. Approximately 800 mineral/locality/age data are recorded for the 250-million-year period of presumed Nuna assembly from 1.95 to 1.70 Ga. By contrast, the 250-million-year interval of Nuna breakup from 1.60 to 1.35 Ga is represented by fewer than 250 reports of C-bearing minerals.

Though less dramatic, the assembly of Rodinia is also reflected in the carbon mineral record. Approximately 400 mineral/locality/age data are recorded for the assembly period from 1.1 to 0.9 Ga, as opposed to fewer than 20 data points from the subsequent 100-million-year interval from 0.9 to 0.8 Ga. As suggested in Section 20.2, the relatively modest mineral inventory from Rodinian assembly likely reflects significant erosional loss of near-surface (i.e. more carbonate-rich) deposits compared to Kenorland and Nuna.

Approximately 80% of reported carbon mineral occurrences in the MED are from the Phanerozoic Eon, which spans the last 540 million years when carbonate biomineralization became an important mode of near-surface carbon mineralization. The greater number of data from the Phanerozoic Eon allows a more detailed examination of carbon mineral evolution during the past 500 million years. Figure 20.4c underscores the nonuniform distribution of documented carbon mineralization during the past 600 million years. Of note is that almost 1700 mineral/locality/age data are recorded from the 20-million-year interval from 360 to 340 Ma, a time of the supercontinent Pangaea’s assembly, and thus a plausible time of enhanced mineralization and preservation.
An important concurrent event was the expansion of late Paleozoic ice sheets in Gondwana, a scenario linked to enhanced burial of organic matter associated with the evolution of trees and diversification of seed plants, stem group ferns, and lycopsids. This interval was also notable for the 359 Ma Devonian–Mississippian boundary, which marks the last pulse of elevated extinctions that occurred through much of the Devonian Period. A notable degree of ecological reorganization also occurred in marine environments, including the complete turnover of rugose corals, a once-abundant order of corals that are now extinct, at the family level. It is not obvious how these paleobiological developments might have led to enhanced mineralization, although it is possible that at least some of the observed paleobiological events might reflect responses to tectonic events and their environmental consequences, as recorded by carbon mineral occurrences.

By contrast, the interval from 200 to 180 Ma is represented by fewer than 15 C-bearing mineral/locality/age data points worldwide. This 20-million-year period occurred at the beginning of Pangaea’s breakup and the opening of the modern Atlantic Ocean, a time characterized by tectonic conditions that might be associated with reduced carbon mineralization or deposition and enhanced erosional loss. The beginning of this interval corresponds to the end-Triassic mass extinction associated with massive volcanism, whereas a minor extinction event at 182 Ma is also associated with a large igneous province (89). However, neither of these short intervals of species loss have obvious connections to the mineral record.

Note that the distribution of mineral occurrences during the Precambrian at 50-million-year intervals (Figure 20.4b) is not unlike the peak distributions of the Phanerozoic Eon at 20-million-year intervals (Figure 20.4c). An unresolved question in mineral evolution research is the extent to which the temporal distribution of mineral groups, including C-bearing species, is fractal; in other words, does the same pattern of mineral distribution repeat at finer and finer temporal scales? This question can only be answered by gathering many more mineral/locality/age data with the highest possible time resolution. We are currently limited to the 195,000 mineral/locality/age data compiled in the MED, but there are likely many more data yet to be extracted from the existing literature, as well as many rock and mineral samples that have yet to be analyzed. For instance, rock-forming minerals are particularly underrepresented in the MED simply due to sampling bias.

20.3.2 Carbon Mineral Ecology

Mineral ecology is the study of mineral diversity–distribution relationships of minerals at the global scale—an effort that depends on large and growing data resources on mineral species and their localities on Earth’s crust. Hazen et al. (81) applied a large number of rare events (LNRE) formalism (90–93) to model the distribution of 403 approved mineral species of carbon. Using 82,922 mineral species/locality data tabulated in mindat.org (as of January 1, 2015), they demonstrated that all C-bearing minerals as well as several compositional subsets containing C conform to LNRE distributions.
The LNRE model is particularly useful because it can be used to determine an “accumulation curve” – a formalism that enables estimations of the probability that the next carbon mineral/locality discovery will represent a new species (Figure 20.5).

Figure 20.5a displays the frequency spectrum analysis for 403 C-bearing mineral species based on 82,922 individual mineral-locality data (from mindat.org as of January 2015). We found that 101 minerals – more than 25% of known C-bearing species – have been identified from only one locality worldwide. Another 42 species have been found at exactly two localities. Based on this information, we employed a Generalized Inverse Gauss–Poisson function to model the number of mineral species for minerals found at between 1 and 15 localities (90).

This LNRE model facilitated the prediction of the mineral species accumulation curve (Figure 20.5b). In Figure 20.5b, the upper curve (labeled “All”) plots the expected number of approved C mineral species (y-axis) as additional mineral species/locality data (x-axis) are discovered. The vertical dashed line indicates data recorded as of January 2015 in mindat.org. The model also predicts the varying numbers of mineral species known from exactly one locality (curve 1) or from exactly two localities (curve 2). Note that the model predicts that the number of C-bearing mineral species known from only one locality is now decreasing, whereas the number from two localities is now increasing, though it will eventually decrease. We predict that the number of minerals known from two localities will surpass those known from one locality when the number of species-locality data exceeds ~400,000.

Reproduced from Hazen et al. (81) with permission.
locality (curve “1”) or from exactly two localities (curve “2”). Note that the model predicts that the number of C-bearing mineral species known from only one locality is now decreasing, whereas the number from two localities is now increasing, though it too will eventually decrease. We predict that the number of minerals known from exactly two localities will surpass those from one locality when the number of species-locality data exceeds ~400,000.

Employing this model, Hazen et al. (81) predicted that at least 548 carbon mineral species occur in Earth’s crust today – a result that suggests at least 145 C-bearing minerals exist but have yet to be discovered. Additional hints regarding the nature of these “missing” carbon minerals are gleaned by analyzing compositional subsets of common additional elements in C-bearing minerals, including oxygen, hydrogen, calcium, and sodium. Accordingly, Hazen et al. (81) predicted that 129 missing carbon minerals contain oxygen (primarily carbonates) and 118 species contain hydrogen (mostly hydrous carbonates). In addition, more than 50 of the missing species contain calcium, while more than 60 contain sodium. Additional studies of the distributions of known minerals according to their distinctive sizes, colors, crystal forms, and physical properties (93) suggest that many of the missing carbon minerals may have been overlooked because they are colorless, poorly crystallized, water soluble, and/or occur in minute grains. Similarly, these same factors are likely why nearly 35% of Na minerals have yet to be discovered and, conversely, why fewer than 20% of Cu, Mg, Ni, S, Te, U, and V minerals are still unknown (93). This powerful data-driven approach has allowed the systematic prediction and discovery of large numbers of previously unknown mineral species for the first time.

These newly applied data analytic methods have led to DCO’s Carbon Mineral Challenge (mineralchallenge.net), which enlists professional mineralogists and amateur mineral collectors around the world in the search for new species. More than 30 new carbon minerals – roughly 20% of the predicted total missing inventory – have been reported since January of 2016. Two of those species, abellaite (NaPb2(CO3)2(OH)) and parasite-(La) (CaLa2(CO3)3F2), were predicted as possible new carbon minerals by Hazen et al. (81). Other new carbon species were not predicted. Of note is the organic mineral tinnunculite (C5H4N4O3·2H2O), which crystallizes when the excrement of the kestrel, *Falco tinnunculus*, bakes in the hot gases of a burning coal fire. Though tinnunculite was not anticipated by our analysis, we did predict that several new organic minerals would be included in the list of new finds.

Mineral ecology and data-driven approaches to predicting and discovering new mineral species (as well as valuable mineral resources identified using similar statistical approaches) are in their infancy. In addition to further studies of carbon mineral ecology on Earth, efforts concentrating outward, focusing on other planetary bodies, will be necessary. Some work has begun, including hypothesizing the mineral diversity of Saturn’s moon, Titan (94, 95). Maynard-Caseley et al. (94) propose a rich, diverse population of carbon minerals, specifically organic molecular minerals, on Titan’s frozen surface. The applications of such data-driven methods as cluster analysis, network analysis, and affinity analysis to mineral systems are poised to revolutionize the way we think about the
diversity and distribution of minerals on Earth and other worlds by providing a more complete, multivariate understanding of these systems.

**20.3.3 Carbon Mineral Network Analysis**

Advances in data-driven discovery rely on application of creative analytical and visualization methods to complex multi-dimensional systems. Mineral network analysis (82) is a particularly powerful approach to understanding complex relationships among mineral species, their localities, paragenetic modes, and varied physical and chemical properties.

Figure 20.6a displays a force-directed network graph in which colored circles (nodes) indicate C-bearing mineral species, while lines between circles (edges) denote coexisting pairs of minerals. The sizes of nodes indicate the relative abundances of the minerals, while colors represent major C-bearing mineral groups. In this force-directed graph, each edge has an optimal length like a spring; edges are stretched or compressed to achieve a “lowest energy” state for the entire network. Similarly, Figure 20.6b shows a bipartite network of 403 C-bearing mineral species from approximately 300 mineralized regions on Earth. These graphs are interactive; each node can be clicked and dragged to more closely examine the number and nature of edges (see dtdi.carnegiescience.edu for interactive renderings).

An important characteristic of network visualizations is that they can be analyzed with numerous metrics, each of which quantifies aspects of the local and global distributions of nodes and links (96–98). For example, the carbon network (Figure 20.6a) has density $D = 0.24$ (i.e. 24% of all possible edges are present) – a value that is intermediate between those of copper minerals ($D = 0.12$) and igneous minerals ($D = 0.64$) (82). The network diameter, which measures the maximum degree of separation between any two network nodes, is $d = 4$, while the network affinity is $a = 0.55$.

One of the surprising findings related to networks of minerals is that they may embed information not coded into the network layout. For example, a slight chemical trend is visible in Figure 20.6a, with nearly all of the anhydrous carbonates not containing transition elements, lanthanides, and/or actinides (orange nodes) plotting on the left side of the network and the majority of the organics and hydrous carbonates containing transition elements, lanthanides, and/or actinides (green and purple nodes, respectively) plotting on the right. In Figure 20.6b, a few trends regarding the diversity and distribution of minerals in space and time are evident. First, the “U-shaped” distribution of black locality nodes, with a few very common carbon minerals “inside” and many more rare carbon minerals “outside,” is a visual representation of the LNRE distribution illustrated in Figure 20.5. Second, there is an embedded timeline, with the oldest minerals in the center of the locality “U” radiating outward as the mineral species’ age of first occurrence becomes younger.

Mineral network analysis, a direct outgrowth of interactions among diverse members of the DCO community, is in its infancy. We anticipate that open-access data resources, as well as freely available analytical and visualization software, will lead to a transformation in the ways that we study complex mineral systems on Earth and other worlds.
Figure 20.6 (a) Force-directed, unipartite network graphs of 403 C-bearing mineral species. Nodes represent C-bearing mineral species, while lines between nodes denote coexisting pairs of minerals. Node diameters indicate the relative abundances of the minerals, while colors represent compositional groups (dark blue = hydrous carbonates with transition elements, lanthanides, and/or actinides; light blue = hydrous carbonates without transition elements, lanthanides, and/or actinides; red = anhydrous carbonates with transition elements, lanthanides, and/or actinides; orange = anhydrous carbonates without transition elements, lanthanides, and/or actinides; black = carbon allotropes and carbides; green = organic minerals). (b) Force-directed, bipartite network of 403 C-bearing mineral species and their localities on Earth (see also http://dtdi.carnegiescience.edu/node/4557 for an interactive version). Colored nodes represent carbon mineral species, with node size corresponding to the frequency of occurrence and color corresponding to the age of earliest known occurrence of each mineral species. Black nodes represent regional localities, with diameter corresponding to the relative numbers of distinct C-bearing mineral species found at each locality. The network rendering reveals important information regarding the diversity and distribution of carbon minerals through space and time. In particular, the “U-shaped” distribution of black locality nodes, with a few very common carbon minerals “inside” and many more rare carbon minerals “outside,” is an alternative visual representation of the LNRE distribution illustrated in Figure 20.5.
Microbes in Earth’s crust have played key roles in the carbon cycle throughout space and time (99; Chapters 17 and 18, this volume). In order to better understand “whole-Earth carbon,” we must examine the relationships among: (1) the physical and chemical characteristics of varied microbial environments (Chapters 16 and 19, this volume); (2) the metabolic strategies adopted by microbial consortia in these environments (Chapter 17,
this volume); and (3) the consequent variation of microbial gene molecular function and expression (Chapter 18, this volume). The exploration of the complex interconnections among the physical, chemical, and biological aspects of microbial ecosystems represents an as yet unrealized opportunity for understanding the coevolving geosphere and biosphere.

A fundamental stumbling block in documenting the role of microbes in Earth’s carbon cycle through deep time is the lack of relevant data on the nature and expression of proteins in ancient microbial ecosystems. In spite of the occasional preservation of Precambrian microfossils, scant biomolecular traces survive in ancient rock formations (100–102). Therefore, an understanding of the biochemical evolution of microbes might seem beyond our reach.

A promising strategy to understand aspects of the coevolution of geochemical and biochemical systems is based on the analysis of the large and growing data resources describing microbial ecosystems. Extant microbial communities span a wide range of physical and chemical environmental conditions (e.g. high and low pH, temperature extremes, high salinity and pressure, low consumable resource availability, and low water activity), some of which likely mimic a range of ancient conditions extending back to the dawn of life (103). While extant microorganisms living in these ecosystems are modern organisms that coevolved with our planet and adapted to its changing conditions, they still harbor ancestral metabolic traits. Consequently, today’s microorganisms contain both inherited traits as well as recently acquired ones.

Considering that ancient protein structures and functions are at least to some extent conserved in modern organisms, then modern analogs of presumed ancient environments may resemble life’s earliest enzymatic systems. For instance, extant strict anaerobes that inhabit anoxic, geothermal environments must have inherited the metabolic machinery necessary to conserve energy using redox couples abundant in geothermally influenced environments (e.g. hydrogen and sulfur) and to fix carbon dioxide of magmatic origin (103). These same organisms also must have acquired the ability to cope with reactive oxygen species in order to adapt as atmospheric oxygen levels on Earth increased over the last 700 million years. However, being unable to accurately differentiate new adaptations of older functions from truly new innovations complicates the process of reconstructing the emergence and evolution of metabolisms. The integration of large data sets obtained from the study of extant microorganisms and their protein structures, coupled with detailed environmental, geochemical, and mineralogical information, may allow us to better understand the emergence and evolution of microbial metabolism. In particular, it may provide new insights into how the geosphere and biosphere have coevolved, ultimately resulting in the complex network of metabolic reactions we see today (104,105).

Here, we propose strategies for applying methods of data analysis and visualization in order to answer questions about microbial ecology, protein evolution, and their relationship to carbon mineralization through deep time.
20.4.1 Network Analysis of Protein Structures: Geo–Bio Interactions on Evolutionary Scales

Methods of network analysis are well suited to the exploration of the evolution of and relationship between protein structure and function (106–108). The combination of geo-chemically identifiable timescales with biologically determined timelines permits glimpses into the history of life on Earth. For example, Bromberg and colleagues have employed similarity networks to analyze relationships among the structures of nearly 4700 oxidoreductases from varied microbial and multicellular organisms. Since electron transfer reactions are necessary to fulfill the energy requirements of all life-forms, the ability to carry out redox reactions must have been among the first functions acquired by early life. Understanding the evolution of biological redox machinery can thus shine light on the history of life and on its interactions with Earth’s environment.

Ideally, the evolution of redox abilities could be traced through the analysis of the relevant enzyme sequences. However, the origins of biological redox, which likely correspond to the origins of life, as well as the dramatic environmental changes that have since taken place (e.g. the Great Oxidation Event and the “fold explosion” of protein structures), are ancient. This fact makes the exploration of the mutations in sequence space that led to the current biological “state of the art” nearly impossible (109,110). Protein three-dimensional structures, on the other hand, retain evolutionary evidence for significantly longer stretches of time. Note that the process of the divergent evolution of folded structures implies that existing folds emerged from prior ones. However, functionally similar folds may also arise independently via convergent evolution. Using network analysis, augmented by metrics of sequence similarity in structural alignments, it is possible to trace distant relations between redox proteins to estimate whether they have common ancestors or whether they developed independently.

Bromberg et al. have created a method, sahle (structure-annotated homology, ligand-extended), for evaluating the reliability of structural similarity of transition metal binding sites in proteins, defined as spheres of 15-Å radius from the active metal-containing site (111). A sahle score, ranged 0–100, gives weight to an edge between two spheres/nodes in the resulting network (Figure 20.7). The color of the nodes indicates the primary metal at the active site of a given sphere in a protein. Interestingly, network connectivity illustrates that the biological use of metals may be traceable through evolutionary time; in other words, the earliest proteins preferentially incorporated Fe, with later proteins using Mn and then Cu –the same sequence seen in the network graph – although metal information was not explicitly encoded in the network topology. This network reinforces previous findings from geochemistry (112) and biochemistry (104,105) that suggest that Fe proteins are ancient, whereas Cu-bearing proteins evolved later, possibly related to the presence and bioavailability of Fe and Cu in Earth’s oceans through deep time (113).

An important finding of these and other network applications is that graphs of evolving systems (i.e. fossil taxa or mineral species) inevitably embed a time axis (Figure 20.8). This discovery points to possible data-driven approaches to gaining insights into the evolution of life.
of specific protein groups. For example, clustering of spheres in the network provides a means for reducing experimental bias in favor of generating a more naturally representative set of nodes and edges, which can be further used to build evolutionary trees of redox reactions on global timescales. These approaches can also inform synthetic biology, directing possible experimental mutagenesis efforts for designing and evaluating evolutionary intermediates that no longer exist in nature.

Figure 20.7 (a) Similarity network diagram of relationships among protein structures. The 4686 circular nodes represent oxidoreductases for which the three-dimensional structure is known. The linking and therefore distribution of nodes relates to similarities in protein fold structure in a 15-Å radius from the active metal-containing site. Nodes are colored according to the principal metal cation at the active site. Network connectivity illustrates that functional similarity of spheres may be traceable through evolutionary time (i.e. although metal information was not used in the building of this network, the time-related sequence Fe to Cu is embedded). This network indicates that Fe proteins are ancient, whereas Cu proteins evolved later. The pie chart (b) shows the relative abundance of metals in the graph.
Figure 20.8 Networks that illustrate structural or coexistence relationships among individual members of an evolving system (i.e. mineral species, fossil taxa, or protein structures) inevitably embed a time axis, even though no age information is used in the generation of the graphs. (a) Phanerozoic fossil animals: nodes represent family-level taxa, while lines indicate coexisting fauna. The network was partitioned using the Louvain (multilayer) algorithm for community detection (138), resulting in the discovery of five modules, or “evolutionary paleocommunities.” An embedded time axis is visible from the Cambrian to modern fauna and each partition represents a major extinction event. (b) Plot of diversity (total number of genera) versus time for each of the modules in (a).
The inherent flexibility of network approaches allows for the incorporation of additional data, thus strengthening any inferences made. For example, as there are no protein fossils that can be used to establish dates of redox protein existence, one reliable piece of information that can be used for this purpose is transition metal availability, which would drive the selection of the molecular functionality necessary for life. By matching the currently existing microbiome molecular function (114) and metal cofactor annotations with mineralogical and geochemical data, it is possible to reveal the relationships between the presence and abundance of specific enzymatic functionalities and metal availabilities. Functional annotations can thus be mapped to metal availability and, further, to the corresponding evolutionary age. Additionally, using machine learning techniques to recognize patterns in molecular function to metal availability relationships, it is likely possible to pinpoint any discrepancies between expectations and existing annotations, suggesting areas for more extensive research. As a result, protein structure networks, in combination with geochemical evidence, could provide a glimpse into the emergence and evolution of life on our planet and an understanding of the principles that could govern life on other planets.

**20.4.2 Network Analysis of Extant Microbial Ecosystems: Geo–Bio Interactions on Ecological Scales**

Investigations of the relationships between individual microbial taxa, microbiomes, and environmental conditions are complicated by the large number of contributing physical, chemical, and biological parameters, culminating in a complexity that is not easily representable by two-dimensional graphical methods. It has been suggested that new analytical techniques will be necessary to explore the large data sets produced by high-throughput DNA sequencing to discover new connections between microbiomes and the environment (115). Quantitative gene content analysis of terrestrial and marine microbial communities has already revealed habitat-specific fingerprints that reflect known characteristics of the sampled environments (116). Metagenomic and amplicon sequencing of diverse environments and microbial communities are now paving the way toward outlining the global ecosystem network and the development of ecosystem-wide dynamic models (117,118).

Network analysis and machine learning can be used to investigate microbial communities from all types of ecosystems and are useful approaches for examining and determining patterns in large, complex data sets, and they provide predictive power in the absence of mechanistic models (115,119–121). Since microbes are notoriously difficult to culture, the primary source of information on their diversity and evolution comes from the environmental distribution of microbiome data (122,123). Metagenomics – the study of genetic material obtained directly from environmental samples – has opened the door to the incredible diversity of microbial communities in the biosphere. The large-scale analysis of metagenomes, in concert with a wide range of environmental characteristics and geological diversity, will allow for the identification of unknown geo–bio interactions in the near
future. This opportunity may lay the foundations for better understanding the geosphere and biosphere and their coevolution on this planet. As of the time of writing (January 2018), there were 6983 metagenomes available on the Department of Energy Joint Genome Institute public database (https://img.jgi.doe.gov), covering a variety of environments. Identifying relationships among physical and chemical parameters, such as temperature, pH, salinity, geochemistry, and the diversity in microbial communities, can reveal microbial responses to changing environmental conditions, and such information is critical to understanding microbial adaptations to different environments and their functions within those environments. Many studies have already shown the strong links between environmental conditions and microbial populations, a number of which did so with network analytical approaches (115,118,122,124–131). We suggest that the application of advanced analytical approaches to the microbial metagenomes and their corresponding environments, coupled with geochemical, geological, and mineralogical information, could transform the way we understand the role of microbial diversity in ecosystems.

Sharing and relating data sets between different disciplines, however, remains a great challenge. One way to deal with this challenge is through ensuring online availability of data. Currently, large amounts of sequenced data that represent a substantial portion of the total environmental diversity of Earth reside in online databases (e.g. MG-RAST, NCBI, JGI IMG, CAMERA). However, the quality of the associated metadata is generally low, with essential information like pH, temperature, salinity, redox state, and organic load often missing (132). Moreover, the links among sequence data, metadata, and any geochemical, geological, or other environmental data collected during the study are difficult or impossible to establish. Numerous attempts are being made by the scientific community to standardize the quality and type of metadata collected along with each sequenced sample in order to increase interoperative power. For example, efforts from the Genomic Standard Consortium (gensc.org) such as the Minimum Information about a Metagenomic Sequence (133), initiatives like the Earth Microbiome Project (earthmicrobiome.org), and the release of metadata-curated metagenomes (134) are pointing the metagenomics community in the right direction. Pioneering data sets of interdisciplinary, colocated data have been collected by the International Continental Drilling Programs (icdp-online.org), the International Ocean Discovery Program (iodp.org), and the DCO Integrated Field Site Initiatives (deepcarbon.net). These sampling programs will provide unprecedented environmental, geological, and geochemical metadata to analyze along with the associated metagenomes. Expansion of these efforts is crucial for advancing this important work in the future toward understanding geo–bio interactions on a global scale.

Our ability to generate predictive models of the relationships between -omic data and environmental data is further hindered by the varying data structures specific to the different fields of study (135,136). The poor resolution of our current understanding of the relationship between functional diversity and redundancy, biodiversity, ecosystem roles, and niche partitioning also presents challenges. A possible way to overcome this problem is by using predictive models that are not linked to specific hypothesis but take advantage of big data approaches that allow data-driven discoveries. Tools such as network
analysis and machine learning can identify hidden patterns in large-scale data and provide predictive power in the absence of mechanistic models (115,119–121). Similar techniques have been used in metagenomic modeling to predict microbial assemblages and their metabolic properties (e.g. 113–115,137), and they can be applied to the investigation of the interaction between the geosphere and biosphere.

Recently, we have attempted a preliminary exploration of large-scale patterns in the relationships among oxidoreductase metalloproteins and the mineral diversity present at the same location (Figure 20.9). Based on publicly available metagenomic data from

Figure 20.9 Bipartite networks of our preliminary analysis of geo–bio interactions based on 40 random metagenomes downloaded from MG-RAST and the mineral composition of the same site obtained from the Mindat database. (a) Bipartite network of the metalloprotein oxidoreductases (enzyme commission EC1 class) and the sites where they were found (in black). Enzyme nodes sized according to their counts and colored by their subclass. (b) Bipartite network of the mineral diversity at the same sites. Mineral nodes in gray, sized according to their mineral diversity; site nodes in black.
40 randomly selected microbial ecosystems (including samples from shallow-water and deep-sea hydrothermal vents, hot springs, permafrost, mines, soils, arctic soils, marine sediments, and salt marshes), our analysis reveals distinct patterns in the association between specific metalloprotein functions and the mineral settings where those functions are commonly abundant. In particular, geochemistry and redox conditions govern oxidoreductase gene diversity distribution in the observed environments. The microbial communities of certain locations had few or no distinctively expressed oxidoreductase proteins within the network, thus exhibiting overlap with other communities with similar environmental conditions. However, microbial communities from most locations expressed unique oxidoreductases that were not present in the communities of the other environments. This information is crucial to understanding niche partitioning among environmental taxa and may reveal key details regarding how environmental conditions and metal availability shape microbial community function.

We expected a great deal of overlap in gene expression between the microbial populations of many environments as we observed in our initial analysis. These functions will shed light on the expected and unexpected core functions of diverse communities. Additionally, numerous genes that are exclusively expressed in particular environments or under distinctive physical/chemical conditions will reveal geo–bio interactions that evolved in systems that are ancient Earth analogs to the modern day. We conclude that expanding data resources on microbial communities and ecosystems and better integration with geochemical, mineralogical, and geological databases will provide opportunities for documenting the effects of environmental parameters on gene distribution and functional diversity.

20.5 Conclusions: The Future of Data-Driven Discovery

Among the DCO’s enduring legacies, and a tremendous opportunity for future advances, is the continued development and exploitation of data resources in the geosciences and biosciences. Our experiences over the decadal adventure of the DCO have convinced us that further advances in data-driven discovery will rest on three coequal pillars. The first ongoing demand is the creation and enhancement of comprehensive data resources, including those in geochemistry, petrology, mineralogy, paleobiology, paleotectonics, microbiology, proteomics, and other deep time aspects of carbon’s global cycles in space and time.

Hand in hand with database enhancement, we require the development and adaptation of established and new methods for data analysis and visualization. Ongoing advances include new techniques to exploit geochemical data, novel LNRE formulations designed for specific applications to mineralogical and paleobiological systems, modified approaches to visualizing networks of varied geological and biological systems, and applications of affinity analysis to Earth systems.

Thirdly, data-driven discovery will advance through continued creative application of data resources and analytical methods targeted to answer complex problems related to
Earth’s evolution through space and time. Our ambitions for the coming years include: estimating the erosional bias of the ancient rock record from differential mineral preservation through deep time; investigating the completeness of the fossil record with LNRE methods applied to the Paleobiology Database (paleobiodb.org); creating interactive networks of all known mineral species, fossil genera, and microbes and their environmental contexts; and applying affinity analysis to the discovery of new mineral and ore deposits.

The DCO has fostered the beginning of the era of data-driven discovery in carbon mineral science and has promoted the collection and assembly of a wide range of data resources. The DCO has employed existing analytical and visualization methods while developing new approaches and has raised and refined a suite of fundamental questions about Earth’s carbon from crust to core – its forms, movements, quantities, and origins. Looking forward to the next decade of exploration, we predict that data-driven discovery will play an ever-greater role in our emerging understanding of carbon in Earth.
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Questions for the Classroom

1. What are the “three pillars” of data-driven discovery and why are all three important?
2. What are some of the visualization methods that can enhance discovery and how many different parameters can be displayed simultaneously with each of these methods?
3. Why are time axes embedded in network graphs of evolving systems, even though no age information is used in the generation of these graphs?
4. What was “Rodinia” and what is the evidence for its unique signature in Earth’s history?
5. What are some of the preservational biases likely affecting the rock record and how do these biases scale with time?
6. How many carbon mineral localities are in the MED today and how many of those localities are dated? Which locality has the most carbon mineral species?
7. What are the biases in sampling the carbon minerals listed in the text and what are additional biases not covered in the chapter?
What is an LNRE distribution and why is it a useful model for mineral distributions?
To what other systems could you apply an LNRE model and associated accumulation curve?
What factors might be important in describing a microbial ecosystem, such as a community of microbes living beneath the ocean floor?
What is a metagenome and how is it sequenced? Why is shotgun metagenomics used instead of pure cultures?
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