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ABSTRACT 
Representation of design information using causal ontologies is very effective for creative ideation in 
product design. Hence researchers created databases with models of engineering and biological systems 
using causal ontologies. Manually building many models using technical documents requires significant 
effort by specialists. Researchers worked on the automatic extraction of design information leveraging 
the computational techniques of Machine Learning. But these methods are data intensive, have manual 
touch points and have not yet reported the end-to-end performance of the process. In this paper, we 
present the results of a new method inspired by the cognitive process followed by specialists. This 
method uses the Knowledge Graph with Rule based reasoning for information extraction for the 
SAPPhIRE causality model from natural language texts. Unlike the supervised learning methods, this 
new method does not require data intensive modelling. We report the performance of the end-to-end 
information extraction process, which is found to be a promising alternative. 
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1 INTRODUCTION 

1.1 Context 

Stimuli are important in innovative product design (Howard et al., 2010). Causal representations of 

systems play a significant role in creative design ideation (Baldussu et al., 2012). Databases with causal 

ontology based models were developed to support the design process (Fu et al., 2014). However, 

compared to the massive volumes of design information stored as natural language documents of various 

types and structures, these databases have a limited number of models. It is humanly impossible to mine 

data from this vast number of unstructured documents in search of stimuli. Hence, design methods for 

automatically extracting design information are developed using machine learning techniques. However, 

these design methods are partially automated and have manual steps. Literature only reports the machine 

learning models' performance instead of the performance of the end-to-end process, including the manual 

steps. In this paper, we first reviewed the methods used in Information Extraction, including their 

applications in product design. We then looked into the application of the Information Extraction task to 

generate a causal representation of systems from natural language texts. From this review, we identified 

the opportunities for further research and framed our research question. We then presented the details of 

our work and results and ended the paper with a conclusion and future work.  

1.2 Information extraction 

Information extraction is "the process of acquiring knowledge by skimming a text and looking for 

occurrences of a particular class of objects and for relationships among objects" (Russel & Norvig, 

2010). Cowie et al. (1996) describe the components of information extraction systems as (a) Filtering to 

determine the relevance of text based on word statistics, (b) Parts of Speech tagging of words, (c) 

Semantic tagging for recognizing major phrasal units, (d) Parsing to create semantic level maps showing 

relations between phrasal units (e) Discourse reference in merging inter-sentence level overlaps and 

finally (f) output generation using predefined output format. Three methodologies are primarily used in 

the information extraction tasks (Tang et al., 2008), namely, (a) Rule Learning based Extraction Methods 

using rules or a template to extract information - further subdivided into a dictionary-based method, rule-

based method, and wrapper induction, (b) Classification based Extraction Methods treating Information 

Extraction as a classification problem and (c) Sequential Labelling based Extraction Methods - where a 

document is viewed as a sequence of tokens, and a sequence of labels is assigned to each token to 

indicate the property of the token. Hidden Markov Model, Maximum Entropy Markov Model and 

Conditional Random Field are widely used sequential labeling models. Work on knowledge discovery 

using text mining technique (Yang et al., 2018) defines a domain ontology and then, using that ontology 

carries out the knowledge extraction along with data visualization. Illustrative results are obtained using 

a corpus of 140,000 technical reports. The use of the Semantic web for information extraction is another 

method widely reported in the literature. Gangemi (2013) benchmarked 14 different tools against the 

standard information extraction tasks using the precision, recall and F scores of these tools for general 

tasks. The precision metric gives the % of positively predicted labels that are correct and the recall metric 

gives the % of all the positives that the model predicts correctly. F1-score is computed as the harmonic 

mean of recall and precision (Russel & Norvig, 2010). 

 

Nédellec et al. (2009) argue that future effort in information extraction needs to formalize and 

reinforce the relationship between text extraction and the ontology model. This work explains a two-

step process where the first step identifies the occurrences of the candidate semantic entities and then 

identifies the ontology specific relationship between them in the next step. It uses supervised Learning 

to train a model to determine the relationship between semantic units. Ontology-Based Information 

Extraction (OBIE) is a type of information extraction where the information extraction process uses 

ontologies. The output is presented in the form of an ontology, specified by a domain expert 

beforehand and is domain specific. Information extraction decides a suitable technique guided by 

ontology. The process often uses a semantic lexicon (e.g., WordNet) for the language in concern. 

Wimalasuriya et al. (2010) studied various ontology-based information extraction methods reported in 

the literature. Vargas-Vera et al. (2001) presented an ontology-based information extraction tool with 

an ontology-based mark-up component, allowing the user to mark up only relevant pieces of 
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information while browsing documents. Then there is a learning module that learns rules from these 

examples which are used later to identify and extract objects and the relationship between objects. 

 

As presented above, several methods are developed and used for a variety of information extraction 

tasks, such as named entity recognition, terminology extraction, sense disambiguation, taxonomy 

induction, and relation extraction. However, the documents' heterogeneity and lack of standard 

structure make Information Extraction still an area of research in machine learning. 

2 INFORMATION EXTRACTION FOR DESIGN REPRESENTATION 

Designers often use stimuli in design. A detailed study to understand designers' approach in selecting 

inspirational stimuli in the conceptual design phase was conducted where the representation of external 

stimuli was an important factor in the inspiration process (Gonçalves et al., 2016). Since massive design 

information is captured in many design documents, technical reports and patents, researchers used 

information extraction techniques to extract useful information automatically and use it in design.  

2.1 Knowledge graph based 

Due to the advantage of a semantic web representing a vast amount of information in the form of a 

connected graph, it is used in many engineering applications (Han et al., 2022). Hsieh et al. (2011) 

developed a method for extracting concepts, instances and relationships from a handbook of the 

engineering domain. The extracted information is then converted into a semantic web. A co-

occurrence graph is a powerful technique to represent semantic relations. Hence it is used to identify 

relevant technical parameters for a certain domain by comparing thesauri automatically extracted from 

patents (Cascini et al., 2011). A more generalized semantic network TechNet is specifically trained on 

larger technology related data sources compared to WordNet and ConceptNet, which are more broad 

based and lesser engineering centric (Sarica and Luo, 2021). A rule based technique is used to 

generate an engineering Knowledge Graph from Patent Database. This was found to have a greater 

size and coverage than the previously used knowledge graphs (Siddharth et al., 2022). In recent work 

(Zhang et al., 2020), a new method using a biologically inspired adaptive growth approach (BIAG) 

was developed to learn domain ontologies from engineering documents due to the similarity in domain 

ontology learning process and tree growth. BIAG is modeled using the genes and three stages of tree 

lifecycle: seed formation, root development and tree growth. All these methods give a powerful way 

of knowledge extraction but they do not follow any ontology based representation. 

2.2 Ontology based 

Researchers worked on developing ontology based information extraction for design applications using 

natural language processing and domain-specific design ontology. Li and Ramani (2009) presented a 

method to extract domain ontology using design themes (things that are of the designer's interest) from a 

set of technical documents. It uses syntax analysis, semantics analysis, and domain ontology to discover 

the concepts and relationships in those documents. This method produces higher precision and recall 

scores compared to the vector model, which uses the classical word vector method. Though this method 

uses domain specific ontology to extract information of interest, the extracted information is presented as 

a knowledge graph and not as a causal representation of the systems. Cheong & Shu (2012) developed a 

method to extract causally related functions for biological systems from natural language documents. 

This work uses a causal relation extraction algorithm to read the word's part-of-speech tags and 

dependency relations to identify the syntactic patterns. This approach reported higher accuracy compared 

to the baseline. The major limitation is that this captures causal relation only for functions and works at a 

single sentence level. Keshwani (2018) developed a semi-automated method using a support vector 

machine approach to extract words corresponding to the constructs of the SAPPhIRE model of causality 

given in Figure 1 (Chakrabarti et al., 2005, Venkataraman and Chakrabarti, 2009) from multi-sentence 

natural language descriptions of systems. It is a four-step process where all the relevant words are first 

identified in a pre-processing and the classifier then determines their SAPPhIRE label. The accuracy of 

this classifier is given in Table 1. Goel et al. (2020) presented another work on understanding design 

documents using the extracted information. It uses a machine learning approach to extract words 

belonging to the SBF, i.e., Structure-Behavior-Function (Goel et al., 2009) ontology. This work reported 

a performance comparison of multiple models. Table 2 summarizes the result reported in this work. The 
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last two research (Keshwani, 2018 and Goel et al., 2020) used a limited number of hand annotated data 

to train and validate models, and none reported a very high accuracy score for the classification. More 

importantly, these methods comprise multiple steps with manual touchpoints, but the accuracy of the 

end-to-end process was not reported. 

 

Table 1. Evaluation metrics for the 
classifier with test data (Keshwani, 2018) 

Table 2. Comparison of models 
(Goel et al., 2009) 

 

 

3 RESEARCH QUESTIONS 

Analogical reasoning is considered the core of human cognitive activities responsible for creativity in 

product design (Goel and Shu, 2015). Causal ontologies, such as Structure-Behavior-Function (Goel et 

al., 2009) and SAPPhIRE (Chakrabarti et al., 2005), are very effective for analogical reasoning. We 

saw that the current methods of extracting information for causal ontologies are based on the classical 

supervised learning approach. But these methods did not have adequate data for training and 

validation and their accuracy needs to be higher. Deep learning methods known for higher accuracy 

are not tried yet and require far more data for model building. Moreover, building the current models 

requires significant manual pre- and post-processing and the accuracy of the complete end-to-end 

process is not reported. So there is scope for more research to reduce, if not eliminate, dependency on 

a manual effort and improve the accuracy of the end-to-end process.  

 

The research question therefore is: 

• How to extract causal ontology from natural language systems description using a computational 

model that does not require any data or uses less data for model building yet gives the same, if 

not better, level of accuracy? 

 

A new process using a Knowledge Graph and Rule based reasoning for extracting words from a 

natural language description, representing the constructs of the SAPPhIRE model of causality, was 

reported earlier (Bhattacharya et al., 2023). However, the previous work studied the process 

performance in reducing variability in the extracted information across multiple designers. In this 

paper, our goal is to study the accuracy of information extraction using Knowledge Graph and Rule 

based reasoning. Before presenting results, we explain the details of building a knowledge graph from 

text and the rules for reasoning to extract information, which were not shown in detail before. 

4 DEVELOPING A METHOD TO EXTRACT CAUSAL ONTOLOGY 

4.1 Approach 

We adopted an approach that is close to the cognitive behavior of the specialists when they create the 

SAPPhIRE model from information given in a technical document (Bhattacharya et al., 2023). 

Specialists first read the document to understand the information entities given in the document and 

identify the causal relationship between those entities. This is essentially a Knowledge Graph 

connecting two entities by a relation. With the help of expert knowledge acquired from experience, a 

specialist then applies reasoning to categorize these information entities and their relationship per the 

definition of each SAPPhIRE construct. We created a set of rules that categorizes words in a 

knowledge graph into multiple categories. Each of these categories is mapped to a specific SAPPhIRE 

construct.  
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4.2 Creating knowledge graph 

We use the Parts-of-Speech tag of the words to generate a knowledge graph representation of a sentence. 

Before processing, every compound sentence is broken down into independent sentences. Then in each 

sentence, we look for four types of knowledge graphs, namely, (a) Noun-Verb-Noun (e.g., Load - 

completes - circuit), (b) Noun-Verb-Adverb (e.g., 'Thermal Wheel' - rotates - slowly), (c) Noun-

Preposition-Noun (e.g., circuit - between - terminals) and (d) Noun-verb-Adjective (e.g., Frame-is-Static 

(part)). It may be noted that sometimes, there may not be mention of any verb between a Noun and it's 

adjective. In such a situation, we assume a state of being verb between them. We then connect all the 

knowledge graphs using three conditions, namely (a) using the Proper Nouns, (b) using the sequence of 

Action Verbs (e.g., 'The anode experiences an oxidation reaction' and 'The reaction in the anode creates 

electrons') and (c) Conditions of the Action Verbs represented through an Adverb or a Conjunction. (e.g., 

"When a load completes the circuit between the two terminals, the battery produces electricity"). 

Appendix A shows an example of a Knowledge Graph for a paragraph with more than one sentence. 

4.3 Rule based reasoning and mapping to the SAPPhIRE Model 

We developed rules to categorize the knowledge capture in a knowledge graph. These rules are 

harvested based on how specialists use reasoning to understand natural language texts. For this 

Reasoning task, we use the POS tags of the words in the knowledge graph and apply the reasoning 

rules given in Table 3 to categorize the extracted information. Figure 2 shows how each information 

category in Table 3, represents a building block of the system's description based on the systems 

modeling knowledge (Chakrabarti et al., 2005; Hubka and Eder, 2012).  

 

 
 

Figure 1. SAPPhIRE Model of 
causality with an example of heat 
transfer (Chakrabarti et al., 2005) 

Figure 2. Categories of the extracted 
information 

 

Table 3 shows the rule for information extraction for each category and the corresponding SAPPhIRE 

construct. It should be noted that the words identified from the natural language text and belonging to 

a particular category (first column of Table 3) may not directly fit into the definition of a SAPPhIRE 

construct and therefore, may need modification. E.g., in this sentence,' Due to the Seebeck effect, a net 

EMF is generated in a thermocouple circuit.', the Action Verb in 'EMF is generated' indicates a 

technical process inside the thermocouple system. In that technical process, diffusion of charge 

carriers due to the Seebeck effect leads to developing the potential difference. Hence, a true 

Phenomenon corresponding to the 'EMF is generated' is 'Diffusion of charge carriers resulting in the 

generation of EMF.' An example of information extraction using rules is shown in Appendix B. 

Table 3. Rules for information extraction 

Extracted Information 

Category with mapping to 

the SAPPhIRE construct 

Extraction Rules 

Extracted Information 

Category: System Entities and 

Interfaces 

 

• Nouns (subjects or objects) representing 'material' entities in 

the natural language description 

• These Nouns should represent a specific physical component 

and not the description of a physical component 
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Mapped SAPPhIRE construct 

name: Parts 
• This physical component must belong to the system or its 

interface 

Extracted Information 

Category: Attributes and 

Conditions       

 

Mapped SAPPhIRE construct 

name: Organs                    

• Adjectives of the Nouns representing a specific physical entity 

• Adverbs that describe a condition of an action 

• Preposition between two nouns or Conjunction between two 

verb clauses, which represents a condition for an event 

• These attributes or conditions should be necessary for the 

technical process to take place inside the system 

• These attributes or conditions should remain unchanged 

during the technical process 

Extracted Information 

Category: Guiding Physical 

Law 

 

Mapped SAPPhIRE construct 

name: Effect 

• Scientific equation  

• Scientific names stated as 'Laws', 'Principles', 'Equation' etc., 

called out in the text (e.g., Newton's Law of Motion, 

Maxwell Equation) 

• These equations or scientific terminologies should describe 

the physical principle (or law) that is guiding the technical 

process inside the system 

Extracted Information 

Category: Technical process 

inside the system 

 

Mapped SAPPhIRE construct 

name: Phenomena 

• The Action verbs associated with the Nouns (material 

entities) representing some actions 

• The actions are taking place inside of system boundary 

Extracted Information 

Category: Effect on System 

Environment 

 

Mapped SAPPhIRE construct 

name: Action 

• The Action verbs associated with the Nouns (material 

entities) representing some actions 

• The actions are taking place outside of the system boundary 

Extracted Information 

Category: External supply to 

the system 

 

Mapped SAPPhIRE construct 

name: Input 

• Subjects and Objects of Action verbs. These subjects/objects 

may represent materials or energy or information 

• If subjects/object indicates material entities, it should not have 

been considered as part of the system (i.e it is not a Part) 

• Subjects/Objects could be a verb, representing action as input 

• These entities (material, energy, information) should be 

crossing the system boundary 

Extracted Information 

Category: State Change 

 

Mapped SAPPhIRE construct 

name: State Change 

• Look for the Nouns that are connected to an Action Verb 

with a Preposition. State Change should be a Noun indicating 

a change in a physical property 

• Look for the Subjects and Objects associated with any other 

verb which indicates 'change' in the value of the noun 

• Words should represent an attribute undergoing change 

5 RESULTS AND DISCUSSION 

Technical documents are written in various linguistic styles with varying levels of detail for the content. 

Therefore the choice of a document becomes critical since the linguistic expressions in the document can 

be ambiguous and may create interpretational differences due to several factors, such as cultural 

differences, problem context, etc. (Halevy et al., 2009). It was found that designers generate solutions out 

of multiple analogies by breaking the main design problem into smaller sub-problems. Designers most 

often search online sources for inspiration to solve these smaller sub-problems (Vattam et al., 2013). 

Hence to validate our method, we used short online technical articles representing the cases designers 

typically use during ideation. Such short descriptions are usually about 'how a system works' and 

therefore are causal descriptions of systems working. In this paper, we validate the effectiveness of the 

newly developed method with four short descriptions of the working of a system - (a) a mechanical lock, 
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(b) an electrical battery, (c) a solar water heater and (d) visualization of infrared light by fish eye. The 

contents of these articles were hand curated with information taken from commonly available websites 

such as howstuffworks.com, explainthatstuff.com and asknature.org. We used the open source NLP 

software library in Python from spaCy (https://spacy.io/) to identify the POS tags for generating the 

knowledge graph. The rule based reasoning using Table 3 was, however, applied manually.  

 

With the above four examples, we conducted an intrinsic evaluation of our method using the classical 

performance metrics, namely, precision, recall and F1-score (Moens, 2006). We calculated the 

performance metrics for each category of the extracted information (Table 4) and for the whole 

example (Table 5). In these four examples, the accuracy of extracted information (true vs. false) was 

determined by independent verification using systems modeling domain knowledge and input from 

SAPPhIRE modeling specialists. 

Table 4. Category wise performance 
metrics 

Table 5. Example wise 
performance metrics 

 

 

 

We find that System Entities and State Change have a lower F1 score compared to the others. Although 

it is easy to find Nouns that represent  'material entity,' many times, they are not valid system entities 

necessary to explain causality in the system, leading to more false positives among system entities. In the 

case of State Changes, natural language descriptions often are not very explicit about the changing 

attributes. Hence they remain undetected, leading to higher false negatives. Example-4 has the lowest F1 

score among the four examples due to a higher proportion of false positive system entities. We shall 

include the lessons from these four examples in future improvement (refer to Appendix C).  

6 CONCLUSIONS AND FUTURE WORK 

Manually creating a causal representation from information given in technical documents requires 

significant effort by specialists. Machine learning techniques are used in automatic Information 

Extraction. In this paper, we presented an alternate method of information extraction using a 

Knowledge Graph and Rule-based reasoning approach. Results indicate this approach is promising, 

with its performance metrics being the same or higher in some cases than previously reported 

methods. Most importantly, the performance metrics reported here indicate the end-to-end process's 

performance since no pre- and post-processing tasks are involved. 

 

This new approach has several advantages, as follows: 

• There is no need for an extensive dataset to train and validate a model. We can use commonly 

used standard Language Models of NLP for POS tagging. These models are extensively validated 

with a very large corpus for the English language and are known to produce high accuracy 

• The approach reported in this paper eliminates the effort intensive pre-processing steps before 

applying a machine learning model, as required in other reported methods  

• We stayed close to the cognitive process of manually creating the SAPPhIRE models by 

specialists and thereby, we adopted an optimum approach to achieve consistency and accuracy 

• The rule based reasoning method uses the domain knowledge of systems modeling. Therefore it 

helps to minimize inadvertent mistakes due to inadequate domain knowledge  

 

However, we see the following limitations in the current state of the work as reported in this paper: 

• Validation of the new method was carried out with four examples. Due to the complexity and 

variations of the natural language texts styles, extensive validation would be required 

Labels Precision Recall F1-score

Attributes and Conditions 97.0% 100.0% 98.5%

Effect on Environment 100.0% 100.0% 100.0%

External Input 92.3% 100.0% 96.0%

Guiding Physical Laws 100.0% 100.0% 100.0%

State Change 88.9% 80.0% 84.2%

System Entities 83.7% 90.0% 86.7%

Transformation Process 96.3% 92.9% 94.5%

Overall 91.9% 93.9% 92.9%
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• The approach requires a manual effort to capture and document rules instead of automatically 

discovering them from the data 

• Further improvement scope is identified for the rules (Appendix C). In future, as new rules are 

identified/developed over time, these need to be added to the rule base manually 

 

We shall expand this work further to look into the improvement opportunities from this work. Our 

ultimate goal is to develop a generalized procedure to build a causal ontology by extracting 

information from technical documents. Therefore we shall look into characterizing various technical 

documents based on their source (e.g., knowledge articles on the web, research papers, patents, and 

design documents) to build a robust automation strategy. A trade-off study of different ontology-based 

information extraction methods, an experimental validation protocol with performance assessment 

criteria for the final method, and the benchmarking will be considered in the future course. 
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APPENDIX A 

Sample text (curated content with input from explainthatstuff.com): "Mechanical-locks are fitted to doors and 

cupboards. Mechanical locks have two physically separate parts. First part is fitted to the frame. Frame is a static 

part. The second part of the lock fits into a rectangular hole. Second part consists of a metal-mechanism moving 

a heavy bolt into or out from the reinforced hole. The bolt slides from side to side when you turn a key 

in clockwise or anticlockwise direction, so the mechanical lock has to be operated by a mechanism to 

convert rotary motion of the key into reciprocating motion of the bolt." 

 

Knowledge Graph representation of Mechanical Lock based on the above sample text: 
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APPENDIX B 

Example of information extraction using rules. 

Information 

Category 

Extracted Words Remarks 

System Entities and 

Interfaces 

Mechanical-Lock, Doors, Cupboards, 

First part, Frame, Second part, Hole, 

Metal-Mechanism, Heavy Bolt, Hole, 

Key 

Doors and Cupboards are not 

system entities and do not take part 

in the system causality 

Attributes and 

Conditions 

physically separate parts, Static part, 

Rectangular hole, Reinforced hole, 

Heavy Bolt, Bolt slides When the key 

is turned 

Except "when key is turned", other 

words indicate physical attributes 

of the system entities. The word 

"when" conveys a condition for the 

lock to work 

Guiding Physical 

Law 

None are given in this natural 

language text 

 

Technical process 

inside the system 

Turning the Key, Sliding or Moving 

the bolt, Operated by a mechanism, 

Convert rotary motion to 

reciprocating motion 

These verbs represent action inside 

a mechanical lock but do not 

represent any exchange of material, 

energy, or information. Hence, 

further post-processing is required 

to fit them into the definition of 

Phenomena 

Effect on System 

Environment 

None are given in this natural 

language text 

 

External supply to 

the system 

You turn the key Due to the turning of the key, 

motion (or energy) crosses the 

system boundary 

State Change Moving into or out / Slides side to 

side, Turning the key in clockwise or 

anticlockwise, Convert rotary-motion 

to reciprocating-motion 

Though these do not directly say 

which attribute is changing, all 

these actions indicate associated 

state changes. 

APPENDIX C 

Areas for improvement in the rules for rules-based reasoning: 

• Nouns used as an example or illustration and not a physical entity of the system under 

consideration 

• A physical entity that doesn't take part in the causality of the system under consideration 

• Nouns refer to variants of the system instead of being a component of the system 

• An action verb implying a change but the document doesn't mention the attribute which is 

changing 

• The attributes of the material, energy or information that cross the system boundary and are 

relevant for the system interactions 
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