
Can. J. Math., Vol. XXVII, No. 3, 1975, pp. 715-724 

LINEAR OPERATORS PRESERVING THE REAL 
SYMPLECTIC GROUP 

STEPHEN PIERCE 

1. I n t r o d u c t i o n a n d s t a t e m e n t of resu l t s . Let F be a field and Mn(F) 
the n X n matrices over F. Set GL(n, F) to be the units in Mn(F). Suppose H 
is a subgroup of GL(n, F) and L is an /^-linear operator on Mn(F) mapping H 
into itself. Can L be neatly characterized? 

Marcus [2] answered this question when F is the complex numbers C and H 
the uni tary group. T h e set of such L is a group and L has the form L(A) = 
UA V or L(A) = UA'V where U, V are fixed uni tary matrices and A' is the 
transpose of A. This result is also valid if F is a subfield of C having a t least 
three roots of unity. 

Marcus and Purves [4] got a similar answer when H = GL(n, C ) , namely, 
for fixed U, V in H, L{A) = UA V or L{A) = UA'V. If, however, F is the 
real field R and H the orthogonal group, then L need not be invertible if 
n — 2, 4 or 8 [5]. If L is invertible, one gets the expected answer. There are 
similar difficulties for H = GL(n, F) and F not algebraically closed. 

For a discussion of work done when L is required to preserve other invariants 
(e.g., elementary summetric functions) see [3]. 

W e are going to do the real symplectic group Sp(2n, R). T h e fact tha t we 
are over the real field is used, but perhaps the proof can be modified to take 
care of other fields. 

Dieudonne [1] determined the automorphisms of many of the classical 
groups. I t seems possible t ha t any invertible linear operator mapping the 
identi ty to the identi ty and preserving an irreducible classical group must be 
a combination of a group automorphism and the transpose map. All known 
results confirm this, but no connection between the two types of problems has 
been found. We do have occasion to use the Fundamenta l Theorem of Pro
jective Geometry in this paper, but it does not play a central role; we use it 
mostly to lessen the computat ion. 

W e set H = Sp(2n, R), and unless otherwise noted, 2n X 2n matrices are 
Y A B~] 

writ ten , with A, B, C, D n X n. 

M A I N T H E O R E M . Let L : M2n(R) —> M2n(R) be linear and let L(H) C H. 

Assume L(l2n)
 = I in- Then the set of all such L is a group and this group is 
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716 STEPHEN PIERCE 

generated by the transpose map, similarity by (In + —In)
 and the inner auto

morphisms of H. 

2. Preliminary remarks and notation. Let J = \ T n . Then -M 
M = Ç H if and only if M'JM = / o r , equivalently, if AD' - BC = 

A B 
C D_ 

I = A'D - C'B and AB', CD', A'C, B'D are all symmetr ic . Let Etj be the 
matr ix with 1 in the (i, j) position and 0 elsewhere. Note t ha t U + U and 

0 U~ 
-U 0 

are in H if U is orthogonal. 

3. Pre l iminary re su l t s . The lemmas in this section will be used in the 
proof of the main theorem. 

L E M M A 1. Let T be a linear map on the space of real n X n symmetric matrices. 
Suppose T(In) = In and T preserves invertibility. Then there is a fixed orthogonal 
U such that T{A) = U'A Ufor all symmetric A. 

Proof. Let A be symmetric and Xi, . . . , \n the roots of A. Then all \ t are 
real and T(xln — A) is invertible unless x is one of the X*. I t follows t ha t 
idempotents are mapped to idempotents . Since Eu + EJJ is idempotent if 
i 7e j , we have TEuTEjj = TEjfTEu = 0. Thus , to within orthogonal 
similarity, we may assume all the TEU are diagonal. 

Suppose TE a = 0, i = r -\- I, . . . , n and TEU ^ 0 if i ^ r. Then r 

is mapped to In. Let Aben — r X n — r symmetr ic invertible. Then if x 5* 0, 

T\ rJ A is invertible. T h u s 

A £ ker T and hence . G ker T 

for all n — r X n — r symmetr ic A. 

Consider a matr ix of the form A = R / where B is r X n — r, has one 

1 and all other entries 0. The eigenvalues of this matr ix are 0 , 1 , - 1 . Thus 0 , 1 , — 1 

where E has one 1 and all 
E 

other entries 0 and the 1 is in the same column as the 1 in B. T h e eigenvalues of 
Ax are 0, (1 =b V 5 ) / 2 . Bu t TAX = TA. Thus TA = 0, and it follows t ha t any 

matr ix of the form , £ ker T. 

Consider the matr ix diag (1, 2, . . . , r, 0, . . . , 0) . I ts image, say S, has roots 
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from among 1, 2, . . . , r. However 

1 1 

r 0 

1 

0 0 

and hence 1 is eliminated as a root of 5. Similarly, we can eliminate 2, 3, . . . , r 
as eigenvalues of S. But 5 is invertible and hence we have a contradiction. 

Thus we may assume that rank one idempotents are mapped to rank one 
idempotents, and, in particular, that TEit = Eu, i = 1, . . . , n. If (v) is any 
line of the underlying space V, then there is exactly one rank one symmetric 
idempotent fixing (v). Thus T sets up a correspondence between the lines of V. 
Let P be a plane in V and (v), (w) be two orthogonal lines in P. Let Ev, Ew be 
the corresponding idempotents. Then TEV, TEW are still rank one independent 
idempotents fixing orthogonal lines. It follows that this correspondence be
tween lines is 1-1 and preserves orthogonality. Thus, if n ^ 3, we can use the 
Fundamental Theorem of Projective Geometry to see that this correspondence 
between lines is induced by a linear map in projective space. Since we assume 
to within orthogonal similarity that the Eu are fixed, this map is the identity 
and the lemma is proved. (If n = 2, the computations are easy.) 

LEMMA 2. Let T be a linear operator mapping the n X n real symmetric 
matrices into Mm(R). Assume T(In) = Im, T preserves invertibility and T maps 
idempotents to idempotents. Then m ^ n. 

Proof. Use induction on n. If n = 2, it is easy, so assume n ^ 3. We may 
assume that T(En) T* 0 and since the problem is unaltered under change of 
basis, assume T(En) = Ir + 0. Let A be any n — 1 X n — 1 symmetric 
idempotent and set X = 0 + A. Since En, X, and En + X are idempotent, 
T(X) = 0 + B, where B is m — r X m — r idempotent. Symmetric idem
potents span the symmetric matrices, and hence any matrix of the form 
0 + ^4, where A is n — 1 X n — l i s mapped to 0 + B, where B is m — r X 
m — r. The linear correspondence A —> B satisfies the inductive hypothesis and 
we are done, unless T(En) = Im. 

If T(Eu) = Imj let A2 = A where A is n — 1 X n — 1 symmetric. Set 
X = 0 + A. Then T(En + X) = Im + T(X) is idempotent. Thus T(X) = 
0. Thus 0 + A G ker T, where A is n — I X n — 1 symmetric. 

Let 5 be any symmetric matrix with only X, \x for eigenvalues, and with 
\ 9e fi. Then (S — /x/)/(X — M) is idempotent and hence T(S) has X, \i as its 
only roots. Put 

x = [ I o] + In-2' Y = [î il + dIn-2} where 6 = (1 + x/5)/2. 
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Then T(X) has ± 1 for its only roots and T(Y) has (1 =L \ / 5 ) / 2 for its only 
roots. Since T(X) = T(Y), we have proved Lemma 2. 

LEMMA 3. Let T be a linear map of the n X n symmetric matrices into Mn(R). 
Assume T preserves invertibility, T(In) = In and T maps idempotents to idem-
potents. Then T is a similarity. 

Proof. Use induction on n. We do n = 2 later. Since idempotents are mapped 
to idempotents, we may assume that T(EU) are all diagonal. If T(Enn) = 0, 
then some T(EU) has rank larger than 1. Assume T(En) = Ir + 0, r è 2. 
Suppose Aisn — 1 X n — 1 invertible symmetric. We can show as in Lemma 
2 that T(0 + ^4) has the form 0 + .B, where 13 is w — r X n — r symmetric 
invertible. This is a contradiction by Lemma 2. 

Thus, to within conjugation, T(En) = En- II A is n — 1 X n — 1 sym
metric, and .42 = A, then T(0 + ^4) = 0 + -B, with B n - 1 X n - 1, and 
I32 = 5 . The correspondence 4̂ —> 5 satisfies the inductive hypothesis and 
hence we assume 0 + A is fixed by T, when A is n — 1 X n — 1. Hence, 
T(EU) = E H for all i, and thus all diagonal matrices are fixed. 

Let A be any n — 1 X n — 1 symmetric matrix. Then T(yl + 0) = B -j- 0, 
with B n — 1 X n — 1. Moreover, since Enn is fixed, there is an n — 1 X 
n — l S such that S^BS = 4̂ for all symmetric ^4. But T fixes all diagonal 
matrices and hence S is diagonal. Write 5 = diag (si, . . . , sn). Clearly 
diag (52, . . . , sn-i) commutes with all symmetric matrices and hence s2 = 
. . . = sn-i. Replacing En, Enn with Eiit Ejj} we have sk = st for k, I 9* i, j . 
Thus if w ^ 4, 5 is scalar and the lemma is proved. 

Un = 2, T\ is an involution. Write it as .Since 

is invertible for all k, x = 0 and 

|_1 oJ^Lr1 oj" 
A similarity with finishes the proof. 

If n = 3, let B be the image of \° l + 0. Since (5 =fc £3 3)2 = 73, 68< = 

bjz = 0. Since B + kEn + £33 is invertible for all k, bn = b2i = 0. Thus 

« - [ ; . 0]+«• 
A similarity with diag (a, 1, 1) allows us to assume 

0 0 1 0 0 b 
0 0 0 -* 0 0 0 
1 0 0 b~l 0 0. 

ro i-
Li 0. + 0 is fixed. Also, 
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and we are done if we show 6 = 1. Let J3 be the matrix with all entries 1. 
Let X = T{Jt). Then X3 = 3X and since 

1 1 6 
X = 1 1 1 

_6"! 1 1. 

we must hj ive 6 = 1.] 1. Lemma 3 is proved. 

4. Proof of the main theorem. We do the proof in a series of propositions. 

PROPOSITION 1. Let X = \ \ where S is n X n symmetric invertible. Then 

LX is symplectically similar to a matrix of the form , where D = 

IT + - / „ - , 

Proof. Clearly I2n + kX £ H for all real k. Thus LX has the same property. 
Set Y = LX. Then from (J + kY)J{I + kY') = J for all jfe, we obtain 
Y J + JY' = K / F ' = 72 = 0. Thus 

(1) F G - 1 
where AB, B, C, CA are symmetric and A2 + J3C = 0. Thus rank Y < n. 

Now Yx = L| _0
5 / j j l has the form (1), and F + Fx 6 H. Thus, rank F + 

rank Y\ = 2w. The elementary divisors of Iin + F are (x — l ) 2 n times. 
Consider all members of H with (x — l ) 2 n times for elementary divisors. 

Williamson [6, p. 613] has a result to tell us when two of these are conjugate 
in H. To each elementary divisor is associated (in a prescribed way) a sign, 
+ or —, and two such members are conjugate if and only if they both have 
the same number of + signs. Thus members of H with (x — l ) 2 for elementary 
divisors break up into at most n + 1 different conjugacy classes in H. Let 

Dr = Ir 4 In-r, r = 0, . . . , w. Then no two of r are conjugate in H. 

If they were, then 

[n][r.']-D!flG3]fatës]£* 
This forces R = 0 and S = P / _ 1 , and hence PDrP' = Ds, a contradiction if 
r 9e s. This proves Proposition 1. 

Thus we may now assume that 
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Do a similarity with In + — In if necessary so that we can assume r ^ n — r. 
At this point, we had better have DT = In\ if not, the Main Theorem is false. 

PROPOSITION 2. In fact, Dr = In. 

Proof. Let 5 be invertible symmetric. Then 

4 o o] - [Ac -BA 
as in (1). Now \A

£
 B*J)r~\ al so has the form (1) and hence C = 0 and 

A 
has rank w. 

B + 
C -A 

A2 = 0. It is also clear that for large enough real k, _ . 

Let W\, Wi be matrices which transform A, A' respectively to Jordan form: 

+ 0 and Wrl - A'Wz = 

kDTl 

1' J 

WrlAWl = 
i 2 0 1~| 

+ 
Li = 1 _o ojj 

z 0 Oi l 

+ 
\_i = 1 _i ojj 

+ o. 

Then Wrl(B + kDT)Wi still has full rank for all large k. Thus 

(2) 
WrlA Wi Wi'1 (B + kDr)Wt ] 

has rank n for all large k. But some judicious row and column operations will 
easily show that the rank of (2) can be larger than n unless ^ 4 = 0 . Thus 

M r\ \ = n l ^or a ^ symmetric 5 and the correspondence preserves 

invertibility. Call this linear map fa. 
Next, let 

T O 01 = \A B 1 

when S isn X n symmetric invertible. If fa(S) = S, then 
[A B + S^ 
[_C -A' J G H, 

and since A2 + BC = 0, C = — Si - 1 . Call the linear correspondence induced 
by S~l —» — Si - 1 , 02. Invertibility is preserved by fa, fa. Define linear maps 
^i, ^2 on the n X n symmetric matrices by \pi(S) = fa(S)Dr and ^(«S) = 
Drfa(S). Then \pi(In) = ^2(/«) = i"n and ^i , ^2 preserve invertibility. Further
more, if S is invertible, and \pi(S) = Si, then ^ ( S - 1 ) = Si - 1 . 

Let 5 be any symmetric matrix whose only eigenvalues are (1 ± \/5)/2. 
Then S2 - 5 - In = 0, i.e., 5 - S"1 = 7n. Let fa(S) = Si. Then ^ (S" 1 ) = 
Sr1. Since (5 - I)^1 + I) = I, we have 

^ ( S - I) fa (5-1 + / ) = / , or (Si - / X S r 1 + / ) = / . 
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Thus, Si2 — Si — I = 0 and (1 ± \ /5 ) /2 are the only possible eigenvalues of 
S\. It follows that \pi maps idempotents to idempotents, and hence we may use 
Lemma 3 to conclude that for some X £ Mn(R), \pi(S) = X~lSX for all sym
metric S. Thus </>i(S)Dr = X^SX. 

Now 0i maps the symmetric matrices into themselves, and thus \p i maps 
the symmetric matrices into the space 

# 

where P is r X r symmetric, and R is n — r X n — r symmetric. Since \pi is 
invertible, % = range ^i. But \̂ i is a similarity and hence ^ contains no 
non-zero skew-symmetric matrices. Thus, r = n and Dr = In. 

PROPOSITION 3. By conjugation in H, we may assume ~ is fixed by L, 

where 5, Si are arbitrary symmetric matrices. 

Proof. If 5 is n X n symmetric, then ^i(S) is symmetric. By Lemma 1, 
rpi(S) = U'SU for some orthogonal £7. Since U + U (z H, we assume ^i is 
the identity. 

Suppose 5 is symmetric invertible. Let 

LIS oJ = U -A'}' 

Then \ r T .A has the form (1). Thus, A is symmetric, and B = 0. 

Now ,42 = 0, so A = 0 and 

3 is proved. 

0 - 5 - 1 

C 0 
Ç # . Hence C = S and Proposition 

Let X be any matrix of the form (1). We now know that L(X) has the 
same rank as X. Let ^? be those X of the form (1) such that 72n + X is a 
transvection. Then X has rank 1. Suppose I + X is a transvection in the 
direction of the vector v. Let z>, z>2, . • . , V2n be a basis of i?2w. We can make 
this change of basis by a member of H. Then 

X = 
A B 

= 
0 bEn 

C -A'_ 
= 

_0 o J 
where b £ R. It follows that there is a 1-1 correspondence between these 
special transvections in projective space and the lines of R2n. 

PROPOSITION 4. Consider the space A B 
C -Af , B, C symmetric, A arbitrary. 
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There are two possibilities; either L fixes this space or for all members 

4c -A-[-c ll 
Proof. Put A = Etj, B = Eit, C = -EJJ. Then 

and this forces L(A + -A') = ± (A + -Af). Thus, L(A + - . 4 ' ) = X + 
F for any ̂ 4. 

Let (v) be a line in {vi, . . . , vw), where Pi, . . . , v2n is our symplectic basis. 
Consider the set of all rank one matrices A fixing (v). The set of all these 

'A B 
^C -A' 

dimensional space. Now 

such that symmetric B and C exist such that 1 ^ A,\ is a one-

L 
A B X B 
C -A' C -X r] £ 

thus X = aA. Hence, the correspondence A —•» X is scalar, and this proves 
Proposition 4. 

A B 1 V-A B "1 , . ., . . , TO 7~| , u 

r A' r / ( / ' d o a similarity with T n and then the 
transpose map. Thus, we may assume the above space is fixed by L. 

I ,L[; 

PROPOSITION 5. If S is n X n symmetric, then S -j- S is fixed by L. 

Proof. Let 5 = — 1 + In-\. Then 

S + Sj LO SJ' U 5 J 
are in if and hence L(S + 5) = Si + S2 with Si, S2 symmetric. If 1̂ is sym
metric and SA is symmetric, then SiA and ^4S2 are symmetric. If follows that 
Si = Sn + &7n_i, and S2 = 5 n - 1 + k~lIn-\. Now 5 + — S is fixed and 

[ ^ o] e H' Since L(25 + 0) = (sn ~ 1} + (k + 1)In~1 + ('irl + 1} 

+ (fe — l)In-ij
 w e have 5n = -bl, k = zbl. Thus Si = ± 7 , or dbS. In any 

case, S2 = Si. If Si = ± 7 , then 

" S ± 7 0 

and thus hus 

S± 1 

a contradiction. 

https://doi.org/10.4153/CJM-1975-079-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1975-079-7


LINEAR OPERATORS 723 

Thus the correspondence 5 —» Si maps every reflection to itself or its nega
tive. If n ^ 3, the fundamental theorem of projective geometry implies S — Sx 

for all S. If n = 2, and S ?± Si for all 5, then 

«*-[t 3- *-U ?]-[:. f ] 
In particular, 

2 

1 

1 

1 

W + X X 

X Ï0 

0 
1 - 1 

- 1 2 

e ff, 

and this eliminates the possibility S ^ Si. Proposition 5 is proved. 

Let us summarize. If A, B, C, D are arbitrary n X n symmetric matrices, 

then is fixed by L. 

PROPOSITION 6. Under the above assumptions, any matrix is fixed by L. 

Proof. We will show that the matrix 

*-[_*,.!,]+'-+[; zï + In-

is fixed. By Propositions 4, 5, this will imply that 

is fixed, and since by Proposition 4, A + 4̂ is fixed if 4̂ is skew-symmetric, 

we will have + 02n-2 fixed by L. Hence A + B is fixed by L, where 

^4, 5 are arbitrary. The proof that 

Let 

0 A 
B 0 

is fixed by L is done the same way. 

-[-'. -M + /- and A- -[i:i] ' + In-2. 

arbitrary sym-If S is any matrix of the form , + «Si with Si 

metric, then * , * are in i7. It follows that L(A) = Bx + U2 

where 

5 t3x + Z x l ; 
- x s J + &/n_2 and B 2 

3x + 2 
X S 

x]-1 

+ &"1 4-2-
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Now J5i + diag (0, 0, 1, . . . , 1) + B2 + diag (0, 0, - J, . . . , ~h) and 
Bi + diag (0, 0, 2, . . . , 2) + J32 + diag (0, 0, - § , . . . , - f ) are in tf and 
hence k = 1. 

Next, note that 

[[-. -1.]-'-Mi:;]*'•!-'* 
Any matrix A such that (A — I) (A~l + I) = I has characteristic polynomial 
x2 — x — 1 = 0. Thus 3x + 2s = 1, and 3xz + s2 + x2 = — 1. 

Do the same procedure with A'. It's image will have the form 

-3xi + z xi 
— Xi Z\ 

+ In-2 + 
— 3xi + z\ — X\ 

X\ Zl 
+ In-2. 

We know A + ^4r is fixed by L, so x + X\ = 0 and z + z\ = —2, and hence 
3x + si + Sx + z = 6x — 2 = 4. Thus # = 1 and Proposition 6 and the main 
result are proved. 
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