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Generalised partial correlation

and principal components

Neville Robert Bartlett

Basically, the thesis consists of three main parts that can tie briefly

summarised as

(i) introduction and preliminaries,

(ii) general partial correlation and applications, and

(iii) optimality of principal components.

Chapters 1 and 2 contain the introduction and the preliminary theory

concerning random variables that take values in a separable Hilbert space

H . A general space L (S) of such random variables is defined. Examples

of the space H are

(i) the real line,

(ii) the complex plane, and

(iii) R" , the euclidean q-space.

In Chapter 3 we define a bivariate correlation coefficient, a multiple

correlation coefficient and a partial correlation coefficient for H-valued

random variables. The properties of these coefficients are given and their

relationships with the existing theory are discussed.

The partial correlation coefficient is of particular interest since it

can be used in two ways;
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(i) to compare a regression type model and a regression type

hypothesis; and

(ii) to measure the improvement in predicting a random variable

when more variables or information are added to an

existing predictor.

Because the general partial correlation coefficient is the correlation

between two particular random variables we can plot these variables to

obtain a scatter diagram. The uses of such scatter diagrams are considered

and examples given.

In Chapter k we use the theory of Chapter 3 to define correlation

coefficients for non-negative random variables whose sum is bounded by a

constant. These variables are called bounded-sum random variables.

Scatter diagrams are given and correlation coefficients are calculated and

compared with those obtained by Darroch and Rate I iff [2].

The existing optimal properties of principal components are

generalised, in Chapter 5, to H-valued random variables and then further

generalisations are made. Okamoto [3] shows that the principal components

of X , , X are optimal, in some senses, over all random variables in

o
L (S) . By considering only those random variables in $2- , a closed

linear subspace of L (5) , we give general results that become those of

Okamoto when fi_ = L (S) . These generalised results are used to answer a

conjecture of Rao [4] concerning optimality of principal components of the

o
instrumental variables Z. , , Z € L (S) .

1 m

An optimal property of principal component time-series (see

Brill inger, [/]) is generalised in Chapter 6. The optimality of the

principal component time-series is extended to a larger class of time-

series.

In Chapter 7 we consider ways in which particular "linear"

combinations of vectors X , . . . , X , taking values in fr , can be

defined so that they have optimal properties analogous to those for

principal components of X^ , . . . , X
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