
ON STABILITY IN THE LARGE FOR SYSTEMS OF 
ORDINARY DIFFERENTIAL EQUATIONS 

P H I L I P HARTMAN 

1. Autonomous systems. This note concerns the stability of systems 
of (real) differential equations in the large on Euclidean space En and on 
certain Riemannian manifolds Mn. The results will be refinements of those 
of Krasovski (3), (4), (5) and of Markus and Yamabe (8) and will make 
clear the role of the various assumptions in the type of theorems under 
consideration. 

In this section, the main theorems are stated for autonomous systems 

(i) *' = / (* ) . 

Their proofs are given in § 2, 3, 4. In § 5, 6, 7, generalizations to non-autonomous 
systems are made. 

The following notation will be used below: Let A* denote the transpose of 
the (real) matrix A = (aJk), AH the Hermitian part, \{A + A*), of A. For 
any two matrices A and B, let A < B mean that AH < BH, that is, that 
BH — AH is positive definite. Finally, let / be the unit matrix. For points 
x, y of Euclidean space, x-y denotes the scalar product and |x| = {x-xY > 0. 
It will generally be assumed that: 

(A) M = Mn is a complete Riemannian manifold with a positive, definite, 
metric tensor g mix) of class C1, and f(x) is a contra variant vector field of 
class C1 on M. (The covariant derivative of / is the tensor with components 

f,m = df/dxm + g*\jm, i]fj, 

where 

[jm, i] = %(dgji/dxm + dgmi/dxj - dgjm/dx*).) 

The distance between two points x, y of M, considered as a metric space, 
will be denoted by d(x, y). By d(x) will be meant the distance d(x, x°) from 
x to a fixed point x° of M. 

LEMMA 1. Assume (A). Suppose that the tensor eiû = gucfk,j satisfies 

(2) (*„) < 0. 

Received June 28, 1960. This research was supported by the United States Air Force through 
the Air Force Office of Scientific Research of the Air Research and Development Command, 
under contract No. AF 18(603)-41. Reproduction in whole or in part is permitted for any 
purpose of the United States Government. 

480 

https://doi.org/10.4153/CJM-1961-040-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1961-040-6


STABILITY IN THE LARGE 481 

Then every solution x = x(t) of (1) exists for large t > 0; furthermore, if 
x = Xi(t), x2(0 are two distinct solutions of (1) for t > 0, then 

(3) d(xi(t), x2(t)) is decreasing 

for t > 0. In particular, if there exists a stationary point x — x0, 

(4) /(*o) = 0, 

then every solution x = x{t) ^ x0 satisfies 

(5) d(x0,x(t)) J,0, t-* oo 

{where "J," signifies "decreasing"). 

It can be remarked that if the condition (2) is relaxed to 

(20 (etj) < 0, 

then the assertion concerning the existence of x{t) for large t remains valid, 
but (3) must be replaced by 

(30 d(xi(t), Xî(t)) is non-increasing 

and, of course, (4) then does not imply (5) or even d(x(t), xo) —» 0 as 
/ —* oo. Assertion (30 implies, however, that there is a constant C, depending 
only on fix) with the property that if x = x{t) is any solution of (1) for 
t > T, then 

(6) d(x(t)) < d(x(T)) + C{t - T) for t > T. 

In order to see this, let x = X\{t) be the solution of (1) satisfying a?i(0) = x°, 
where x° is the reference point of M in the definition of d{x) = d(x, x°). Let 
s > 0, and consider the solution x = Xi(t + s) of (1). Then, by (30, 

d{xi{t + s), xi(t)) < dfais), xi(0)) for t > 0. 

This clearly implies the existence of a constant C > 0 such that d(xi(t)) < CÏ 
for / > 0. The inequality (6) follows from this fact and (30, where x(t) =x2(t). 

Lemma 1 is similar to results of Lewis (7) and Opial (9). These authors 
deal with the case where M is replaced by a compact set. One new feature 
of Lemma 1 is the important remark that (20 implies that all solutions 
exist for large t. The end of the proof of Lemma 1 is similar to an argument 
of LaSalle (6). 

In the last part of Lemma 1, (2) need not be required at X — XQ. 
A consequence of (5) is that f(x) ^ 0 for x ^ x0; that is, under the con

dition (2), there is at most one stationary point. It is of interest to note that 
a strengthened form of condition (2) implies the existence of a (unique) 
stationary point. This is the assertion of the following theorem. 

(I) Assume (A). Let X(r) be a positive, non-increasing function of r for r > 0 
such that 

(7) j\(r)dr = oo. 
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Let the tensor ejJc = gjmfm,ic satisfy 

(8) Mx)) < - X(d(x))(gj1c(x)). 

Then there exists a unique point x = x0 of M satisfying / (x 0 ) = 0. (Hence, by 
Lemma 1, all solutions x = x(t) ^ x0 of (1) satisfy (5).) 

Markus and Yamabe (8)1 prove a result concerning solutions of (1) in which 
it is assumed t h a t / satisfies (8), b u t (7) is replaced by the stronger condition 

I exp( —e) I \(u)du \dt < oo for all e > 0. 

Although their assumption is stronger t han (7), their conclusion is apparen t ly 
weaker t han (5), since they did not notice (3) or t h a t (1) has a unique s ta t ionary 
point. For weaker versions of (I) in the case t h a t Mn is Euclidean space En 

(or the vector space Rn with a cons tan t positive definite metric tensor 
G = (g,*)), see (3) , (4) , (5). 

If the proof of (I) is combined with t h a t of Lemma 1, there results the 
es t imate 

d(x(t), xo) < d(x(S), x 0 )e - X ( c ) ( ' - S ) 

for t > S ii x(t) is defined for t = S. In this inequali ty, c = d(xo) + d(x(S), Xo). 
I t tu rns ou t t h a t most of the assertions of (I) remain valid if (8) is relaxed to 

(9) ejkpf < - \(d{x))gjkpf\ 

( la) Assume all conditions of (I) except that (8) is replaced by (9). Then: 
(i) any solution x — x{t) of (1) defined at t = 0 exists for t > 0; 

(ii) the limit x ( oo ) = lim x(f), t —» oo ? exists and is a stationary point, 
/ (* («>) ) = 0 ; 

(iii) if x(t) ^ x(oo) and 

v(t) = (gj*fjf)h at x = x(t), 
then v(t) I 0, t —» oo ; 

(iv) the set of stationary points X — Xo 
°f f(x) is connected] hence, 

(v) if the stationary points x = x0 of f(x) are isolated (for example, if 
det(e^(^o)) ^ 0 whenever / (x 0 ) = 0), then f(x) has a unique stationary point 
X :==- Xo (so that x(oo) = xo is independent of the particular solution x(t)). 

T h e proof of (la) gives the following improvements of ( i ) - ( i i i ) : a solution 
x = x(t), t > 0, of (1) has the a priori bound 

(10) d{x{t)) < c, where c = L1(L(d(x(0))) + v(0)) 

and w = Li(r) is the inverse function of 

0 
\(r)dr; 

also, d(x(t)) < c implies 

^dded in proof. See also Osaka Math. J., 12 (1960), 305-317. 
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(12) 0 < v{t) < v(0)e-^1 for / > 0 

and 

(120 d(x(t), * («>) )< (»(0)/X(c))^x<e>' for / > 0. 

If condition (7) does not hold, but the initial point x = x(0) of a particular 
solution x = x{t) is such that the definition of c in (10) is meaningful, then 
assertions (i)-(iii) are valid for this x = x(t). 

The following example shows the need for the additional hypothesis in 
part (v) of (la) : Let n = 2 and M = E2 be the Euclidean plane with co
ordinates x = (x1, x2). The system of differential equations x' = — (x1, 0) 
satisfies the analogue of (9) with \ (r) = 1. The stationary points of this 
system form the line x1 = 0. The general solution is 

x = (x0e~\ xo) —» (0, xo) 

and 
v(t) = \xl\e~l I 0, as/—» °°. 

Lemma 1 implies the following statement for the case that M = Mn is the 
Euclidean space En. 

LEMMA 1'. Letf{x) be of class C1 on En and let J(x) = (df/dx) be the Jacobian 
matrix off. Let J(x) < Ofor all x 9^ xo, where x0 is a stationary point, f(xo) = 0. 
Then every solution x = x(t) ^ Xo of (1) satisfies \x(t) — x0\ I 0, as t —» oo. 

The following is a corollary of (I) when M = En is Euclidean space. 

(L) Let a map T: En -^ En be given by y = f(x), where f(x) is of class C1 

on En, and let J(x) = (df/dx). If J(x) < — X(|x|)/, where X = \{r) is as in 
(I), then T is one-to-one and onto. {Hence all solutions of (1) satisfy \x(t) — x0\ I 0 
as t—* oo f where x — XQ is the unique point satisfying f(xo) = 0 . ) 

It is clear that J < — \(\x\)I does not imply that T is onto (even in the 
case n = 1) if (7) fails to hold. 

2. Proof of Lemma 1. Let x = x(t;xi) be the unique solution of (1) 
satisfying the initial condition #(0;#i) = X\. Let Xi(t) =x(t;xi) and 
x2(t) = x(t; X2), where xh x2 are distinct arbitrary points of M. Suppose that 
Xi(t) exists on a closed interval [0, 7"] where T > 0. Let x = z(u), where 
0 < u < d = d(xh x2), be a geodesic of minimal length satisfying z(0) = Xi 
and z(d) = x2. Finally, let x = x(t,u) = x(t\z(u)) be the solution of (1) 
determined by x(0, u) = z{u). 

Let e have the property that if 0 < u < e < d, then x(t, u) is defined for 
0 < / < T. In any case, x(t, e) exists on some interval [0, S]. Let L{t) denote 
the length of the curve x = x(t, u), where 0 < u < e, for a fixed /, 0 < / < S. 
Then 

(13) L(t) = f ' (g #(x) yy)*dM, 

where x = x(/, w) and y — dx(t, u)/du. 
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By (1), y is a solution of 

(14) / = J(x)y, where J(x) = (df/dx), 

x = x(t,u), and w is fixed. Note that y(0, u) = dx(0, u)/du = ds/dz^ ^ 0; 
hence y(£, w) ^ 0. By (13) and (14), V = dLL/d£ is the integral of the product 
of h(gjk(%)yjyk)~^ and of (gjkyjyk)'- This last factor is 

(dgik/dxm)ty'y* + 2gjky
j(df/dxm)ym. 

If [i/, &] denotes the Riemann-Christoffel symbol of the first kind, then 
dgjk/dxm = [jm, k] + [km,j] and dfk/dxm = f,m — gik\jwi, i]fj. Hence, the 
expression in the last formula line is 2gjkf

k,mykym; that is, 

(gjkyjy*Y = 2eJky
jyk-

Thus, 1/(0 < 0 for 0 < t < 5, so that L(t) < L(0) = d(xu s(e)). 
Since d(xi(t), x(t, e)) < L(£), 

(15) d(xi(t), x(t, e)) < d(x b 2(e)) 

for 0 < £ < S. Clearly, (15) implies that the solution x = x(t9 e) of (1) exists 
for 0 < t < T. Hence x(t, u) exists for 0 < t < T for each fixed u, 0 < u < d. 
In particular, x = x2(£) = x(/, d) exists for 0 < t < T. 

If the point x2 in the last argument is chosen to be x2 = Xi(T), so that 
x2(0 = x(£ + 7"; xi), it follows that Xi(£) exists for 0 < t < 2T. Repetitions 
of this argument show that X\(t) is defined for all t > 0. Since Xi is an arbitrary-
point of ikf, the first assertion of Lemma 1 follows. The second assertion (3) 
follows from the case e = d of (15). 

As to the third assertion, let x = xit) ^ XQ be defined for t > 0. Then, by 
(3), do = \im d(xo, x(t)) exists as t —» oo. Suppose, if possible, that (5) does 
not hold, so that do > 0. Then there are ^-values t± < t2 < . . . . such that 
tm —» oo and #i = limx(£m) exists, as m —» oo. Clearly, d(xi, x0) = d0 > 0. 
Let (t) = x(t — /m; Xi) be the solution of (1) determined by the initial 
condition xm(tm) = X\. Then d(xm(t),Xo) < do for t > tm. The continuous 
dependence of solutions on initial conditions implies, therefore, that 
d(x(tm + 1), x0) < do for large m. But this contradicts do < d(x(t), x0) —>• d0} 

t —> oo. Thus Lemma 1 is proved. 

3. Proof of (I)-(Ia). Let x = x{i) be a solution defined at t = 0 and 
let y = x'(t). Then y = y(/) satisfies the linear equation (14), where x = x(t). 
Consider the speed 

(16) v(t) = (giicyY)*, where y = x' = / . 

It follows that dv2/dt = 2ekm{x)ykym\ see the calculation of Lr(t) in § 2. Thus 
(8) or (9) implies dv2/dt < — 2\{d{x))v2 or, since v > 0, 

(17) i/ < - \(d(t))v, where d(*) = d(x(0). 

Define a function w = w(t) by 

(18) w(0 = d(0) + f v(s)ds. 
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By the definition of distance on M and the triangular inequality, 

(19) d{t) < w(t), 

and so, by the monotony of X, \(d(t)) > \(w(t)). Since w' = v > 0 and 
w" — v', (17) implies that 

w"{t) < - \(w(t))w'(t). 

Hence 

\(w)dw. 

In view of w' = v and the definition of L(w) in (11), this can be written as 

v{t) <v(0) +L(d(0)) - L(w(t)). 

Since v(t) > 0, (19) implies that 

L{d(t)) < L{w{t)) < L(d(0)) + v(0). 

This shows that x = x(f) is defined for all t and satisfies (10). 
By (10) and (17), v' < - X(c)i> < 0 for t > 0. Hence (12) holds and either 

v(t) = 0 or v(t) I 0 as t —> oo. Thus if x = Xo is any cluster point of x = x(t), 
/ - ^ oo, then (16) shows that /(^o) = 0. In view of Lemma 1, this completes 
the proof of (I). 

Also assertions (i), (iii) of (la) have been proved. The definition (16) of 
v(t) and the inequality (12) show that the length of the curve x = x(t), 
0 < t < GO, is finite, 

/•oo 1 /»co 

(gj*(x(t))xi'(t)x*\t)ydt= v(t)dt< co. 
* / 0 «^0 

This implies (ii) in (la). 
Since (v) follows from (iv), it only remains to prove (iv). The verification 

of (iv) to follow can be modified to show that the set of stationary points of 
(1) is a retract of M. 

In order to prove (iv), let Q be the set of stationary points of (1). Consider 
a map P: M —-> Q defined as follows: if x = x(t) is an arbitrary solution of (1) 
for t > 0, put Px(0) = x( oo ). It is clear that the range of P is the set Q. Since 
M is connected, it will follow that Q is connected if it is verified that P is 
continuous. 

To this end, let #1 be any point of M and M§ the sphere d(xi, x) < ô. The 
proof of the existence of x(<x>) above shows that if e > 0, then there exists 
a T = T(e) > 0 independent of ô, 0 < ô < 1, with the property that if x(Q) 
is in Ms, then d(x(T),x(<*>)) < €; cf. (12'). With T = T(e) fixed, choose a 
positive 8 = 5(e) < 1 so small that d(xi(T), x(T)) < e if x = X\(f), x(t) are 
solutions of (1) determined by #i(0) = X\ and any point x(0) of M&, respect
ively. Thus x(0) in Ms implies that d(#i(°°), ff(°°)) < 3e. This proves the 
continuity of P and completes the proof of (iv) and of (la). 
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4. On flat metrics. The proofs of Lemma 1 and (I) are particularly 
simple if Mn is a real w-dimensional vector space with a metric G — | |g^| | , 
where G is a constant, symmetric, positive definite matrix. If J[s] = J(x2s-\-Xi 
(1 - s)), then 

f(x*) - / ( * i ) = ( J J[s]ds) (x2 ~ xi). 

Hence, for any constant matrix G, 

(x2 — Xi)-G(f(x2) — f(xi)) = 1 (x2 — xi)-GJ[s](x2 — xi)ds. 
J o 

For example, if GJ < 0 and x\ ^ x2, then the integral is negative so that 
the map T: Mn —> En given by y = f(x) is one-to-one. 

If f(xo) = 0, then (1) can be written as (x — Xo)' = f(x) — f(x0). Hence 
GJ < 0 implies 

(20) (x — XQY'G(X — xo) = I (x — Xo)-G:/[5](x — xo)ds < 0, 

for x ^ xo. A simple direct proof of Lemma 1' follows at once from this. 
The equation in (20) does not seem to have been exploited in the study 

of stability; cf. the comparatively complicated proof in (1), pp. 31-32, of the 
result of Krasovski which results if GJ < 0 is replaced by the stronger assump
tion GJ(x) < — el < 0 and (5) by the weaker assertion x(t) —> x0, t —•» 0. 

Another application of (20) will be given for non-autonomous systems in 
{IV) in the next section. 

5. Non-autonomous systems. The results above can be generalized 
somewhat to systems in which t occurs explicitly, 

(21) x' =f(t,x). 

Below it will be assumed that 
(B) M, gik(x), d(x, y), d(x) are as in (A).f(t, x) is a C1 contravariant vector 

field on M for every fixed t > 0 ; also / and its derivatives along M are con
tinuous in (t, x). 

The techniques of § 2 above (cf. (7), (9), (10)) imply the following analogue 
of Lemma 1. 

LEMMA 2. Assume (B). Let x0 be a point of M satisfying 

(22) f(t, xo) = 0 ior t > 0. 

Let the tensor ejJc{t, x) = gjm(x)fm
lJc(t, x) satisfy 

(23) Mt,x)) < 0 [or < 0 ] . 

Then all solutions x = x(t) of (21) exist for large t, and d(xQj x(t)) is non-increasing 
[or decreasing]. If, in addition, for every c > 0, there is a non-negative function 
n(t) = jdc(t) defined for t > 0 and satisfying 
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J oo 

ix{t)dt = oo 

and 

(25) (ejk(t, x)) < - »c(t)(gJk(x)) for t > 0 and d(x) < c, 

then every solution x — x{t) of (1) satisfies 

(26) d(x0, x(t)) -+ 0 as t -> oo. 

For the case that nc(t) > 0 is independent of c and t, and gjk(x) is inde
pendent of xf see (20), and Winter (10); also Krasovski, see (1, p. 31). 

The obvious way to generalize (I) from (1) to (21) is to require an analogue 
of (7), (8) for a monotone X(r) and to assume that the length of / , (gjk(x) 
fj(t, x)fk(t, #))*, is a non-increasing function of t for every fixed x on M. But 
if, for example, ejk(t, x) satisfies 

(27) (eJk(t,x)) < -Hd(x))(gJk(x)) 

at t = 0, where X = \{r) is as in (I), then it follows that there is a unique 
x = Xo satisfying / (0 , xQ) = 0. Thus, when the length of / is a non-increasing 
function of t, one has trivially that fit, xo) = 0 for t > 0. 

A different generalization of (I) is given by 

(II) Assume (B) and that f\ = df/dt exists and is continuous in (t, x). Let 
X(r) be as in (I) and put 

nw 
(28) L(w) = \{r)dr. 

Jo 

Let a (t) be a non-negative, continuous function integrable over 0 < / < oo, 

(29) A = a{t)dt < oo. 

Le£ N (w) be a non-decreasing function of w for w > 0 satisfying 

(30) L (w) —AN (w) —> oo a^ w —» oo. 

Assume that ejk(t, x) satisfies (9) awd / t o //ze length of ft(t, x) satisfies 

(31) 0 < [gjk(x)ft(t, x)f\{t1 x)]* < a(t)N(d(x)) 

fort^O and x in M. Then: 
(i) the limit f(x) = lim f(t,x), t —» oo, exists uniforml yon compact sub

sets of M; 
(ii) every solution x — x(t) of (21) exists for large t and tends to a limit 

point x(oo) which satisfies f(x(*>)) = 0; 
(iii) the function 

v(f) = (gjkx
jfxk')h 

tends to 0 as t —> oo ; 
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(iv) if, in addition, there is a positive function v = v(c) for c > 0 such that 

(ejk(t,x)) < - v(c)(gjk(x)) for t > 0, d(x) < c, 

then the limit function f(x) has a unique zero x = Xo (so that x(a>) = Xo does 
not depend on the solution x — x(t)). 

The proof will furnish a priori bounds for d(x(t)) and a priori estimates 
for the o(l)-iunctions d(x(t),x(c°)) and v(t) depending only on the initial 
conditions for x = x(t). 

One of the main difficulties in the proof of (iv) in (II) is the fact that the 
limit function f(x) need not be of class C1 or even Lipschitz continuous, so 
that, a priori, it is not clear that the solutions of x' — f(x) are locally unique. 
Local uniqueness will be proved by the use of a theorem of van Kampen (2). 
In any case, the assertion (iv) in (II) cannot be obtained from (la). 

If all assumptions of (II) hold except (30) and if N(w) < const. L(w), 
then (II) becomes applicable when 0 < t < oo is replaced by T < t < °° for 
a sufficiently large T (since A is then replaced by an arbitrarily small con
stant). 

Under the assumptions of (II), it follows tha t / ( / , x) is a bounded function 
of t for fixed x. This suggests the following: 

(II') Assume (B) and that M = En. Let G be a positive definite, constant 
matrix and X = X(r) a positive, non-increasing function of r ( > 0). Suppose 
that a, /3 are positive constants satisfying a2I < G < /32/, that 

(32) GJ(t,x) < - X(|*|)I, 

that f(t, 0) is a bounded function of t > 0, and that 

(33) oo > (a//3
3) lim sup \(r)r > l.u.b. \f(t, 0) | . 

r-4oo 0< t<co 

Then every solution x = x(t) of (21) exists for large t and is bounded as t —» <». 

It will also be clear from the proof that if, in addition, either f(t, 0) —> 0 
as t —> oo or 

\f(t,0)\dt< » , 
0 

then \x(t)\ —•> 0 as / —> oo . Furthermore, if conditions (32) and (33) are replaced 
by the assumptions GJ(t, x) < 0 and (34), then the conclusions of (IV) 
remain valid and lim x(i) -Gx(t) exists as t —» oo ; cf. (47) below. 

6. Proof of (II). The first part of the proof of (II) is similar to that of 
(I). Let x = x(t) be a solution of (21) on some interval (0 < ) 5 < t < T. 
Define v = v(i) by (16). Then 

(v*)' = 2eJcm(t,x)y«ym + 2gjkff\. 
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By Schwarz's inequality, 

\grfpt\ < b*f/f I W«/M*. 
Thus, by (16), (9), and (31), 

(35) v' < - \{d{t))v + a(t)N(d(t)), where d(t) = d(x(t)). 

Define w = w{t) by (18), so that (19) holds and 

w" < - \{w)wf + a(t)N(w). 

A quadrature over [5, t] gives 

«/(0 < C - L(w(t)) + AN(w(t))9 

where C= w'(S) + L(w(S)) and the justification for the last term is the 
fact that N(w), w(t) are non-decreasing in w, t, respectively. 

Since wr = v > 0, it is clear from (30) that there does not exist any 7"o(< °°) 
such that w(t) —» » as 2 —-> T0 — 0. Hence x(t) exists for all 2 > S and is 
bounded; in fact, d(x(t)) < c for £ > S if L(c) - 4 # ( c ) > C. 

Let d(£) < c for £ > 5, then (35) gives 

»' < - X(c)i> + N{c)a(t). 

Hence, for t > 5, 

(36) 0 < w(*) < v(S)e~Mcnt-s) + N(c) f eX(e)(-0a(s)<k, 

so that (29) implies v(t) —» 0 as 2 —> <». Thus, the definition of » shows that 

(37) f(t,x(t)) ->0as^œ. 

Integrating (36) for 5 < t < T gives 

f'raft < (w(5)/X(c))(l - e-
Uc)iT-s)) +N(c) f VX(c)< fe^'a^dsd*. 

J s J s J s 

An integration by parts shows that the last (iterated) integral is 1/X(c) times 

-e~Mc)T f V ( c ) l a ( 0 * + (Ta(t)dt; 

hence 

J»oo / » co 

vdt < »(5) + N(c) a(t)dt < » . 
Consequently, # ( » ) = lim # (/), t —-> °°, exists and satisfies 

JCO 

The assertion (i) of (II) concerning the existence and uniformity of the 
limit/(x) = lim/(J, x), t—> °°, is clear from (29) and (31). Furthermore, (37) 
implies that/(#(«>)) = 0. Thus (i)-(iii) are proved. 
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In order to prove (iv), i t is sufficient to verify the following: 

(*) Assume the conditions of ( I I ) , including those of (iv) concerning v = v(c). 
Let p denote a point of M. Then solutions of 

(38) p' = f(p) 

are uniquely determined by initial conditions; all solutions exist for large t > 0; 
and d(pi(t), p2(f)) is a decreasing function of t if p = pi(t), p2(t) are distinct 
solutions on a common t-interval. 

T o this end, let x — Xi(t) and x = x2{i) be two dist inct solutions of (21) 
for t > S. Let z = z(u), where 0 < u < d, be a geodesic of minimal length 
joining x = Xi(S), #2(S) and let x = x(t, u) be the solution of (21) determined 
by x(S, u) = z(u). As in § 2, define L(t) = L€(t) by (13) for / > S, 0 < e < d. 
Then (ejk(t, x)) < 0 implies t h a t Le(t) is a non-increasing function of /. Since 
x = Xi (t) is bounded as t —* °°, it follows t h a t there exists a cons tan t c > 0 
such t h a t d(x(t, u)) < c for t > 5 , 0 < u < d. Hence, by (27), 

dL,{t)/dt < - v(c)Le{t) for / > S; 

cf. the derivat ion of Lr(t) < 0 in § 2. Since d(xi(t), x2(t)) < Ld(2), 

(39) d(*i(*), *2(*)) < d( jd(5) , x2(S))<rW-s> 

for / > 5 . 
Let Mi be a bounded (open) set of M. Consider the family of solutions 

x = x(t;to,Xi) of (1) determined by the initial condition x(t0] to, x\) = Xi, 
where to > 0 and Xi is a point of M\. Then the derivat ion of (39) shows 
t h a t there is a cons tant c = c(Mi) such t h a t d(x(t; to, h)) < c for 2 > £0 > 0. 
Hence (39) holds for to < 5 < t < °o if #i(£) = x(t; to, xx), x 2 (0 = x(t; to, x2), 
and Xi, X2 are points of Mi . 

Let y = dx(t; to, Xi)/du, where u 9^ to is one of the parameters determining 
the solution x = x(t; to, Xi). Then the length of y, (gjkyjykY, is a decreasing 
function of t ( > /o); cf. the derivat ion of (39). In part icular , y(t; to, Xi) is 
uniformly bounded for t > to and xx in M. Consequently, x(t\ to, Xi) is uni
formly bounded and uniformly Lipschitz cont inuous with respect to t and Xi 
for t > to > 0 and Xi in Mi . 

I t follows t h a t there is a sequence of ^-values ti < t2 < . . . such t h a t 
tn —» 00 and 

(40) £(*; xi) = lim x(t + tn;tn\ Xi) 

exists uniformly for Xi in Mi and bounded t > 0. Fur thermore , (40) is uni
formly Lipschitz cont inuous with respect to Xi in Mi for t > 0. No te t h a t 
pn = x(t -{- tn; tnf Xi) is a solution of the initial value problem 

Pn = fit + tny pn), pn(0) = Xi. 

Hence (40) is a solution of 

(41) pr =f(p) and p(0) = xx. 
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Also, an obvious limit process in (39) shows that 

(42) d(p(t; Xi), p(t; x2)) is decreasing in /if Xi ^ x2, 

t > 0 and Xi, x2 in Mi. 
Through any point of M, there passes at most one path of the family 

x = p{t\X\)\ that is, 

(43) p(t + s)xx) = P(t;p(s;xi)). 

In order to prove this, let y = y(t\ to, xi) be defined by 

(44) y = dx(t + to) to, Xi)/dt0. 

Then y = x' + dx/dto, and so 

y = x" + J(dx/dt0) = Jx ' + / , + J(dx/dto). 

Consequently, 

(45) y = / y + / « , y(0)=o, 

where the argument of J and ft is (J + /0, x(t + t0) t0, Xi)). The condition 
y(0) = 0 in (45) is clear from x(t0) to, Xi) = xi. If F = (g^yV)* is the length 
of y, then 

(F2) ' = 2ejkyY + 2gjkyft. 

The derivation of (35) shows that 

F ' < - X(c) Y + N(c)a(t + to) < N{c)a{t + *0). 

Since F(0) = 0, 

J
1 t+to 

a(s)ds-±Ocisto-> » . 
*o 

As F is the length of y, (44) implies that 

(46) x{t + s + /0; s + 2o, Xi) — x{t + to) to, Xi) —> 0 as t0 —» °° 

uniformly for Xi in ikfi and bounded s, £ > 0. The relation 

x(/ + s + /0; /o, Xi) = x(t + s + to) s + to, x(s + to) to, Xi)), 

the uniform Lipschitz continuity of x(t)to,Xi) with respect to Xi, and (40) 
give 

x(t + s + tn) tn, xi) = x(t + tn) tn, p(s; xi)) + 0(1), 

where o(l) —* 0 as n —> °o uniformly for Xi in Mi and bounded s, £ > 0. The 
equation (43) for s, t > 0 follows from this. Clearly, (43) is valid for those 
s, t for which the quantities in (43) are meaningful. 

A theorem of van Kampen (2) implies that (41) has a unique solution 
locally. The conditions of van Kampen's theorem are tha t / (£ ) is continuous; 
that (38) possesses a family of solutions p = p{t) Xi), where p(0) Xi) = Xi and 
p(t) Xi) is defined on an open interval which can depend on x\\ that p(t) Xi) 
is locally, uniformly Lipschitz continuous with respect to Xi) finally, that 
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(43) holds whenever the quantities in (43) are meaningful. The conclusion 
is that (41) has a unique solution locally. 

This uniqueness assertion, together with (42), gives assertion (*). Hence 
the proof of (II) is complete. 

Remark. If v(c) = 0 is permitted, (*) remains valid if ud(pi(t), pi(t)) is a 
decreasing" is replaced by ud(pi(t), p2(t)) is a non-increasing." 

7. Proof of (IF). Let x = x(t) be a solution of (21) defined at / = 5. 
Write (21) as 

x' = [/(/,*) -f(tt0)] + \f(t,0)]. 

Then an analogue of (20) is 

x-Gx' = I x-GJ[s]xds + X'Gf(tj 0), 
«Jo 

where J[s] = J(t, xs). Thus, if r2 = x-Gx, it follows from a\x\ < r < I3\x\, (32) 
and the monotony of x, that 

(47) r'<[- (r/a)(a/P)\(r/a) + \f(t, O)|]0. 

Assumption (33) implies that there exists a constant R such that 

R > r(S) and (R/a)(a//3*)\(R/a) > \f(t, 0)| for / > 5. 

Since r(S) < R, it is clear from (47) that x = x{t) exists and that r(t) < R 
for t > 5. 
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