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A b s t r a c t . T h e p r o b l e m o f i m a g e r e c o n s t r u c t i o n f r o m i n c o m p l e t e a n d n o i s y c o m p l e x Fou r i e r 

s p e c t r u m is c o n s i d e r e d . T h e m a x i m u m e n t r o p y m e t h o d ( M E M ) is o f g rea t in teres t as t he m o s t 

ef fec t ive n o n l i n e a r r e c o n s t r u c t i o n m e t h o d h a v i n g supe r r e so lu t ion ef fec t . B e c a u s e o b j e c t s o f r a d i o 

a s t r o n o m i c a l o b s e r v a t i o n s are i n c o h e r e n t r a d i o sou rces d e s c r i b e d b y real n o n - n e g a t i v e d i s t r ibu-

t i ons , a p p l i c a t i o n o f the c lass ica l M E M is q u i t e r e a s o n a b l e . B u t it is e s t ab l i shed tha t t he M E M 

g ives a c c e p t a b l e r e c o n s t r u c t i o n qua l i ty m o s t l y in the ca se o f po in t - l ike s o u r c e s a n d in gene ra l it 

d o e s n o t ensure sa t i s fac to ry r e c o n s t r u c t i o n o f c o n t i n o u s , g r a y t o n e o b j e c t s , w h i c h c a n c o n s i d e r -

a b l y res t r ic t a p p l i c a t i o n s o f the M E M in a s t r o n o m y . T h e gene ra l i zed m a x i m u m e n t r o p y m e t h o d 

( G M E M ) was o r ig ina l ly p r o p o s e d fo r r e c o n s t r u c t i o n o f d i s t r i bu t ions d e s c r i b e d b y c o m p l e x func -

t i o n s ( B a j k o v a , 1992 ) a n d was c o n s i d e r e d as h a v i n g the s a m e p r o p e r t i e s o f t he c lass ica l M E M . 

M o r e carefu l ana lys i s o f the G M E M a n d c lass ica l M E M for rea l n o n - n e g a t i v e o b j e c t s a l l o w e d t o 

e s t ab l i sh tha t t he G M E M ensures m u c h m o r e e x a c t r e c o n s t r u c t i o n , e spec i a l l y in the c a s e o f c o n t i -

n o u s o b j e c t s . E x p l a n a t i o n a n d d e m o n s t r a t i o n o f this in te res t ing a n d v e r y i m p o r t a n t p h e n o m e n o n 

is t he p u r p o s e o f the present p a p e r . 

K e y w o r d s : I M A G E P R O C E S S I N G - I M A G E R E C O N S T R U C T I O N - M A X I M U M E N T R O P Y 

1. Classical maximum entropy 

The classical MEM in Shannon formulation assumes solving the following optimiza-

tion problem 

min Σ Σ xmi l n ( x m / ) , (1) 

m / 

Σ ^ β ΐ , ' , ^ . , (2) 
m / 

J2J2X^bml = Bnk, (3) 
m / 

Xml > 0, (4) 

where am

kj and b^ are constant; Ank and Bnk are real and imaginary parts of 

measured spectrum samples respectively. 

The solution which can be found using Lagrange technique is as follows 

x m l = exp ( - Σ Σ α « * < * + *mi - 1). (5) 

η * 

where ank and ßnk are dual factors corresponding to equations (2) and (3) respec-

tively. 

Dual factors are to be found by solving the following optimization problem 

m a X Σ Σ X m î + Σ Σ arikAnk + ßnkBnk (6 ) . 

m l n k 
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2. Generalized maximum entropy for complex functions 

The generalized maximum entropy method assumes solution of the following op-

timization problem (only the case of complex distribution with non-negative real 

and imaginary parts is considered) (Bajkova, 1992) 

m i n ^ ^ x m / l m > m / ) + z m l \n(zml), (7) 

m / 

Σ Σ ( * · » ' ° ^ - ^ ΐ Ο = Λη*, (8) 
m / 

£ £ ( z m , e , + z m , C f c , ) = B n * , (9) 

m / 

XmU zmï > 0, (10) 

where xmi is a real part, zmi is an imaginary part of sought distribution. 

The solution of the problem (7)-(10) looks as follows 

X m l = e x p ( - Σ Σ M ' + ßn^mi) - 1), ( υ ) 
n k 

zmi = e x p ( £ Σ {<*nkbna - faa^) - 1). (12) 

n Jk 

Dual factors α η £ and ßnk are to be found by solving the following problem 

max ] Γ Σ (xmi + * m i ) + Σ Σ ( + / ? „ * ß „ t ) . (13) 

m / n k 

3. Comparison of the G M E M and classical M E M solutions 

Comparison of the classical MEM (1) - (4) and the G M E M (7) - (10) is a question 

of great interest for the problem of image reconstruction from incomplete and noisy 

complex spectrum data. Using the G M E M for reconstruction of real non-negative 

distributions we seek unknown sequences in more general complex form. 

From expressions (6) and (13) it is seen that in the cases of the M E M and 

G M E M we have different dual optimization problems. Therefore it is expected that 

corresponding solutions for x m > / are also different. Difference between the M E M and 

G M E M solutions was successfully proved by simulation technique. One of the nu-

merous results, namely, for an object with two continuous gaussian-like components 

is shown in Fig. 1. As is seen, the classical MEM sharpens the smooth component 

of the object. In dual Fourier domain this fact relates to over reconstruction of 

spectrum. As is seen in the pictures, the G M E M allows to reconstruct image much 

closer to the object than the classical MEM. 

This phenomenon can be explained from the fact of appearance in the expression 

for minimized functional (13) of the additional term for zmy\ where dual variables 

ank and ßnk enter differently as compared with xmi (see (11), (12)) . It allows to 

include additional information (about imaginary part of an object) for finding ank 

https://doi.org/10.1017/S0074180900107624 Published online by Cambridge University Press

https://doi.org/10.1017/S0074180900107624


217 

Fig. 1. Comparison of the GMEM and classical MEM solutions, (a) object; (b) "dirty" 
image; (c) reconstructed one by the classical MEM; (d) reconstructed one by the GMEM. 

and ßnk into the process of solving optimization problem, which leads to more 

correct determination of the dual parameters. On the contrary, in the case of the 

classical MEM the information about the imaginary part of an object is not taken 

into account explicitly. 

There is analogy with Fourier transform here. Indeed, expressions for xmyi and 

z m > / can be rewritten as: 

Lxml = l n ( x m l ) + 1 = - Σ Σ ( a » * a m i + ßnkb%), 

η k 

Lzmï = \n(zml) + 1 = Σ Σ ( a " * 6 m l - / ?n*<4*) . 

η Jfe 

In the limiting case, when m , / , n,k = 1,...,JV, complex two-dimensional se-

quence (Lxmi, Lzmi) is coupled with complex two-dimensional sequence (<*„*, ßnk) 

via Fourier transform and (a n fc , / ?n fc ) is determined uniquely by {Lxmi,Lymi) and 

vice versa. 

Thus, for image reconstruction from incomplete Fourier spectrum it is more 

correct to seek solution in complex form (using the G M E M ) , even in the case 

of a real object because Fourier transform is one-to-one transform of functions 

determined generally in complex domain. 

4. Conclusions 

The maximum entropy method generalized for reconstruction of complex distribu-

tions is compared with the well-known for astronomers classical maximum entropy 

method. It is shown that the generalized MEM having different solution as com-

pared with the classical one, ensures much more exact reconstruction, so that its 

application to image reconstruction from incomplete and noisy spectrum data is 

more preferable even in the case of real distributions. 
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