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LIMIT THEOREMS RELATED TO A CLASS OF

OPERATOR-SELF-SIMILAR PROCESSES

MAKOTO MAEJIMA

1. Introduction and results

An R -valued (d ^ 1) stochastic process X= {X(t)}t>0 is said to be

operator-self-similar if there exists a linear operator ΰ o n R such that for each

c > 0

{X(ct)}=' {cDX(t)},

where = means the equality for all finite-dimensional distributions and

cD = exp{(ln c)D) = Σ 4r (In c)kDk.
k = 0 K '

We refer the reader to [HM1], [Sa] and [MM] for more information about

operator-self-similar processes. In the present paper, we show limit theorems re-

lated to a class of operator-self-similar processes, as a direct extension of [KS].

A probability distribution μ on R is said to be full if μ is not concentrated

on a proper hyperplane and a full distribution μ on R is called operator-stable if

it is infinitely divisible and there exist an invertible linear operator B on R and

a function b : (0, °°) —• Rd such that for all t > 0,

/ n\t ί.B* n\ ib(t) n ,— r^d

φ(θ) = φ(t θ)e , θ e R ,

where φ is the characteristic function of μ, B is the adjoint operator of B. μ is

called strictly operator-stable if we can choose b(t) = 0. In this paper, we always

assume μ is a full strictly operator-stable on R . However, Sharpe ([Sh]) showed

that if 1 is not an eigenvalue of B, then the operator-stable law can be centered

so as to become strictly operator-stable. Thus the assumption for the strict

operator-stability is not so restrictive. So, in the present paper, we always assume
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1 6 2 MAKOTO MAEJIMA

(1) φ(θY = φ(tB*θ), θ e Rd.

The exponent B is not necessari ly unique. Let ΛB — m a x {Re <τ : σ ^ σCB)} and

λB = min{Re σ: σ ^ σ(B)}, where σCB) is the set of all eigenvalues of B. Then it

is known ([Sh]) that λB > y and a full operator-s table measure μ can be classified

as follows:

(1) μ is Gaussian. In this case, B = iy / can always be taken as an exponent of μ.

(ii) μ is purely non-Gaussian. In this case, λB > ~κ. When μ is rf-dimensional

α-stable measure, we can take B = — /.

(iii) μ is general. Theorem 1 in [HM2] allows us to consider the Gaussian compo-

nent and the purely non-Gauss ian component separately.

In this paper, we focus on purely non-Gauss ian operator-s table laws, since

Gaussian case ( B = -^ I) can be handled similarly to [KS]. The representat ion for

the character is t ic function of purely non-Gauss ian operator-stable law with expo-

nent B is known as follows:

(2) φ{θ) = exp{i<0, c)

+ I γ(dx) ίe - 1 - t(θ, s x>IQ(s x)] —ds\,

where

S = {x €Ξ R r f : | | x || = 1 and || fx || > 1 for all t > 1},

Q= {χ^Rd:\\x\\< 1},

γ is a probability measure on S,

{ y ) is the inner product in R .

Let ZB be a purely non-Gaussian operator-stable random vector with expo-

nent B and let {ξ(k)}kGZ be i.i.d. R -valued random variables such that they be-

long to be domain of normal attraction of ZB, namely

(3) n~B Σ ξ(k) ^ ZB.
k = ί
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Let {Sn}ζ=0 be an integer-valued random walk independent of {ξ(k)} such

that

(4) ~^Sn^Za,
n

where Za is one-dimensional α-stable with 1 < a < 2. In this paper, we are con-

cerned with a sequence of dependent stationary random vectors {ξ(Sk)}™=0 and

study the asymptotic behavior of its cumulative sum

Wn= Σξ(Sk).
k=l

Kesten and Spitzer ([KS]) called this a random walk in random scenery when

d = 1, and proved that with a suitable normalization, W[nt] converges weakly to a

self-similar process represented by a stable integral whose integrand is a local

time.

To describe our theorem, we need some preliminaries. Let {Y(t)}t>0 be an

α-stable Levy process with right continuous sample paths such that the distribu-

tion of Y(l) is the same as that of Za in (4). Since 1 < a ^ 2, Lt(x), the local

time of Y(') at x, exists and we can take a version of Lt(x) (denoted by

Lt(x) again) which is continuous in (t, x). Let iZB(t)}tGR be an R -valued Levy

process independent of {Y(i)}t>0 such that the distribution of ZB(X) is the same

as that of ZB in (3). This {ZB(f)} is called an operator-stable Levy process or

operator-stable motion with exponent B. Each component {ZB (f)}, i = 1,2, * *,

d, of {ZB(t)} is also a real-valued (not necessary stable) Levy process. Hence the

stochastic integral

ω(f) = Γ

can be defined for each i as in [KS]. The R -valued stochastic process whose i-th

component is Δ (t) is denoted by

Δ(t) = f Lt(x)dZB(x),

where Lt(x) is a random scalar and ZB is a random vector.

Define Wt for t > 0 by

where [t] is the integer part of t Our theorems are the following.
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THEOREM 1. Let D = (1 \l Λ B. Then any finite dimensional

distribution of {n Wnt}t>0 converges to that of {Δ(f)}t>0. {Δ(f)}t>0 is operator-self-

similar with exponent D and has stationary increments.

The latter half of Theorem 1 is easily seen by the definition of Δ(t).

THEOREM 2. {n~ Wnt}t^0 converges weakly to {Δ(t)}t>0 in the space

d d

C([0, o o ) : R ) , provided that ξ(0) is symmetric in the sense that ξ(0) =

- ξ(0) when λB < 1 < ΛB.

The idea of the proofs of these theorems is found in [KS]. The only technical

difference in the proof of Theorem 1 comes from the fact that the characteristic

function of operator-stable random vector (eq. (2)) does not have a simple form

like that of one-dimensional stable random variable. This technical point can be

dealt with the basic relation (1) and observations given in Lemmas 4 and 7 below.

(Lemma 4 is trivial for the one-dimensional case.) The rest of the argument is ex-

actly the same as in [KS].

For the proof of Theorem 2, we need some estimates for the "tail" behavior of

the random vector belonging to the domain of normal attraction of operator-stable

law. It will be recognized as in [W] that in the multidimensional case P{\\ n ξ || £

A) should be estimated instead of P{|| ξ || ^ A). (See Lemmas 9, 11 and 12 below.)

The estimates presented here can also be applied to a functional version of

operator-stable limit theorem and other weak convergence theorem (see [M]).

We give here a brief remark on the extra condition of the symmetricity of

£(0) for the case λB < 1 < ΛB. When d = 1, this case (λB = ΛB = 1) corres-

ponds to the so-called Cauchy case where the index of stability is 1, and we often

assume some conditions related to the symmetricity of ξ(0). Such conditions are

needed for the estimates for the tail behavior of random variables. However, the

condition here is rather technical. The essential point would be whether 1 is an

eigenvalue of B or not. From this point of view, the extra condition in Theorem 2

might be weakened, although we do not try it in this paper.

We end this section with a remark about the i-th component Δ ι (t) of the

R -valued stochastic process Δ(i). If B is diagonalizable over R, then ZB (t) is

one-dimensional stable ([H]). Thus Δ (t) is nothing but the process appearing in

[KSj. Therefore it is self-similar. However if B is not. semi-simple, then ZB (t) is

not stable ([H]). Thus this process is not covered by [KS]. If B is not semi-simple,
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nor is D. Then it follows from Theorem 5.1 in [M] that Δ (t) is not self-similar.

Therefore the R-valued process Δ ι (f) is different from that in [KS].

2. Proof of Theorem 1

In the following, || || stands for the ordinary Euclidean norm.

The first step of the proof is to represent Wn as

(5) Wn = Σ ξ(Sk) = Σ Nn(u)ξ(u),
k=0 «eZ

where Nn(u) is the number of visits of the random walk {Sn} to the point u in the

time interval [0, n]. All that are necessary about the occupation time Nn(u) of

{Sn} and the local time Lt(x) are found in [KS]. We collect some of them which we

need later as lemmas. Consider the linear interpolation of Nn(u) as Wt as follows:

Nt(u) = N[t](u) + ( f - U])(N[t]+1(u) - N[t](u)).

For - °o < a < b < °°, define

T:(a,b)=l Σ i Nnt(u)
naa^u<nab

and

Γt(a, b) = f Lt(u)du.

LEMMA 1 ([KS]). For any tly t2, , tk > 0,

{Tn

tj{aiy b,), \<j<k)^ {Γt(ajy &,), 1 < < k ) .

LEMMA 2 ([KS]). For any p > \,

(6) sup E[Nn(u)p] = O(npa~h
ueZ

and

(7) P{Nn(u) > 0 for some u with \u\> An"} < ε(A) for n > 1,

where ε (A) —• 0 as A —> °° and ε (A) is independent of n.

In what follows, C denotes an absolute constant which may differ from one
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inequality to another. Let / = log φ, where ψ is the characteristic function of ZB

defined in (2). We are going to show three lemmas.

L E M M A 3 ( T h e j o i n t d i s t r i b u t i o n of Δ ( t ) ) . For any tv t2, . . ., tk> 0 and θly

Σ <θj9 Δ(φ}] = E [exp{jT/(£ Ltj(u)θ)du}}.

Proof. The assertion easily follows from the facts that

Lt(u)dZB(u) = lim Σ Lt(u")[ZB(u"+ί) — ZB(u")] w.p.l,

n-^oo ι=o

where 0 = u0 < ux < * * * is a suitable sequance satisfying

lim u"= °°, lim m a x ( ^ + 1 — w") = 0,

and that

as in Lemma 5 in [KS]. •

LEMMA 4. Let β = 1 when ΛB < 1 and let 0 < β < -r~ when ΛB > 1. Then

for any θx and θ2 ^ R , we have

I fiθ,) - f(θ2) I ̂  C{\\ θ, - θ21|(1 + II θ, II + II θ2 II) + « ( ? ! - θ2 f } .

Proof. By (2),

?i) - f(θ2)

= i<θx - θ2, c>

ΓΓ
{\\SBX}\<1}

- iiθι - θ2, s x>] — t
s

+ I 7uw I Lβ - β ] — ds.
s

Observe that if 0 < β < 1,
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s i

For, if I ξ1 - ξ21 > 2 , then U ~ e \ < 2 < | ξx - ξ2 \ . If | ξι - ξ2 \ < 2 ,

then

Thus we have

Recall that λB > ~κ since μ is purely non-Gaussian operator-stable with exponent

B. Hence

II B ||2

+ 2 I I 0 ! - 02II (II θ1 II + II ^2II) Γ r(<te) Γ ^ 4 ^ ds

+ 2a-n"lθι-θtr fr(dχ) f 1 ^

X
r(dx)

2

s

\s x r
S

2

On the other hand, since β < -7—,

fr(dx) f
JS J{\\sBx\\

Altogether we conclude the lemma.

L E M M A 5. For any tv t2,..., tk > 0 and θv θ2,..., θk ^ R ,

/ _D* k \ w Γ°° I k \

Σ fin Έ Nr,Λu)θj,)—• 1 / ( Σ LΛu)θλ du.
\ _i ^ / J-oo \ _1 ;' /

_ p * _Q 1_) 1 Jg»

Proo/. Since ^ = w α n a , we have, by the use of the relation (1),

Σj(n-D*ΣNntι(u)θl)

I _(i-J-) Λ, _ i B *

= Σ log ψ\n a Σ Nntj(u)n <* θj

= Σ rΓ« logφ (w"'1""' Σ iVBίi(M)^.).
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Thus it is enough to show that

(8) Σ n^fin^ Σ NnΛu)θ) - Γ / ( έ Lt.(u)θ) du.

The following argument is very similar to that in [KS]. For some small τ > 0
and large M, define

AnA = {u e Z: lτn« < u < (/ + l)τn«}, I e Z,

C/(τ, M, Λ) = Σ , n'-fίn'^ Σ Nnt.(u)θ)
\u\>Mτna ^ ; = l ' '

and

7(r,M,n)= Σ UW,/U"^/(^" ( 1"^^T Σ ΣNntj(y)θ)9
\I\<M x

 τnΈyeAnJj=i '

where | Anl \ is the number of integers in Anl. Then

/ : = Σ n"«/(n" ( 1"« ) Σ Nnt.(u)θ) - C/(r, M, n) - V(τ, M, n

= Σ
\1\<M U

Σ »-«f/(n-(1-±>ΣΛΓ(,,.(tt)0,

τna —»./'-*

Set, for a moment,

g, = Nntί(u) and h} = \ Σ Nntf(y).
τna y^An,ι

By Lemma 4,

E[\ l\] < C(2M + 1) I A n l I w~^ sup \E\n~a~~^ Σ (ft — h)

1 T- n ^ ft^/ M~ w ^ > j

L II ; = = 1 II J }

Γ , . l > / Γll k | | 2 η \ l / 2

< CMτ
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( 1 / r II k Ί k \^^

n"α"«HEU Σ (gt-h,)2] Σ||0,|Π

(l + ^ ^ - ^ f Σ ^ Σ I I ^ I I 2

+ »- 2 < 1-^>£[ΣAJ]ΣH(?,IP) 1 / 2

+ ,-i'(£[Σ(^-/,)2]Σ||^||f2}
In [KS], it is proved that

sup E[\ gj - hj |2] < Cτa~ιn~^.

Also by (6) in Lemma 2,

sup

Hence we have

CM

As to £7(r, Λf, n), as in [KS], we see that for large n and for each η > 0, we

can take Mr so large that

PiUiτ, M, n) Φ 0} < η.

Recall α > 1. Then take τ so small that

Then we can conclude that for such r, M and large n,

(9) P{ Σ /(«~D* Σ Nntι{u)θ}j - V(τ, M, n) > η] < 2η.

By the above consideration, it is enough to show the convergence of V(r, M, w)

in order to prove the lemma. By the use of the notation and the statement of Lem-

ma 1, we have

V(τ, M, n) = Σ • L 2 T i /(7 Σ ^(/r,
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which, as w-> oo, weakly converges to

(10) τ Σ / Σ - / Lt{y)dyθλ,
\1\<M V = l Γ ^/r 7

where we have used j • r.

Finally, the continuity of Σj=ιLt. {u)θj as a function of u and the fact that

LtX') has a.s. compact support imply that as τ—»0 and M—* °°, (10) converges

to

Γf(ΣLt.(u)θ)du.

This together with (9) shows (8), completing the proof of the lemma. ED

We now return to the proof of the theorem. Denote the characteristic function

of ξ(u) by

λ(θ)=E[ei<θ *iu)>], θ<ΞRd.

Then by (5)

In:=E[exp{iΣ<θjfn-DWnt>}}
L V. ; = 1 J J

= E fexpft Σ <θit n~D Σ Nnt.(u)ξ(u)>}]

(li) = £ ί π x(fΓD* Σ JV^XM) e ;)l.

We need more lemmas.

LEMMA β.

lim sup Nn(u)n~ θ = 0 in probability.
n-+ oo «eZ

. By (6) and (7) in Lemma 2, we have for some p > 1/

< P{Nn(u) > 0 for some u with | « | > Ana)

+ p\ sup Nn(u) | |«"β*6Ί|> η\
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Σ
\u\<An° Tj

= e{A) + Σ . - 7
\u\<.Arfi ϊ]

(12) =ε(A) + O ( Λ « | | W " « ^ | Γ ) .

Since for any ε > 0,

if we take p such that — (λB — ε)p < 0, the last term in (12) converges to 0

for fixed η and A. If we next let A tend to infinity, then the desired conclusion fol-

lows. D

LEMMA 7 (Lemma 6.1 of [MM]). Under (3), log λ(θ) - log φ(θ) as θ~+ 0.

We now return to (11). By Lemmas 6 and 7,

lim In = lim E \ Π φ (rΓD* Σ Nnt(u)θ)}

= lim E [expf Σ fin'* Σ Nnt(u)θ)X\
w-oo L l w e Z \ j = 1 > / J J

= £ [expί f / ( Σ LtXu)θj) du}} (by Lemma 5)

= E [exp[t Σ <6>y, 4(fy)>J] (by Lemma 3).

The proof of Theorem 1 is thus completed.

3. Proof of Theorem 2

We prove the tightness of {n~ Wnt) by showing that for each T > 0 and any

η > 0

(13) lim lim sup P{ sup || A" - Δn

s\\> η} = 0,
n^oo 5 I o 0<ί,s<T

lί-s|<δ

where Δt = n Wnt. To this end, as in [KS], we first approximate Δn

t by Δt plus a

linear function £ w ί such that Δn

t has the second moments, En are bounded and
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lim sup pfsup IIΔ* - Δ* - EJ || > -̂  77} < -J,

and then use Kolmogorov's moment criteria for Δ*.

For any ε > 0, choose large A such that ε(AT a) ^ -j, where ε( ) is the one

defined in (7) in Lemma 2. Then we have

(14) PiNnt(u) > 0 for some \u\> An" and t < T}

< P{Nnt(u) > 0 for some \u\> AtM

< ε(AT~h < j .

We need several lemmas, where we always assume (3). For notational simplic-

ity, we write ξ for ξ(0) in the following. Let

cn(G) = nP{\n~Bξ\\ e= G), G e » ( (o , oo)),

M(F) = fγ(dx) ΓIF(sBx)\ds, FE8(R d \
Js Jo s

and

c(G) =M({χ:\\x\\e G » , G e « ( ( 0 , oo)).

Note that under (3), by the general central limit theorem for infinitely divisible

laws in Rd (cί. Proposition 1.8.17 in [JM]),

nP{n~Bξ<ΞF}-+M(F)

for every Borel set F which is bounded away from the origin and M(dF) = 0, and

(15) lim lim sup n f <θ, xΫ P{n~Bξ e dx) = 0, θ e Rd.

(Recall that we are dealing with purely non-Gaussian case.) Assume for a moment

that || || is the "invariant norm" of [HJV]. In their norm, c({y}) — 0 for each

y > 0. Then by eq. (7) in [W], we have

LEMMA 8. For every y > 0,

cn(ly, <*>))-* c([y, oo)).

LEMMA 9. (i) Let p > 0. Then
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f* P

sup I y2cn(dy) < oo.
n u0

(ϋ)

X ε

 2

y cn{dy) < oo.

Proof. Suppose {θlf . . . , θd) is an orthonormal basis for Rd. Then || x ||2 =

Σ f = 1 (θif x) . Since

Γ' y2cn(dy) =n f \\x \\2P{n~Bξ e rfx},

we conclude the lemma by (15) with θ = θv.. .> θd. Π

LEMMA 10. Lei p > 0.

(i) / / ^ >Ί,

p

<
Γp

I

(ii) 7/yl̂ B < 1, then

I yc(dy) < oo.

Proo/. We have

c((y, oo)) = M ( { j ; : | U | | > y } ) = fγ(dx) Γ I[\\ sBx\\ > y]

Note that for any δ > 0 there exists Cx > 0 such that

(16) h Q if s > 1.

By the use of (16), we have

c((y, oo)) < f l[s > C2y
mλB~δ)λ \

Jo S

Z

i Γ J-Γ \ r* I

J
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for some C2 > 0.

(i) As z/-> 0, I2(y) = 0(1) and I,(y) = O(y~ι/iλB~δ)). If λB > 1, we can find

Γp

δ > 0 such that l/(λB — δ) < 1. Thus I c((z/, °°))ώ/ < °°, which concludes

(i)

(ii) A s z / ^ o o , ^(z/) = oil) and 72(z/) = O(z/"1 / ( Λ β + δ )). Thus, if ΛB < 1, we

have I c((z/, °°))dy < °°, concluding (ii). Π

LEMMA 11. Let p > 0. If λB > 1, then

sup I ycn(dy) < °°.

n J0

Proof. It is obvious that for every n > 1

I ycn(dy) < °°,

and also

Γp

ycidy) < oo

b y L e m m a 1 0 (i). Note t h a t cM( ) a n d c(') a r e L e v y m e a s u r e s on ( 0 , p), n a m e l y

X P f*P

(y2 Λ \)cn(dy) < oo and I (y2 Λ l)c(dy) < °°. Hence, by Lemmas 8 and 9
Jo

(ii), a convergence theorem of infinitely divisible laws (cf. Corollary 1.8.16 in [JM])

implies that the characteristic function

f M : = e x p f j f " {eι* - l)cn(dφ], Θ ^ R

converges to

f{θ) := exp{ Γ (em l)c(dy)}, θ e R.

Thus

lim Γ U l f l ϊ ί -
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exists. This together with Lemma 9 (i) concludes the lemma. EH

LEMMA 1 2 . Let p > 0. If AB < 1, then

sup J ycn(dy) < °°.
n p

Proof We first show the statement when ξ is symmetric. Let ε > 0, and

choose a so large that

2P nB Σ ξ(k) > a\ < ε for all n,

which is possible by tightness, (see eq. (3)). Thus

2P[ n~B Σ ξ(k) \>y)<ε for all 2/ > a and for all n.

Since {ξ(/c)} are symmetric, we have

p[ max || n~Bξ(k) \\>y\ < 2p{ | /?"β Σ ξ(k) | > z/}.

Thus

IlldX || 71 ζ\rίj | | - ^ Z/j

= 1 - PJ max || w"s6(/c) || > y]

< 1 - 2P{| nB Σ ξ(k) I > y)

so that, for any y > a

nP{\\ rfBζ || > y) < n \ 1 - [l - 2

since for a fixed ε < 1,

B

nil — (1 — x)1/n} < i x, for any 0 < x < ε.
i — ε
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Hence

sup Γ nP{\\n~Bξ\\ >y)dy
n Ja

^ T^ΓTSup Γ P\\ nB Σ ξ(k) I > y) dy
i ε „ j a in k=1 ιι )

By Theorem 3 in [HVW], if || || is the ordinary Euclidean norm and ΛB < 1,

E n* Σ

and hence

sup I nP{\\ n~Bξ \\ > y)dy < oo
n Ja

for the "invariant norm" as well as for the ordinary Euclidean norm. This implies

sup I ycn(dy) < oo.
n Ja

On the other hand

I ycn(dy) —• I yc(dy)

by Lemma 8, thus we conclude

sup I ycn(dy) < oo

n Ja

when f is symmetric.

It remains to prove the lemma for the non-symmetric case and the following

argument is a standard desymmetrization. For general ξ, let ξ' be an independent

copy of ξ. Since ξ — ξ' is symmetric, we have shown

sup Γ nP\\\ n~B(ξ - f) || > %\dy=:K < oo.

Let
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gn(z) = f np\\\ n-B(ξ - z ) \ \ > ξ}dy.

Then

sup £[&(£')] = K.
n

Let b be so large that J?{|| ξ || > b) < ~κ. Also let

Bb= {χ^Rd:\\x\\< b)

and

Gn= {z ^ R": gn(z) <3K).

Then Bb is not contained in R \ Gn, because if it were, we would have

K = sup E[gn(ξ')] > sup E[gnWl[? e β,]]

> 3 i f £ [ / [ r e Bb]] = 3KP{\\ ξ\\<b) >jK,

which is impossible. Hence Bb Π Gw Φ φ. Let zn ^ Bb f) Gn for each n > 1. Since

|| zn || < δ, we have

ΓnP{\\n-Bξ\\>y}dy<gn(zn)

for large n. Since ^w(>εw) ^ 3iί, the proof is complete. D

Remark. Lemmas 9-12 have been proved for the "invariant norm" of [HJV].

However, the compatibility of all norms on R implies the same conclusions for the

ordinary Euclidean norm.

LEMMA 13. If AB < 1, then E[\\ ξ ||] < oo and E[ξ\ = 0.

Proof. The first part follows from Theorem 3 in [HVW]. The second part can

be shown by the same way as in the one-dimensional case. EH

By Lemma 8, we can find a p such that for all large n

(17) (2An« + 1)P{|| n~«Bξ \\> p) < j ,
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for the "invariant norm". By the compatibility of all norms on R again, the same

observation also follows for the ordinary Euclidean norm. In the following, once

again the norm || || stands for the ordinary Euclidean norm.

Set

~ξ(u) =ξ(u)Il\\n-«Bξ(u)\\<p],

Nn(u)~ξ(u)]
J

and

Δ* = n'D Σ Nnt(u)Cξ(u) ~
weZ

Again, for notational simplicity, we write | for | ( 0 ) in the following.

LEMMA 14. We have

(18) \\ E[n'-Bξ]\\ =

provided that ξ is symmetric when λB < 1 < ΛB.

Proof. When ξ is symmetric, the left hand side of (18) is 0. Hence it is

enough to consider the case λB > 1 or ΛB < 1.

When λβ > 1,

sup nΈ || E[n~^Bξ] \\
n

= sup «« II E[n-«BξI[\\ n-«B

n

sup I ycni/a(dy)
n J0

< oo

by Lemma 11.

When ΛB < 1, by the use of Lemmas 12 and 13,

sup nΈ\\ E[n~Έ ξ]\\
n

— —B --B

= sup na \E[n a ζl[\\ fi a ζ II -
n

= sup nΈ || E[n""BξI[\\ n~^Bξ \\ > p]]\\
n

< sup / ycnva{dy) < °°.
n JP

This concludes the lemma. •
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Let us return to the proof of Theorem 2. We have by Lemma 14,

II M M !/? Γ - 1 1 1

II En II = I w « » " « * £ [ Σ Nn(u)ξ(u)\ |

= I fΓ^EivΓ^'ξiE^ Nn(u)}\

= n~a~^)O(n~'h(n + 1) = 0(1).

We also have

= n~D Σ Nnt(u)[ξ(u) - (KM) - £[?(«)])] - n~DE [Σ Nn(.u)ξ(u)] t

= n~D Σ Nnt(u) [f («) - | ( M ) ] + n~D Σ Nnt(u)E[ξ(u)]

~n-DE[Σ Nm(u)ξ(u)]t

(19) = n~D Σ Nnt(u)[ξ(u) ~ K M ) ] + <?„(*),

where by Lemma 14 for t < T,

|| Qn(t) || = | | n ~ D E [ ξ ] ( n t + 1 - (n-

It follows from (14) and (17) that

Pi Σ Nnt(u) [£(«) - K M ) ] Φ 0 for some t < T]

< P{ξ(u) Φ ζ(u) for some \u\ < Aή«}

+ P{Nnt(u) > 0 for some \u\> An" and t < T)

< (2An« + 1)P{| n&ξ || > p) + j < | .

Hence by (19) for any η > 0,

(20) lim sup pίsup || Δ" - Δ" - Ent || > «• r?} < w.

n-+°o tt<τ Z J Z

We finally show

(21) E[\\Δn

t-Δn

s\f]<C(t-s)2-«.
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If we could show (21), the relation (13), with the respective replacements of Δ"

and ϊ] by Δt and τ>-, would follow, and it together with (20) implies (13). We have

(22) EIW -Δ:^

= E \\\ nD Σ (Nnt(u) ~ Nns(u))CHu) - £[£(«)]

= Σ E Wnt(u) - Nns(u))21 n - 2 ' 1 - ^ ! ! »-**(!(<>) - £[l(0)]) II2]
weZ

< Σ E[(Nnt(u) - Nns(u))2] n

where
-L -±-B~ ||2 —

sup na E[\\ n a ξ \\ ] = sup na

n n

X P 2

y cnva(dy) < oo
/*

by Lemma 9. On the other hand, Kesten and Spitzer ([KS]) showed

(24) Σ E[(Nnt(u) ~ Nns(u))2] < C[(t - sin]2'*.

Thus (21) is given from (22)-(24) and the proof is completed.
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