
NEW APPROXIMATIONS FOR WIENER INTEGRALS, 
WITH ERROR ESTIMATES 

H E N R Y C. FINLAYSON 

1. Introduction. The principal theorem of this paper, a generalization 
of a theorem given by R. H. Cameron (2), provides a means of approximating 
certain Wiener integrals to any desired degree of accuracy by an (n + l)-fold 
Riemann integral with sufficiently large n. The generalization is in the use of a 
general complete orthonormal set of functions, whereas Cameron's paper used 
only the odd harmonic set. 

Let C be the class of real-valued functions x(t) defined on [0, 1] and such 
that x(0) = 0 and which are continuous except perhaps for one left continuous 
jump. Let C be the class of continuous members of C'. Finally, let {an(s): n = 
1, 2, 3, . . .} be a complete orthonormal set of right continuous functions of 
bounded variation on [0, 1] and normalized to vanish at 5 = 1, and let 

Jut = J ( J <xt(s) ds) dt. 

In order that f cF[x(-)]dx can be approximated by the techniques of this 
paper, the existence of a certain (n + l)-fold Riemann integral with integrand 
dependent both on F and on the as mentioned above is required. This condition 
being satisfied, F is given a third-degree "Taylor's expansion with remainder." 
Specifically for each x0(-) £ C, there are assigned functions 

Ki(x0(-)\ su . . . , St), i = 1, 2 , 3 , 

which are right continuous and of bounded variation (4, pp. 345-7) in any 
3 (J ^ ï) °f t n e variables for the other i — j variables fixed. (In the integrals 
written belowr, the symbol Jl is used rather than fl (i) JJ and d(i) replaces the 
usual d subscripted with i subscripted s's.) F[x0(') + x(-)] is, for each pair 
[xo(-),x(')] 6 C X C", written as 

F M - ) + *(•)] = 
3 r*l 

the above equation defining Q[xo(-), x(-)]. The right side of this equation is 
called the third-degree Taylor's expansion of F with remainder about x0(-)-
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If Q satisfies the relation 

l < 2 M 0 , * ( - ) ] | < ^ { J [x(s)]2dsj exp^B J o [x0(s)]2ds + B ^ [x{s)f dsj 

with 0 < B < 7r2/12, and if the set of as satisfies an extra condition (shown 
to hold for all Sturm-Liouville sets (4, vol. 2, p. 272), the Fourier sine, and the 
Haar set) it is shown that the error of the approximation is 

V ] C yi.i) y 
\i=n+l / 

0^ __ 
n+1 

and in fact a specific estimate is given for the error. It is also shown that the 
order 

o( É yu) 
=w+l 

for the error is the best possible for general sets of a's satisfying the extra 
condition. In certain cases, however, it is shown that the error of approximation is 

\ i=n+l / 
0 

\i=n+l 

2. Notation. Let {an(s): n = 1, 2, 3, . . .} be a complete orthonormal set 
of functions of bounded variation on [0, 1] normalized to be right continuous 
and to vanish at s = 1. A slight modification of a result in (5, p. 356) shows 
that an(s) can be decomposed into its increasing and decreasing components 
an

(1) (s) and an
{2) (s), each also normalized in this way. Consider the measurable 

space (0, 1] with the cr-ring generated by half-open intervals 

(a, b]: 0 < a < b < 1. 

To a, b] assign the signed measure an(b) — an(a). Thus for 0 < p < q < 1 
there exists, for any function Radon measurable for aw

(1) and aw
(2) (of course 

Borel measurable will suffice), the Radon integral 

f(s)dan(s) 

(defined as the difference 

f f(s)dan
W(s)- f f(s)dan

m(s) 

of Lebesgue-Stieltjes integrals). This Radon integral will also be denoted by 

f(s)dan(s). 

Again, a slight modification of a result in (5, p. 339) proves (via the above-
mentioned decomposition of the integrator) that if f(s) is bounded and Radon 
measurable and if 

ff(s) dan(s) 
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exists as Riemann-Stieltjes, then so does it as Radon and the two interpreta
tions yield the same value. The prefix R.S. will sometimes be used to emphasize 
that an integral is to be interpreted as Riemann-Stieltjes. Now x(s) € C is 
bounded and Borel measurable, so cn can be defined by 

Let 

cn = — I x(s) dan(s). 

M) = I cen(s) ds for / 6 [0, 1]; n = 1, 2, 3, . . . , 

( i\ = ^ for 0 < «s < * < 1, 
p[S,) l 0 f o r 0 < / < 5 < l , 

n 

xn(t) =Y,CiPi(t), n = 1,2,3, . . . , 

n 

*»(£,*) = E f c i 8 i ( 0 , « = 1 , 2 , 3 

7,.i = f M O &(*) * , *,j = 1, 2, 3 

*(«:) = ^ ^ e x p C - ^ 2 - . . . - ^ 2 ) . 

I t is to be noted that for p(s, t) considered as a function of /, the result 

pn(s, t) = £ «,(5) /*,(*) 

can be obtained as follows. 
For fixed «s, let p*(s, 0 be p(s, /) modified to be right continuous at s. Then 

J»l s*s pi 

p(s, t) da&) = p(s, t) dat(t) + p(s, t) d<xt(t) 
0 •/() *J s 

= R.S. j pO, t)dat{t) + I p*(s,t)dat(t) 
Jo J s 

(because p(s, /) is continuous on [0, 5] and p(s, t) = p*(s, /) on (s, 1]) 

= R.S. J p(s, t) dat(f) + R.S. j p*(s, t) dat(t) 

(because p*(s, t) is continuous on [s, 1]). 
Integration by parts gives at once the result 

J p(s, /) doLi(t) = —at(s). 
0 

Again, in connection with ^-dimensional Radon integrals, it is to be noted that 
the symbol Jo1 is used rather than Jo1(n)Jo1 and that the usual d subscripted 

https://doi.org/10.4153/CJM-1967-006-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-006-1


WIENER INTEGRALS 61 

with n subscripted s's will be replaced by dçn). As another abbreviation the 
expression 

£G(fti),n)dnn 

will be used in place of 

/» oo /» oo 

(n) enQ-)G(f($),n)dh...dtn. 

If F[x{')] is defined on C and the expression has meaning, we define 

«'-co 

and if F[x(*)] is defined on C and the expression has meaning, we define 

MF) = \ £ j V t v M S , •) + P(*. O A / 2 - p-(5, - ) /V2] 

+ W - t t , •) - P(S, 0 / V 2 + pn(s, -)/V2]} dsdnn. 

3. The principal theorem. The main results of the paper are contained 
in the following theorem and its corollary. 

THEOREM 6. Let F[x(- )] be defined on C and integrable on C and be such that 
Jn(F) exists as a finite quantity. For each x0(- ) € C let 

Ki(x0(-)\sh . . . ,st), i = 1,2,3, 

be right continuous and of bounded variation (4, pp. 345-7) in any j (J < i) of 
the variables for the other i — j variables fixed. For each pair [XQ ( • ), x ( • ) ] G 
CX C let 

3 pi 

(3.1) P[xo(-),x(-)] = F [ x o ( ' ) ] + E x(s1)...x(si)dii)Ki(x0(-)\sh...,si). 
*=l«/0 

For each pair [x0 ( • ), x ( • ) ] G C X C ZeJ Qfco ( • ) ,x ( • ) ] be defined by the equation 

(3.2) F[xo(-) + x(-)] = P W - ) , * ( ' ) 1 + Q M - ) , *(•)]• 

7%ew 

JV[*(-)]<** = 7 . (70+ €» 
where 

- | / o W » & -),P(*, 0/V2 - P"(5, -)/V2] 

+ Ql+»& •). -P(*. 0/V2 + p'(s, -)/V2]) <fcj <*/•». 
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In particular, if Q = 0, en = 0, and if 

lG[*i(-) ,*(-)] | < A {j\x(s)[2dsjexp{B j\xo(s)]2ds + B j\x(s)]2ds\ 

with 0 < B < -n2/l2, then 

|e.| < [ ^ / ( 1 5 2 ) / 4 ^ ^ [ s e c V ( 3 5 ) ] ( £ T , , J 
M=n+1 / 

+ J ,4V[secV£] fo{ J\P(S, t) - pn(s, t)]2dtj2 

X e x p | | J o \p(s, t) - pw(5, /)]2 dtj ds. 

COROLLARY. If F[x(- )] satisfies the conditions of Theorem 6 awd ?/ 

for N = 1, 2, 3, . . . awd all s G [0, 1] (this condition holds for all Sturm-
Liouville sets of a's) (4, 2, p. 272), /Aew Ln exists for n = 1, 2, . . . , ze/Aere 

Moreover, 

Ln = lim f \ f £ «<(*) 0<(O * ( &" 
iV-̂ oo «^0 V t /o L î = n + 1 J / 

M=n+1 / 
Kl < [ V(l^)/4]A ^ [secV(35)] 

\2 ; + 14 V[secV£] exp{£(l + MY/2)Ln 

and a crude estimate is provided for Lp by 

In particular, if 

then 

/ oo \ 1+a 

Ln = 0\ 2 7 i . J wAere 0 < a < 1, 

/ oo \ 1+a 

M = o( X) 7<,<) -
\i=n+l / i=ra+l 

Theorem 1 (2, p. 118, Theorem 3) and Theorem 3 (which is proved by means 
of Theorem 2; both Theorems 2 and 3 appear in Cameron's unpublished notes, 
though the proofs in this paper differ from Cameron's) as well as Theorems 
4 and 5 of the present paper are the main results used in the proof of Theorem 6. 
The corollary to the theorem is proved by means of Lemmas 3.1 and 3.2. These 
theorems and the lemmas are stated below, after which proofs of Theorem 6 
and its corollarv follow. 
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THEOREM 1. Suppose that F[x(-)] is, for x(-) Ç C, of the form 

3 /»1 

F[x(-)] = K0+J^ x(si) ...x(si)d(i)Ki(sh...,si) 

in which the KfS are right continuous and of bounded variation (4, pp. 345-7) 
in any j (j < i) of the variables for the other i — j variables fixed, and where the 
integrals are understood to be Radon integrals. Then 

JF[x(-)) dx = ljo {F[p(s, -)/V2] + F[-p(s, -)/V2]} ds. 

THEOREM 2. Let F[x(- )] be bounded and continuous in the Hilhert topology in 
the space C. Then 

lim In(F) = fF[x(-)]dx. 
n->oo *Jc 

T H E O R E M 3. If F[x{-)] <E Lx (C), then 

fF[x(-)]dx = P (F[X(-) - *"(•) + *„& -)]dxd^n. 
•J C « J -co *> C 

THEOREM 4. 

r{ f\x(t) - xn(t)fdtYdx < ̂  ( Ê 7*,*y. 
THEOREM 5. For fixed i £ {1,2, 3}, let H (tu • • • , tt) be right continuous and 

of bounded variation (4, pp. 345-7) in any j (j < i) of its variables for the other 
i — j variables fixed. Then there exists N(s\, . . . , st) of bounded variation and 
right continuous such that for all x(t) £ C 

I [x(/i) - xn(h)] . . . [x(tt) - xn(tt)} d(i)H(th . . . , tt) 
Jo 

is of the form 

J x(si) . . .x(st) du)N(sh . . . ,st). 
o 

(The integrals are to be interpreted as Radon if x(t) £ C — C and as either 
Radon or Riemann-Stieltjes if x(t) £ C.) 

LEMMA 3.1. Let \ai(s), a2(s), m(s), . . .} be such that 

I X] « iW pt(t) \ dt < M for n = 1,2,3, ... and all s G [O, 1]. 
Jo L i=i J 

Then 

(i) f [Pn(s, t) - P(s, t)fdt < (1 + VM)2, 
Jo 

(ii) f I E ««(*) 0,(0 dt < 4M, 
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M N "l2 ) 2 °° 

£ at(s)^(t) \dt\ds<WY, 7M, 
(iv) lim I \ I ^ cti(s) (3{(t) \dt( ds exists and equals 

J0
1{X 1 [ p ( 5 ' / )~p" ( 5 , / ) , ,*} i ' f o-

LEMMA 3.2. 77z£ condition required in Lemma 3.1 is satisfied by all Sturm-
Liouville sets of as. 

The proof of Theorem 6 follows. Since 

i k t t . O e C , [*(•) - * " ( • ) ] € C, and[p(5, . ) / V 2 - P W ( 5 , -)/V2] € C 

for fixed £i, . . . , £n, it follows from (3.2) that the replacements below of F s 
by sums of P's and Q's are valid. Since F[x(- )] Ç L (C), Theorem 3 applies to 
yield 

(F[x(-)]dx= p f F [ ^ ( f f . ) + ^ ( - ) - - ^ ( - ) ] ^ ^ n 

or 

(3.3) (F[x(.)]dx= r f {P [*»&0 ,* (0 -**(•)] 
•^C « ' - c o *^C 

Now since F[x(*)] Ç Z(C) so that 

and since by assumption Jn(F) exists as a finite quantity, i.e. 

(3.4) £ J { J/fe(£. •) + Pis, 0/V2 - p"(s, -)/V2] + /?[*,({, •) 

- p(s, -)/V2 + p"(s, .)/V2]}<fcdp» 

exists as a finite quantity, consider en which by definition is given by the 
second member of the following equations (the third member follows from 
(3.3)): 

(3.5) tn= jF[x(-)]dx 

- J 3 / 0 W B & •) + P(s, -)/V2 - P
n(s, -)]/V2] 

+ F[*„(£, •) - P(s, -)/V2 + P
n(s, -)/V2]\ dsd^n 
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-\ £ jVwwtt, •), P(S, -)/V2 - P
n(s, -)/V2] 

*/-oo L «/c 

+ Q[*n& - ) , P ( * , 0 / V 2 - P
w(5, . ) /V2] 

+ P[*,(É, •)• - P(*, 0 / V 2 + pn(*, 0 / V 2 ] 

+ Q[+n& '), ~P(S, ')/V2 + pn(Si -)/V2]} ^ ^ n 

- | JoW.ft. O.pfe 0/V2 - Pn(̂ , 0/V2] 

+ ( ? l i & - ) , P ( * . 0 / V 2 - pn(5, - ) /V2] 

+ P[*«& . ) , - P(*, -)/V2+pn(s, - ) /V2] 

+ Q[*.(É, •) - P(5, 0/V2 + pw(5, -)/V2]}^J^n. 

The combining of the two integrals on Rn in passing from the second to the 
third member of (3.5) can be justified by the finiteness of Jc F[x(-)] dx and 
of Jn(F). It will now be noticed that the fact that Jc F[x(-)] dx and Jn(F) are 
each finite implies that in the last member of (3.5) the integral on C and the 
integral on [0, 1] are each finite for almost all £i, . . . , £ « G Rn. Also, it follows 
from Theorem 5 that P[^n(?» •)» x(') ~~ #n(*)] is, for fixed £i, . . . , £ » € Pn , a 
functional satisfying the hypothesis of Theorem 1. Now it can be shown that 
if G[x(-)] is a functional satisfying the hypothesis of Theorem 1, then 
G[Ap(Sj •)] is measurable and bounded in 5 on [0, 1] for each constant value 
of A (for a proof one can assume without loss of generality that A > 0 and K t 

is monotonically decreasing in all of its arguments for each i). Thus the 
integrals (in s) involving 

P[+n(è, 0 . =F P(S, - ) /V2 ± Pn(s, • ) /V2] 

in the last member of (3.5) can be combined and then, by Theorem 1, cancelled 
with the integral (with respect to x) of P[^n(£, •)>#(*) — xn(-)]. Thus there 
follows 

- | J/QI^tt, -),P(*, -)/V2 - p-(s, -)/V2] 

+ W„ft, •) - P(s, -)/V2 + P"(5, -)/V2]) ds}<W 
If 

I Q M - ) , * ( • ) ] ! < ^ { j W t f d s j - ' e x p J B j\xo(s)f ds + B J\x(s)]*dsf, 

https://doi.org/10.4153/CJM-1967-006-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-006-1


66 HENRY C. FINLAYSON 

there follows 

(3.6) Jc-J < A J " [ J"{ j\x(s) - xn(s)f dsjexp^B §\tn(k, s)f ds 

+ B J\x(s) - xn(s)]2dsjdx + (2/2) Jo | J" [P(s, t)/V2 

- pn(s, t)/V2]2dtjexp^B £[*.& t)]*dt + B J\P(s, t)/V2 

-P
n(s,t)/V2]2dtjdsjdnn. 

Now 

(3-7) XL [${ l![x(s) ~ x"(5)]2 dsYexp{B £[u^5)]2ds 

+ i? J [x{s) — xn(s)]2ds} dx dnn 

(the complete notation for w-fold integration now being used) 

= XI{n) XI X{^ktt)]2[ Jjx(s) - x " ( 5 ) ] 2 

X V[en(m exp B ^ {[*,($, s)]2 + [«(5) - xM(s)]*}<fc Jd* dfc . . . df. 

< 3T L X" (W) JT J ^ L X [X{-S) ~ xn^ds\ dxd^ • • • #«J 
x T L XI{n) XI X/nfô exp{35 J!^"^'s)]2 

+ [x(s) - xn(s)]2}dsjdxd^ . .. dHnj 

(because of the Holder inequality) 
= 'V\ XL SJ*® ~ xn(s^dsjdxj 
x 3y {XI {n ) XI Xyk ( ? ) ] exp W fo[xf,n(i s)+x(s) - x"(srfds} 
X VMt)] expj^y J o [*(*) - xn{s) - ^ ( J , s)[2<fc}dx d& . . . d£, j 

(because a2 + 62 = [(a + Ô)2 + (a - è)2]/2) 
(compressed integration notation again used) 

< 3 / | / | J*[ J [x(s) - xre(s)]2dJ dx\ 

X 6 / | / [ j j expJ3B J" [*(*) - xB(s) + *„(£, s)]2 dsj dx dy.n 
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X « y [ £ Jexp\sB f [-x(s) + xn(s) + *,({, s)]2<fc}&rfM»J 

= 3 / j / | J | J W ) - Xn(5)]2^J dxj 

X 3/ j / [ £ ° J e x p | 3 5 J* [*(*) - xK(s) + *„({, *)]2<fc} d x i ^ J 

(because if G[x(-)] is integrable, so also is G[—x(«)l and the integrals of the 
two are equal) 

= 3 / j / j J l J [x(s) - xn(s)fdsfdx} i /j/l JexpJ35 J [x(s)]2<fr} dx] 

(because of Theorem 3) 

= ^/[secV(35)] 3 / | / | J | J [*(*) - xB(s)]2dsJ d x | 

Also 

cL «JO 

(because of formula (4.15)). 

(3.8) £ ° expji? J j ^ f t , t)f dtj di^ J o [ J j p ^ , t)/V2 

- P
n(s, t)/V2]*dtj expj^ f [p(s, 0 /V2 - P"(S, t)/V2]2dtjds 

= f £ ° expjfS J [*„({, *)]2 d*} dp.» dx x | J o { J [P(s, t) - pn(5, <)]2 dtj 

X expjf J^Ipfc, 0 - P
n(s, t)f dtj ds<\ j £ expjs j\u£, <)]* dt 

+ B £[x(s) - xn(s)]2 dsj dfin dx X f { J" [p(s, 0 - pn(s, t)f dtj* 

X expjf j\p(s, t) - P
n(s, t)f dtj ds 

(note integration notation again) 

< \ y [ £ J expJ5 £[Mi, s) +x(s)~ xK(s)]2 ds} dx dp,„ 

X y [ J " J expjs J* [-x(s) + x"(s) + *„(£, s)]2 ds} dx dp,„J 

X £ { J^M*, /) - Pn(s, t)f dfjexpjf J\P(S, t) - P
n(s, t)f dtj ds 

— - \wp\B I [x(s)]2ds} dx 
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X J o j f\P(s, t) - pn(s, t)f dtjexp\j j\p(s, t) - pn(s, t)f dt\ ds 

= \ VlsecVB] £{ J\p(s, t) - P
n(s, t)f dtj 

X e x p | | J o [P(s, t) - pn(s, Of dtf ds 

(because of formula (4.15)). 
From (3.6), (3.7), and (3.8) there now follows 

(3.9) \tn\ < A v / [sec v
/ (35)] 3 / | / | J \ J [x(s) - xn(s)]2 ds\ dxj 

+ \ AV(secVB) J o | J\p(s, t) - pn(s, t)[2dtj 

X e x p j f j\P(s, t) - pn(s, t)f dt\ ds. 

Theorem 4 provides the estimate which, when substituted into (3.9), completes 
the proof of Theorem 6. 

The proof of the corollary is as follows: From Lemma 3.1 (i), 

(3.10) e x p j l j'lpis, t) - pn(s, t)f dtj < e x p j f (1 + VM)2j . 

Then, from the estimate for \en\ in Theorem 6, from Lemma 3.1 (iv) and from 
(3.10), the asserted inequality concerning \en\ follows. Lemma 3.1 (iii)provides 
the crude estimate required and Lemma 3.2 proves the parenthetical statement 
of the corollary. 

4. The proofs of Theorems 2 to 5 and of Lemmas 3.1 and 3.2. First 
a sequence of seven lemmas from which will be obtained Theorems 2 and 3 
will be given. 

LEMMA 4.1. Let {fi(s): i = 1, 2, . . . , n] be an orthogonal set of functions of 
bounded variation on [0, 1]. Then there exists a normal function B(s) of bounded 
variation on [0, 1] such thatfi(s)1 . . . ,/w(5), d(s) is an orthogonal set of functions 
of bounded variation on [0, 1]. 

Proof. Let 

n 

si - X) ajtifi(s), j = 1, 2, . . . , n, n + 1, 

be the component of 

sj, j = 1, 2, . . . ,n, n + 1, 
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which is orthogonal to the set 

{ft(s):i = 1 , 2 , . . . , * } . 

I t is easy to show that the assumption that each of the equations 

n 

s3 - 2 aj,ifi(s) = 0, j = 1, 2, . . . , n, n + 1, 

holds for almost all s £ [0, 1] leads to a contradiction of a corollary of the 
fundamental theorem of algebra. (To do this, one multiplies the jth equation 
by r j and notes that r's, not all zero, can be chosen to satisfy 

n+l 

]C ai,ir3 = 0 : î = 1, 2, . . . , n.) 

The existence of the required 6(s) follows at once. 
LEMMA 4.2. For fixed (/, O 6 } (*, O:0 < t < t' < 1} 

t = Ê 0<(O 0<(O-

Jw particular, ifO < / < 1, //ze» 

* = Ê 0*2(<). 
t=i 

Proof. Suppose that p(s, 0 and p(s, O as functions of s £ [0,1] are given 
generalized orthonormal expansions in terms of the set of functions {a t(s): 
i = 1 , 2 , . . . } . Parseval's equation for the integral of p(s, t)p(s,tf) on [0, 1] 
yields the result. 

LEMMA 4.3. Let a\{s), a%(s), . . . , an(s) be any orthonormal set of functions of 
bounded variation on [0, 1]. Let 

Qi(0 = y (jg/Ao) , 

&(*,*') = Qt(t,t')/Qi(f) 

(unless Qi(t) = 0, in which case let Qs(t, t') = 0 also), 

Ri(f,f) = V{[Qi(t')}2- [Qz(t,t')]*\ 

(note that [<2i(OJ2 > KM*» O P follows at once from the Schwarz inequality), 

» ,,,,,,„ &y, n - &(u')&(u") 

(unless i?i(t, /') = 0, in which case let Rz(t, t', t") = 0 also), 

U,(t,t',t") = V{[Ri(t,t")V - [R2(t,t',t"m 
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(note that it will follow in the course of the proof of the lemma that 

Then 
(i) There exists a function q(s, t) defined on [0, 1] X [0, 1], which is, as a 

function of s, for each fixed t, of bounded variation and orthogonal to each of the 
as and which is normal. Also, for each fixed t, 

n 

(4.1) p(s, 0 = Z) At(0 «*(*) + (MOfffr, t) for almost all s G [0, 1]. 

(ii) For a fixed triple 
(t, *', t") € {(t, t', t"):0 < t < tf < t" < 1} 

such that 
[Qi(t'mQi(t)]^[Q,(t,t')Y 

there exist functions q(s, / ) , r(s, /, tr), u(s, t, t', t") of bounded variation in s on 
[0, 1] such that 

ai(s), . . . , otn(s), q(s, t), r(s, t, t'), u(s, t, t', t") 

is an orthonormal set of functions of s on [0, 1] and such that for almost all 
s G [0,1], (4.1) holds as well as 

(4.2) p(s, tf) = Ê ptW)"t(s) + Q*(f, t')q{s, t) + Rtfa t')r(sy t, *'), 

(4.3) P(s, t") = g pt(n«t{s) + Qz(t, t")q(s, t) 

+ Rt(t, f, t")r(s, t, 0 + Ux(t, t', t")u(s, t, t', t"). 

Proof, (i) To prove (4.1) it is noted that for each fixed t, p(s, t) must satisfy 
exactly one of the following alternatives: 

(4.4) p(s, 0 = Ê &*(*)«*(*) 

for almost all s £ [0, 1] for an appropriate choice of {bk(t): k — 1, 2, . . . n], 

(4.5) p(M) =jtb*(f)«*(s) 
J f c = l 

for almost all 5 6 [0, 1] is false for all choices of {bk(t): k = 1, 2, . . . , n}. 
Multiplication of both sides of (4.4) by aj(s), followed by integration with 

respect to 5 from 0 to 1, yields bj(t) = ffj(t). Hence, if (4.4) holds, then 

n 

/>(s,t) = £ & ( ' ) « * ( * ) 
k=l 

for almost all s 6 [0, 1]. The squaring of both sides of the last equation 
followed by integration with respect to 5 from 0 to 1 and an application of 
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Lemma 4.2 yields ( V ( 0 = 0. Hence, if (4.4) holds, 

n 

p(s, t) = £ &(/)«»(s) + Qi{t)q{s, t) 

for almost all 5 G [0, 1], where q (s, t) is a normal function of bounded variation 
orthogonal to each of 0:1(5), a<i(s), . . . , aw(s). The existence of q(s, t) is ensured 
by Lemma 4.1 for each / for the case in which (4.4) holds. 

Now suppose (4.5) holds. Then 

n 

where N(s, t) is non-zero on a subset of positive measure of [0, 1]. Thus 

\_P(S, t) - g &(<Ms) J = iV2(5, t) 

where N2(s, t) is positive on a subset of positive measure of [0, 1]. Thus 

t-?Lp*(t) = f N\s,t)ds>0, 

so that, by Lemma 4.2, <2i2(t) > 0. It follows that 

q(s, t) = [p(5, 0 - g &(/)«*(*) J / Qi(0 

is a normal function of s on [0, 1]. It is easy to verify that q(s, t) is orthogonal 
to each of a\(s), . . . , a-n(s), and g(5, £) is clearly of bounded variation in s. 
Hence, if (4.5) holds, then for all s G [0, 1] 

p(s, 0 = Ê &(*)«*(*) + & ( 0 l P& 0 - È fo(t)ak(s) / Qi(0 f 

= Ê &(*)«*(*) +(M')2(M). 

Thus, for all t G [0, 1] for which (4.5) holds, q(s, t) has been defined for all 
5 G [0, 1]. Finally then, for all t G [0, 1], q(s,t) has been defined for all 
5 G [0, 1] and q(s, t) satisfies the conclusions of the lemma. 

(ii) The proof of the existence of q (s, t) satisfying (4.1) has been completed 
in part (i) of the proof. The existence of the required r(s, t, t') and u(s, t, t', t") 
will now be established. For fixed 

(t, t\ t") G {(t, t', t") :0 < t < t' < *" < 1}, 

p(s, /') must satisfy exactly one of the following: 

n 

(4.6) p(s, 0 = 1 ^ ^ ( 5 ) + mq(s, i) 
i=i 
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for almost all s G [0,1] for an appropriate choice of mh m2,... , mn, m, 

n 

(4.7) p(s, /') = £ m,a,($) + inq(s, t) 

for almost all s G [0, 1] is false for all choices of Wi, w2, . . . , wn> w. 
Suppose (4.6) is true. Then multiplication of both sides of (4.6) first by 

aj (s) followed by integration from 0 to 1, and then by q(s, t) followed by 
integration from 0 to 1, yields respectively m^ = f$j{t') and 

m p(s,t')q(s,t)ds. 

It follows by the definition of q(s,t) (note that Qi(t) ^ 0 by assumption) 
that m = Qz(t, t'). Thus if (4.6) holds, then 

(4.8) p(s, 0 = É 0i(n«t(s) + Qz(t, t')q(s, t) 

for almost all s G [0, 1], and thus from the squaring of both sides of (4.8) 
and integrating with respect to s from 0 to 1 there follows [Qi(t')]2 = [Q*(t, t')]2, 
contrary to the assumption that \Qi{t')]2[Qi{t)]2 ^ [(?*(/, J')]*. Thus, (4.7) 
must hold and so 

(4.9) p(s, /') - Z PiW)"i(s) - Q*(t, t')q(s, t) = R(s, /, /') 

where R(s, t, t') is non-zero on a subset of positive measure of [0, 1]. 
The squaring of both sides of (4.9) followed by integration with respect to 

s from 0 to 1 yields, again in view of Lemma 4.2, [Ri(t, t')]2 > 0. Hence 

n 

P(S, f) - 1 ) /8i(0««fr) - Q»(t. O20.0 
Hs, t, n = i=1

 Rl(ttt)  

is a normal function of 5 on [0, 1]. Since ai(s), . . . , <Xn(s) are of bounded 
variation and so also is q (s, t) (as observed above in the establishment of the 
existence of q(s, t)) it follows that r(s, t} /') is also of bounded variation. I t is 
easy to verify that r{sit1t

r) is orthogonal to each of OLI(S)1 . . . ,an(s) and 
q (s, t). Hence, for almost all 5 G [0, 1], 

n 

p(s9 H = E Pi(?)*i(s) + Q*(t, t')q(s, t) + Rx(t, t')r(s, t, t') 

and the existence of a normal r(s, t, tf) of bounded variation, orthogonal to 
the as and to q(s, / ) , and which satisfies (4.2), is established. 

Now the existence of the required u(s, t, t', t") will be established. 
For fixed 

(t, t', t") G {(t, t', t"): 0 < t < t' < t" < 1}, 
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p(sf t") must satisfy exactly one of the following alternatives: 

n 

(4.10) p(s, t") = X mt«i(s) + aq(s, t) + br(s, t, t') 
i=l 

for almost all 5 £ [0,1] for an appropriate choice of mi, m^ . . . , tnn, a, bt 

(4.11) p(s, t") = X) "*<««(*) + ag(s, 0 + &r(s, *, *') 

for almost all s £ [0, 1] is false for all choices of « i , . . . , mni a, b. 
If (4.10) holds, then multiplication of both sides by aj(s), q(s,t), and 

r(st t, tr) in turn, followed by integration with respect to s from 0 to 1, yields 
respectively m, = £,(/"), a = (?*(*, *")» and J = i?2(/, /', / " ) . Hence, if (4.10) 
holds, 

f>(s, t") = £ Pi(f")*t(s) + &(*, O î f o 0 + R*(f, t\ t")r(s, t, t') 

for almost all s Ç [0, 1] so that 

*" = (\P(S, t")fds = Ê 04
2(i") + [Qt(f, t")]2 + [R2(t, t', t")]\ 

Thus from Lemma 4.2 follows 

o = [&(*">]' - lac n r - [**(*, *', n ? 
= [R&n]* - [Rtit.f.n? = [tMu'.m2. 

(Note that it has now been shown that for case (4.10) 

[Ri(t,n],-[R*(t,r.n]*-o.) 

Hence, if (4.10) holds, it follows that for almost all s 6 [0, 1], 

P(s, t") = t, W'M) + Q,(t, t")q(s, t) 
+ R2(t, t\ t")r(s, t, t') + J7i(/, t\ t")u(s, t, t\ t"), 

where u(s, t, t', t") is a normal function of bounded variation orthogonal to 
each of a\ (s), . . . , o^ (s), q(s, t), r(s, t, tf). The existence of u(s, ty t\ t") is 
ensured by Lemma 4.1. 

Now suppose that (4.11) holds. Then 

(4.12) p(s, t") - £ 0t(t")a,(.s) - Q,(f, t")q(s, t) - R,(f, t', t")r(s, t, t') 

= U(s, t, t\ t") 

where U(s, t, J', t") is non-zero on a subset of positive measure of the set [0, 1]. 
If each side of (4.12) is squared and integrated with respect to 5 from 0 to 1 
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there results 

t" - Ê Pi\n - [Q*(t, t")f - [Rt(t, t\ t")f = (\u(s, t, t', t")]2ds > 0 

or, using Lemma 4.2 again, 

[*i ( / , / " ) ] * - [R2(t,t',t")}2>0. 

(Note that it has now been shown that for case (4.11) 

[Ri(f,t")]*- [R2(t,t',t")]2>0. 

Thus, from the assertion of the previous note, there now follows that for all 

(t, t', t") 6 {(f, t', t"): 0 <t<t' <t" < 1}, 

[Ribnv- [Rt(t,r,n]*>o 
as asserted in the lemma.) It follows that U(s, t, tf, t") has a normalized form 
u{s1t1t\t") and it is easy to verify, using the equations nij = pj(t"), 
a = Qz(t,t"), and b = R2(t,t'',*") obtained above, that U(s,t,t',t") and 
hence u(sy t, t', t") is orthogonal to each of 

«1(5), . . . , an(s), q(s, t), r(s, t, t'). 

Thus if (4.11) holds, then p{s,t") has the form given in the lemma where, 
as noted above, u(s,t,t'yt") is the normalized form of U(s, t, t', t"). Hence 
the existence of a normal u(s, t, t', t") of bounded variation, orthogonal to the 
a's, to q (s, t), and to r(s, t, tf), and which satisfies (4.3), is established and the 
proof of the lemma is complete. 

LEMMA 4.4. If <f)(s) — 0 for almost all s G [0, 1] and if <j>(s) is of bounded 
variation and x(s) is continuous on [0, 1], then 

I <i>(s)dx(s) = 0. 
Jo 

Proof. Since <t>(s) is of bounded variation, it has at most countably many 
discontinuities. It is easy to show that <f>(s) = 0 at each point of continuity. 
Also, if Si, s2j . . . is an enumeration of the s-values for which <l>(s) ?* 0, then 
it is easily shown that since <j>(s) is of bounded variation, 

oo 

A consideration of the definition of 

J <t>(s) dx(s), 
o 

combined with the last inequality, yields the desired result. 

LEMMA 4.5. For all x G C and any orthonormal set of functions 
{a1(s)fa2(s)1 . . . ,an(s)} 
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of bounded variation on [0, 1], there exists q(s,t) defined on [0, 1] X [0, 1], of 
bounded variation in s and orthogonal to the as and such that for all t 6 [0, 1] it 
is possible to express x(t) by 

*(0=2 « I ( Î ) dx(s)fit(t) + Q1(t) q(s,t)dx(s) 

(where Qi(t) is as defined in Lemma 4.3) or 
n nl 

(4.13) x(t) - E c « | 3 f ( 0 = Qi(t) q(s,t)dx(s). 

Proof. Stieltjes integrations, with respect to x(s), from 0 to 1 of both sides 
of equation (4.1), followed by an application of Lemma 4.4, yield the desired 
result. 

LEMMA 4.6. Let n be fixed. Then 

(i) for fixed x f C, is measurable with respect to t £ [0, 1] and integrable with 
respect to t, 

(ii) for fixed t 6 [0, 1], is measurable with respect to x £ C and integrable 
with respect to x, 

(iii) measurable with respect to (t, x) G [0, 1] X C and integrable with respect 
to (/, x). 

Proof, (i) follows from the continuity of the expression in t. The statement 
of measurability in (ii) follows from the facts that x(t) is continuous (in the 
uniform topology) in x for fixed t and that ct is integrable (and thus measurable 
of course). The statement of integrability in (ii) follows from the fact which will 
be proved below, that 

is dominated by a functional in L(C). Now 

[xit) - xn{t)f = [*(/) - g a Pt(t)j 

< lx(t)]2 + 2 E \x(t) f x(s)dai(s)pi(t) + Ê f *(*)<M*)-0<(O 

< "{max \x(t)\ \ + 2^2 imax \x(t)\ n m a x \&i(t)\ (• I x(s) da^s) 
\0<t<l J i= l \0<J<1 J V0<K1 / I t / o » I O < K I J i=i VO<KI ^ VO<KI 

+ |_Z / *(5)<fa«(5)-j9,(/)J. 
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But 

Thus 
J x(s) dat(s) < max \x(t)\ { Var a^s) \ . 

[x(t) - xn(t)]2 < IK max \x(t)\\ 6 L(C) 

V0<K1 J 

for appropriate K > 0, and the desired dominance of [x(t) — xn(t)]2 is 
established. 

The statement of measurability in (iii) follows from the following observa
tions. x(t) is continuous in (t, x) (in the topology induced in [0, 1] X C by the 
usual topology on [0, 1] and the uniform topology on C) and thus x{t) is 
measurable in (t, x). Since pt(t) is integrable in t, and ct is integrable in x, it 
follows that Ci Pi(t) is integrable in (/, x) and thus of course is measurable in 
(/, x). The statement of integrability in (iii) now follows from the dominance 
of 

1 2 

L*(O-g*<0<(Oj 
again by K {maxo<*<i|x(/)| }2 now considered as a function on [0, 1] X C. 

LEMMA 4.7. Let {y(j; t): j — 1, 2, 3, . . .} be any subsequence of the sequence 
{xn(i)\n = 1,2,3, . . . } . Then for some sub sub sequence {y(jk',t):k = 1 ,2,3, . . .} 

[0,1] 

L.lM.yUk-J) = x(f), 
k->co 

i.e. 

lim I [y(jk] t) — x(t)f dt = 0 for almost all x Ç C. 
k->œ JO 

Proof. The existence of each of the following integrals is ensured by Lemma 
4.6. Also note that y(J\t) = xn^(t). 

f I *(0 ~ Z ct Pi(t) \dt dx = I I x{t) - j t ct pt(f) dx dt. 
Jc Jo L i=i J «/o •/cL t=i J 

If both sides of (4.13), where n is replaced by n(j)> are squared and integrated 
on [0, 1] X C, there follows 

J J \x(f) -Y,Ci 0,(0 J dx dt 

«/0 i / c L i = M ( j ) + i J L %/o J 
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(because if / is the Stieltjes integral with respect to x(s), on the interval [0, 1], 
of a normal function, thenjef

2dx = f) 

1 °° 
= ô Z ? M -

But 
%i=n(j)+l 

CO / » 1 CO 

im ]£ 7 M = lîm I £) Pt(f)dt 

= f lîm Ë P?(t)dt = 0 
r 0 4->co f«n(/)+l 

by Lemma 4.2. Hence there exists a subsubsequence {yO'jfeî *): & = 1, 2, 3, . . . | 
such that 

lim f [x(t) -y(j*\t)]%dt = 0 

for almost all x G C and the proof is complete. 

The theorems mentioned prior to the seven lemmas will now be stated and 
proved. 

THEOREM 2. Let F[x ( • ) ] be continuous in the Hilbert topology in the space C and 
let F[x ( • ) ] be bounded. Then 

\imIn(F) = fF[x(-)]dx. 

Proof. Note first that 

In(F) = JF[xn(.)]dx. 

Let {y{j\ t):j — 1, 2, 3 , . . .} be any subsequence of the sequence 

{xn(t):n = 1 , 2 , 3 , . . . } . 

Then by Lemma 4.7, there exists a subsubsequence {y(jk\ t): k = 1, 2, 3, . . . } 
such that 

[0,1] 

L.IM.y(jk;t) = * ( / ) . 

Since F[x(-)] is continuous in the Hilbert topology, it follows that 

l i m ^ b ( j , ; - ) ] = ^ ( - ) ] . 
fc->co 

Since F[x(-)] is bounded, Lebesgue's bounded convergence theorem applies 
to yield 

(V[*(.)]<& = lim (F\y(j*;-)]dx, 
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that is, the limit of the sequence of Fs based on this subsequence of x's is 
equal to 

SJ F[x(-)]dx. 
c 

The conclusion of the theorem follows at once. 

If the as are chosen to be the odd harmonic cosine functions 

(at(s) = y/2 cos {[i - l/2]irs} ; i = 1, 2, 3, . . .) 

then, as shown in (2, p. 112) (it should be noted that the f3j(t) of (0.2) in 
(2, p. 112) is called aj(t) in the present paper) the conclusion of Theorem 2 
(of the present paper) holds, provided F[x(-)] is dominated by a suitable 
(unbounded) integrable functional. In the following example one does not 
even need to know of such a dominating functional. 

Example. Let 

F[x(-)] = exp 

where 0 < B < Jx2. Then 

lim In(F) = f F[x(-)]dx. 

Proof. As shown in (2, p. 112, (0.5)) 

* ? ( ' ) = - £ W ) / ( 2 / - l ) , 
IT j==i 

where gj(t):j = 1, 2, 3, . . . is an orthonormal set of functions. (Note that 
xn(t) is a partial sum in a Fourier expansion of x{t)). Thus 

F[*"(.)] = e x P r ^ è c / / ( 2 j - l ) 2 ] . 

Again it is noted that 

I«(F)= jcF[x"(-)]dx 

and that F[xn(-)]: n = 1, 2, 3, . . . is an increasing sequence of non-negative 
functionals such that l im^^ F[xn(-)] = F[x(-)]. The assertion of the example 
is thus established. 

F[xn(-)] can be easily computed by Wiener*s formula for functions of n 
linear functionals, viz. 

(4.14) f f(ch ...,cn)dx= f°°(») p e k f t ) / ( a . . . , & . ) # ! • . . <*£.. 
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The infinite product in l i n w ^ In(F) can be found in (5, p. 114) and the result 
is 

(4.15) j exp[B j [x{t)fdtj dx = V(sec y/B), 0 < B < TT2/4. 

THEOREM 3. If F[x(-)] € i i ( C ) , then 

(F[x(.)]dx= r (n) f e B ( { ) f F[x(.) - *"(•) 

Proof. Assume first that F[x(-)] is bounded and continuous in the Hilbert 
topology. By Theorem 2 

( F[x(-)]dx = lim In(F) 
*J C W->0O 

= lim r 00 P ( W O e x p ( - ^ 2 . . . -tf) 
n-^co *J - c o *J - c o 

| / "CO /«CO 

x i J_Jn ~v) J_Jx,y/1r') exp(-^+12 • • • -^2) 

Thus, by the use of the formula for functions of n linear functionals, viz. 

= P (») P «.(*)/(&,..., 6.) dfi • • • <*£., 

and from the definition of xn(t), there follows 

(4.16) ( F[x(-)]dx 

= lim P W P ( W O exp(-|1
2 - ... - t?) 

tt-»co ^ - c o *J - c o 

X J F[Mt, •)+xn{-)-x"{-)]dxdh...dt, 

= lim f w f % , ( { ) f F [ ^ ( { , - ) + ^ ( - ) - * ' ( - ) ] d * d e i . . . ^ . 
n^co • ' - c o •'—co «'C 

By Lemma 4.7 there exists a subsequence {^(j; O ' j = 1> 2, 3, . . .} of 
{xn(t): n = 1, 2, 3 , . . . } such that 

[0,1] 

L.LM.yO";*) = *(*). 
J->co 
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By Lebesgue's bounded convergence theorem 

(4.17) lim f FIMS, •) + V(j< •) - *'(•)] dx 
j-ïm *J C 

From (4.16) it follows that 

(4.18) f F[x(-)]dx = lim T (v) P° fe,(S)F[*.fo •) + y(j;') 

— xv(-)] dx di-i. . . d£„. 
Since F[x(-)] is bounded, 

J/[^tt,-) + y(i; •)-*'(•)] dx 

is also bounded. Thus, for fixed v, Lebesgue's bounded convergence theorem can 
be applied to the right side of (4.18) to yield 

( F[x(-)]dx 

= f w r e^)Vim ( F[MS,')+y(J; ')-*'(•)] dxdl-1...dZ, 
« ' - c o • /—oo J?->co •* C 

/»co / *co /» 

= (") e„(?) F[*,(£, • ) + * ( • ) -*'(•)]<&<*&• • • # » 
«'-co « ' -co « 'c 

because of (4.17). Thus the theorem is established in the case for which 
F[x(-)] is bounded and continuous in the Hilbert topology. 

Next, as in Cameron's paper (2, p. 120), assume that F[x(-)] — XQ[%(')] 

is the characteristic functional of the quasi-interval 

Q: \j < x(tj) < /xy, j = 1, 2, . . . , p) 0 < h < h < . • . < h < 1, 

and let 

,=i Lo J ti-s J 

where <t>j,f(u) is the continuous "trapezoidal" function that is zero outside 
the interval \j < u < \ij + e, equals unity in the interval \j -\- e < u < /jLjf 

and is linear in the remaining intervals. It is clear that F€t& is continuous in the 
Hilbert topology and bounded, so it comes under the case of Theorem 3, 
which has already been proved, and so the conclusion of Theorem 3 holds for it. 
But it is also clear that for all x Ç C, 

lim F M [x( . ) ] = FM')] 

where 

FM')] = n tj.Mt,)], 
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and by the principle of bounded convergence it follows that the conclusion of 
Theorem 3 also holds for Fe[x(*)]. Similarly for all x 6 C, there follows 

lim F€[x(')] = F[x(-)], 

and again by bounded convergence it follows that the conclusion of Theorem 3 
holds for F[x(-)], i.e. for the characteristic function of a quasi-interval. The 
theorem can be established for simple functional, positive functional, and 
then integrable functional by standard procedures. 

Another sequence of four lemmas will now be given to prove Theorem 4. 

LEMMA 4.8. / / [ai(t): i = 1, 2, 3, . . .} is a complete orthonormal set of 
functions of bounded variation on [0, 1], then it is impossible for a specific function 
f(t) and constants ct (i = n + \,n + 2, . . .), n being any fixed positive integer, 
that 

(4.19) at(t) = ctf(t): i = n + 1, n + 2, . . . 

on a subset E of [0, 1] where E has positive measure. 

Proof. Assume that 

cLi(t) = ctf(t), i = n + 1, n + 2, . . . , 

on a subset E of [0, 1] where E has positive measure, fit) is a specific function, 
and Ci are constants; i = n + 1, n + 2, . . . . Let 

* n\ itJ+1 tor t£E, . 
^ ) = = \ 0 elsewhere, J = <>, 1, . . . nf » + 1, 

m ; \ 0 elsewhere, 

and 

^ H ? " ' Sell,, >-'•> »• 
The components of fj(t):j = 0, 1, . . . , w, n + 1 which are orthogonal to 
all members of go(t), gi(0> • • • » g»(0 o n the set [0, 1] (or equivalently on the 
set £ , of course) are 

n 

ft(t) - Z) auù gj(t)> i = 0,1,2,. .. ,n,n + 1, 

for appropriate constants aitj (i = 0, 1, 2, . . . , n + 1; j = 0, 1, 2, . . . , #). 
Now it is impossible that 

n 

/<(') - Z a«.j «i(0 = 0- » = 0,1, 2 n + 1, 
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should hold for almost all t 6 E. For otherwise let the ith. equation be multiplied 
by r% (i = 0, 1, 2, . . . , n + 1). Since the system of equations 

J2aiJrt = 0> J = 0, 1,2, . . . , « , 

has a non-trivial solution (for the r / s ) , it follows that 

ro t + n t* + . . + rn **+i + rn+1 f+2 = 0 

for almost all t G E with at least one of the r's being non-zero. This contradicts 
a corollary of the fundamental theorem of algebra. Thus 

n 

hip) - I > / , ^ ( 0 ^o 

for some I £ {0, 1, 2, . . . , n} n + 1} on a subset F C. E where F has positive 
measure. Now 

(4.20) ( //(/)-£*/./**(') L(/)<a 

= I [fiit) - Ê a7ijrgy(0K(/) *, * = 1, 2, 3, . . . , 

since 

save for / 6 E. Also, «*(/) = £*(/) for t 6 £ and k Ç {1, 2, . . . , w} and 

was constructed to be orthogonal on £ to each function of the set 

{gt(t):i = 1 , 2 , . . . , « ) . 
Thus 

(4.21) f /,(*) - £ a,., *,(/) L(0 A 

= ( //W - £ «/.; g,(0 L W * = 0, 

Hence it is seen from (4.20) and (4.21) that 
n 

fiit) -T,aIjgj(t) 
3=0 

is orthogonal on [0, 1] to the set of functions {at(J): i = 1, 2, . . . n}. Further
more, from (4.19) there follows, because of the definition of g0(t) and the fact 
that 

n 

fiit) -T,*i,jgjit) 
3=0 

k = 1,2,3, . . . , ». 
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was constructed orthogonal to go(t) on E, that 

(4.22) f [/,(*) - £ az,sgjitUazit) it 
•SE L ;=0 J 

= c* f / , ( * ) - £ «,.,«,(*) \f(t)dt 
•s E L j=o J 

= c* f //(0 - Ê O/.*«i(0 U(0 * = 0, 
& = n + 1, w + 2, . . . . 

From (4.20) and (4.22) it now follows that 

n 

3=0 

is orthogonal on [0, 1 ] also to the set of functions {at(t): i = n + 1, w + 2 , . . . } . 
Thus 

/ / ( 0 - 5 > / . j * i ( 0 
;=0 

is orthogonal on [0, 1] to the set of functions {<Xi(t): i = 1, 2, 3, . . . } , but is 
non-zero on a subset of positive measure of [0, 1]. Hence a contradiction has 
been obtained and the proof of Lemma 4.8 is complete. 

LEMMA 4.9. It is impossible that, for any positive integer n, 

Ë 0/(0 = 0 
i=n+l 

should hold on an interval 0/ [0, 1]. 

Proof. Assume that 

É ^(0 = o 
i=n+l 

on an interval. Then pt(t) = 0: i = n + 1, n + 2, . . . on an interval, say 
{*:0 < a < t < b < 1}. Since 

fit(t) = I at(s)ds, 
«/o 

1,2,... ,» + ! , » + 2,.. 

it then follows that at(t) — 0: i = n + 1, n + 2, . . . for almost all 

te {t:0 <a < t < b < 1}. 

This is impossible because of Lemma 4.8 and the proof of Lemma 4.9 is 
complete. 

LEMMA 4.10. It is impossible that, for any positive integer n, 

(4.23) I" É Pi2(t)J Ê ISA'')!-!" È M)0<(OT 
L 1=71+1 -»L j=n+l J L ï=n+l J 

should hold on a subrectangle of {t: 0 < / < 1} X {f: 0 < t' < 1}. 
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Proof. Assume the contrary. Without loss of generality assume that (4.23) 
holds on [t\a < t < b} X {t'\c < t' < d] where 0 < a < b < c < 1,0 < c < 
d < 1. By Lemma 4.9 it is impossible that @i(t') = 0, i = « + l,w + 2, . . . 
for all t' € [t'\c < t' <d}. Thus, there exists *'„ 6 [t':c < t! < d) such that 
&i(t'o) = 0:2* = n + 1, n + 2, . . . is false. From the last observation and the 
fact that (4.23) is the equality part of a Schwarz inequality, it follows, for the 
/'o mentioned above, that 

(4.24) 0t(t) = Ht)pt(to'), i = n + l,n + 2,... 

for t G {t\a < t < b] where k(t) is a fixed function. Differentiation of (4.24) 
with respect to t yields 

aS) = k'(t)pt(to') or a{(t) = ctk'(t), i = n + 1, n + 2, . . . , 

for almost all / £ {t:a < t < b}. This is impossible according to Lemma 4.8 
and the proof of Lemma 4.10 is complete. 

LEMMA 4.11. Let ai(s), . . . ,an(s) be any orthonormal set of functions of 
bounded variation on [0, 1] and let Qi(t), Q2(t, t'), Qz(t, t'), Ri(t, t'), R2(t, t', t"), 
and Ui(t, t', t") be defined as in Lemma 4.3. Then for fixed (t, t', t") such that 

(/, t', t") 6 {(t, t', *"): 0 < / < t' < t" < 1} 
and 

there exist functions q(s, t), r{s, t, t'), u(s, t, t', t") of bounded variation in s on 

[0, 1] such that 

a^s), . . . , an(s), q(s, t), r(s, t, /')> u(s, t, t', t") 

are orthonormal in s on [0,1], and such that for x(- ) £ C it is possible to express 
x(t), x(tf), and x(t") as follows: 

* ( ' ) = E 0 < ( O *t(s) dx(s) + Qi(t) q(s,t)dx(s), 
z=l */0 «/0 

*(?) = Z fit(f) «,(i) dx(s) + Q,(t, t') q(s, t) dx(s) 
i=l *S0 * / 0 

+ Ri(t,t') f r{s,t,t')dx{s), 
•Jo 

*('") = Z fiiin f «<(*) dx(s) + Qi{t, t") f q(s, t) âx{s) 
i=l *J 0 * / 0 

+ R2(t, t', t") f r(s, t, t') dx(s) + U^t, t', t") f u(s, t, t', t") dx{s). 

Proof. Integration (Stieltjes) of equations (4.2), (4.3), and (4.4) from 
Lemma 4.3 in conjunction with Lemma 4.4 establishes the result. 
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LEMMA 4.12. For fixed (t, t\ t") € {*, t\ t"):0 < t < t' < t" < 1} racA / t o 

[ G i ( O ] W 0 ] 2 ^ [^ (M' ) ] 2 , 

£/?e following equation holds: 

(4.25) J [*(*) - x"(0]2[*(O - xn(t')f[x{t") - xn(t")]2dx 

= mi(t)f[Qi(nnQi(nf 
+ aiQ*(t, nf[Qi(t")f + [&(*, <")]2[QiO')]2 + iQi(/', ni'iOiW]*} 
+ Q2{t',t")Qi{t,t')Q,{t',t"). 

Proof. I t will now be noted that if/ is the Stieltjes integral with respect to 
x(s), on the interval [0, 1], of a normal function, then 

f f dx = 1/2, f/4 <fa; = 3/4, f f dx = 15/8. 
«/c «/c «/c 

Lemma 4.11 along with a routine computation using the formula for functions 
of n linear functional (as in the proof of Theorem 3) completes the proof of 
the lemma. 

LEMMA 4.13. For all triples (*, *', t") such that 0 < t < t' < t" < 1 the 
Wiener integration formula, mentioned in Lemma k.Yl, holds. 

Proof. The result has been established in Lemma 4.12 for all (t, t'y t") such 
that 0 < t < t' < /" < 1 and such that 

[GiCOPIQiWl^tGi^Ol1. 

For arbitrary /" 6 [0,1], it follows from Lemma 4.10 that the only possible 
pairs (t, t') satisfying 0 < £ < £ ' < / " < 1 for which the result perhaps does 
not hold are limit points of (t, t') where the result does hold. But the right side 
of (4.25) is continuous in (t, t') since, by Lemma 4.2, 

i=n+l i=l 

and 

f: fit(t)pt(f) = t-£,MOM') 

(for 0 < / < / ' < 1) and since each fit(t) is continuous. I t will be shown that 
the left side of (4.25) is also continuous in (/, t'). It then follows that (4.25) 
must hold for all (/, t') pairs such that 0 < * < / ' < / " < L 

To show that the left side of (4.25) is continuous in (/, tf), note is made of the 
inequality 

[*(0 - xn(t)Y < iqmax 0 <Ki |*(0 |} 2 G 1(C), 
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for appropriate K > 0, which was obtained in the proof of Lemma 4.6. Then 
it follows that 

[x(f) - xn(t)Y[x(t') - * " ( 0 ] W ) - xn(t")]2 < ^3{maxo<Ki|x(/)|}6, 

so that by Lebesgue's dominated convergence theorem 

lim I [*(/ + e) - xn(t + e)T\x(t' + v) - xn(t' + v)]*\x(t") - xn(t")fdx im f [*(/ + e) - xn(t + e)f[x(t' + v) - xn{t' + v)f[x(t") - xn(t")f 
E->0 J C 

= f lim [x(t + e) - xn(t + e]2[x(t' + p) - xn(t' + v)f[x{t") -xn(t")]idx. 

The proof of the lemma is complete. 

The theorem that provides the estimate for 

3 T { J L J ^W-^)]2^]3^} 
will now be given. 

THEOREM 4. 

f { f [*(/) - xn(t)]2dtYdx < ^ ( g yit)\ 

Proof. 

f { f [*(') -**(*)]*#} d* 

= 6 f f f f [*(*) - xn{t)f[x{t') - xn{t')?[x(t") - xn{t")fdxdtdt 
J0 d 0 «/ 0 * ' c 

Thus, by Lemma 4.13, 

J \ j [x(t) -xn(t)fdt\ dx 

J
i i nt" nt* ( r oo ~ir oo ir œ ~i 

0 «/0 */0 V Lz= n +1 J L ; = n + l J L j t = M + l J 

z[ £ J8«(')0«(*')1T £ &V)1 
^ L ^ n + l J L J = B + 1 J 

l\ £ /j,(0is«(nll £ PJ\O] 

^ L t = M + l _l L j = B + l J 

+ 

+ • 
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+ | £ WW)!£ muni£ &(0&(*")~|}<ft#'<a" 

«/O */0 «/O V Lt=w+1 J L i = n + l JL)fe=re+l J 

+ | [Ê eïtojt &V)TÈ*Aol 
^ L i = n + l JL*=w+l J L j = n + l J 

+ [ £ ÊAOT £ pfinJ £ /84
tnl}*<ft'*" 

Li=«+1 JLj=n+l JLfc=«+l J ' 

O \i=n+l / 

and the proof of the theorem is complete. 

Seven more lemmas are required in the proof of Theorem 5. 

LEMMA 4.14. Suppose f(s) is continuous on [0, 1]. Then for every e > 0 there 
exists a 8 > 0 such that for every partition of norm less than 8 and for every g(s) 
such that 

Var0 < s<ig0) < M 

the following inequality holds: 

Èf(Si)[g(si) - g(s^)] - \f(s)dg(s) < €. 

Proof. Hille (3, pp. 292-4) shows that if f(s) is continuous and g{s) is of 
bounded variation, then for any partition of norm less than 8 

m /»1 

E M W - « M ] - f(s)dg(s) 

< 2max{|/(w) -f(v)\:u,v£ [0, 1], | ^ - v\ < 8} Var g(s). 
0<s<l 

The proof is obvious from this inequality. 

LEMMA 4.15. If f(s, t) is of bounded variation in the sense that it is of bounded 
variation in (s, t) on [0, 1] X [0, 1], and is of bounded variation in s for a parti
cular t and in t for a particular s and if g(s) is bounded and Riemann-Stieltjes 
integrable with respect to f(s, t) for each t Ç [0,1], then 

f g (s) df(s, t) 
«Jo 

is of bounded variation in ton [0, 1], 
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Proof. Suppose g(s) is not identically zero (otherwise the proof is trivial). 
Then 

Ê fg(s)df(s,t,)- fg(s)df(s,tj_1)\ 
j=l I *JQ « / 0 I 

= Z f\(s)d[f(s,h)-f(s,t^1)]\ 

< Z f\g(s)\W(s,ti)-f(.s,ti-l)]\ 

n 

< sup | g ( s ) | £ Var [/(My) - / ( * , / , - i ) ] . 
0<s<l ; = l 0<S<1 

Now there exists an ^-partition such that 

Var {f&t,) -fisjj-i)] 0<s<l 

>1£, \f(sittj) -f(sutHi) -f(si-htj) +f(st-htJ-i)\ + e/ U s u p \g(s)\) 
0<s<l 

forj = 1, 2, . . . , n. 
Thus 

Ê (\(s)df(s,tj)- f g(s)df(s,th.1) 
j=l I «7 0 « / 0 

< SUp |g(*)|]C ]C l/(*f>'*) -fiSt-utj) -f(st,tj-i) +f(si-htj-1)\ + 
0 < s < l .7=1 i = l 

< sup |g(*)| Var f(s,t) + e. 
0<s<l [0,1]X[0,1] 

LEMMA 4.16. If h(s, t) is of bounded variation on [0, 1] X [0, 1] (as in Lemma 
4.15) and is right continuous in s for each t, and iff(t) is bounded and Riemann-
Stieltjes integrable with respect to h(s, t) for each s, then 

( f(t)dh(s,t) 
*/o 

is right continuous in s. 

Proof. Suppose/ (0 is not identically zero (otherwise the proof is trivial). 
I t will be shown that Var0<Ki [h(s + 8,t) — h (s, t)] —> 0 as ô •—> 0 and then 
the lemma follows from the observation that 

f / ( / ) dh(s + 5,0 - I f(f) dh(s, t)\ < sup | / ( / ) | Var [h(s + 8,t) - h(s,t)]. 

The proof of the above-mentioned property follows: Since h(s,t) is of 
bounded variation on [0, 1] X [0, 1], and hence on [s,o 1] X [0, 1]:0 < s0 < 1, 
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for any e > 0, there exists a partition of [s0, 1] X [0, 1] by the lines 

5 = Su i = 0, 1, 2, . . . m, and / = tjt j = 0, 1, 2, . . . n, 

such that 

(4.26) Var h(s, 0 - £ £ l*(*<i 'i) - *(*«-i, 'i) 
[*0,1]X[0,1] i= l i = l 

- g(51, ^_i) + g(st-u h-i)\ < e/3. 

Furthermore, because of right continuity of g (s, t) in 5 it can be assumed (by 
introducing one new column of points if necessary and using a new m) that 

(4.27) |g(*0, tj) - g(slt tj)\ < e/[3(n + 1)], j = 0, 1, 2, . . . , n, 

holds as well as (4.26). But 
m n 

(4.28) Var h(s, i) > Var h(s, 0 > E E \g(si9 tt) - g(st.h ts) 
Uo,l]X[0,l] [si,l]X[0,l] i=2 j=l 

- giSutj-i) +g(st-i,tj-i)\ 

and thus from (4.26) and (4.28) it follows that 

Var h(sj)= Var h(s,t) - Var h(s,t) 
[*0.silX[0.1] [so.l]X[0.1] [5i,l]X[0,l] 

n 

< 11 \g(si, h) - g(*o, h) - i(sh tj-i) + g(so, ̂ - i ) | + e/3 

w n 

< X Igfri» *j) - i(so, h)\ + £ |gO>i, tj-x) - g(s0, ^ - i ) | + e/3 

<2tte/[3(rc + l)] + e/3 < e 

(because of (4.27)). Thus Var[S,i]X[o,i]Â(s, t) is right continuous in 5. Now 

n 

Var [h(s + ô,t) - h(s, t)] = s u p £ |*(* + 5, *,) - h(s, tj) 

-Hs + ôjj-!) + h(stt^i)\ 

(the supremum taken for sums over all partitions of interval [0, 1] of t) and 
since the set of such sums is a subset of all sums over which the supremum is 
taken in obtaining Var[S,,+8]X[o,i]Ms, 0> it follows that 

Var0<,<i[A(* + 8, t) - h(s, t)] -» 0 as Ô -» 0 

to complete the proof. 

LEMMA 4.17. Iff(s, t) is right continuous in s and is of bounded variation in the 
sense described in Lemma 4.15, and g(s) 6 C and h(t) is continuous and of 
bounded variation on [0,1], then 

f fi(s)h(t)ds,tf(s,t)= fg(s)d{ fh(t)df(s,t)\. 
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Also, as proved in Lemmas 4.15 and 4.16, 

h(t)df(s,t) is: 
is of bounded variation and is right continuous in s on [0, 1]. 

Proof. The result is obviously true if g(s) = 0 on [0, 1]; so assume that 
g(s) is not identically zero on [0, 1]. First assume that g (s) G C, so the integral 
can be interpreted as Riemann-Stieltjes. Let any partition of {s: 0 < s < 1} by 
the points {s0, s1} s2, . . . , sm] such that 0 = s0 < Si < s2 < . . . < sm = 1 be 
denoted by ws. For any irs and irt let the partition of 

by the lines 

5 = s^ 

{s:0 < s < 1} X {*:0 <t < 1} 

0, 1, . . . , m, and t = tj, j = 0, 1, . . . , n, 

be denoted by irs X irt and name irs X nt the partition of [0, 1] X [0, 1] 
induced by the partitions TS and irt of [0, 1]. For arbitrary positive e select a 
specific partition TTS of sufficiently small norm that for all partitions irt of 
sufficiently small norm the induced partition its X irt is such that 

(4.29) Z) Z) g{Si)h{tj)[f{sU tj) - f(si9 tj-i) - f(Si-h tj) +f(St-lf tj-!)] 

- R . S . f f g(s)h(t)d,.tKs,t) 

(the definition of 

R.S. f f g(s)h(t)dSttf(s,t) 
«/o •/ o 

ensures this possibility), and also is such that 

(4.30) £ g(sA f1 *(0rf/(5„ 0 - f h(t)df(Si-!f t) \ 

- R.S. £ g(s) {̂ f\(t)df(s, t)j 

< e/3 

< e/3 

(the fact that 

• / 0 

is of bounded variation, according to Lemma 4.15, ensures this possibility). 
Now select a specific partition rt of sufficiently small norm to satisfy (4.29) 
(also (4.30) is satisfied, of course) and also to satisfy 

(4.31) tlHh)lf(s,tj)-f(s,tj.1)]- fh(t)df(s,t)\ <e/6m\ max \g(s)\\ 
j=l « / 0 I ' V 0 < s < l / 
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for all 5 Ç [0,1] (this is possible according to Lemma 4.14 because 

Varo<*<i/(s, t) 

is bounded as a function of 5 on [0, 1]: cf. (4, 346)). Now for the particular 
resulting irs X rt 

(4.32) 

< 

+ 

- E g(si)\ fh(t) df(sit t) - fh(t) df(Si-U t)\ 
m L n / » 1 "J I 

E g(^)1 E A&)[f(*<, *,) - /(s«, tH1)] - h{t) df(su t) ) 

E «(*«)ï E *(*>) f(si-i, h) -f(Si-u h-i)] - Ht) dftsf-u t) \ 

< 2m\ max | g ( s ) | f e / 6??n max \g(s)\ ( = e/3 

because of (4.31). The inequalities (4.29), (4.30), and (4.32) imply that 

R.S. f f g(s)h(t)d,ttf(s,t)- ( g(s)d { h(t)df(s,t) < e 

and the fact that e is an arbitrary positive number completes the proof for the 
case in which g (s) G C. For the case g(s) £ C , let o- be the s-value for which 
g(s) takes its jump and let g*(s) be g(s) modified to be right continuous at <r. 
Following the pattern used in obtaining the expression for pn(s, i) at the end 
of §2, one obtains 

f f g(s)h(t)dSttf(s,t) 

= p r g(s)h(t)d..,f(s,t)+ r r g(s)h(t)ds,j{s,t) 
= R.S. f f | ( j ) » ( ' ) i . , . « ( M ) + R 5 . f f g*(s)h(t)ds.J(s,t). 

The conclusion of the lemma (with the 1 for the upper limit on s replaced by a 
for application to the first integral and a similar replacement for the second) 
is applicable to each of the last two R.S. integrals and it follows that 

f f g(s)h(t)d,ttf(s,t) 

= R.S. j\(s) d\J\(() df(s, t)\ + R.S. J\*(s) d{£h(t) df(s, t)j 

= j\(s) d{ f h(t) df(s, /)} + f g(s) d{f* h(t) df(s, t) \ 
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(because, as proved in Lemma 4.16, 

f Ht)df(s,t) 
Jo 

is right continuous). The proof of the lemma for the case g(s) G C follows by 
adding the last two integrals. 

The proof of Lemma 4.18 is similar to that of Lemma 4.15 and those of 
Lemmas 4.19 and 4.20 are similar to that of Lemma 4.17. Thus, only statements 
of these lemmas will be given. 

LEMMA 4.18. Suppose that f{r) Ç C and g(s) and h(t) are continuous and of 
bounded variation on [0, 1]. Suppose also that H(r, s, /) is right continuous and is 
of bounded variation in the sense that 

(i) it is of bounded variation in (r, s, t) on [0, 1] X [0, 1] X [0, 1], 
(ii) it is of bounded variation in any pair of r, s, tfor the third member fixed, 

(iii) it is of bounded variation in any one of ry s, tfor the other pair fixed. 
Then 

f f f f(rMs)h(t)dr,s,tH(r,s,t) 
UQ «70 «/0 

= Ij(r) dUo X g(s)Ht) ds-'H(-r> s' '>} 
and 

\i! f0ê(sMt)ds,tH(r,s,t)\ 
is of bounded variation and is right continuous in r. 

LEMMA 4.19. Suppose that f(r) and g(s) are in C and that h(t) is continuous 
and of bounded variation on [0, 1]. Suppose also that H(r, s, t) is right continuous 
and of bounded variation in the sense described in Lemma 4.18. Then 

f f f f(r)g(s)h(t)dr,s,tH(r,s,t) 
«/0 «/0 V0 

= j o fof(r)g(s) dr>s \fQh(t) dH(r, s, t)J 

and 

J J h(t)dH(r,s,t)f 
is right continuous and of bounded variation in (r, s). 

LEMMA 4.20. Suppose that f(r) and g(s) are in C and h(t) £ C. Suppose 
furthermore that N(r, s) is right continuous and of bounded variation on 
[0, 1] X [0, 1] and that M(t) is of bounded variation. Then 

f f f f(r)g(s)h(t)dr,s,t[N(r,s)M(t)] 
*/o «^o «^o 

= ( { f(r)ë(s) dr,sN(r, s) • f h{t) dM(t). 
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The proof of Theorem 5 now follows. It is first noted that for fixed n 

f [x(t) -xn(t)]dH(t) < oo. 
Jo 

Because of the definition of xn(t), 

f [x(t) ~xn(t)]dH(t) 
t / O 

= f | * 0 ) - Z fx(s)daj(s)-0j(t)\dH(t) 
t/o L j=i t/o J 

= f[x(t)]dH(t)-it\ f h(t) dH(t) f x(s) dajisU , 
Jo j = i L J o t/o J 

where the equality of the second member to the third member of the last 
equation is justified by the finiteness of 

and of 

Since 

f x(t)dH(t) 
Jo 

f [x(f) -xn(t)]dH(t). 
Jo 

f pj(t)dH(t), j = 1 , 2 , . . . , » , 
Jo 

are finite constants, the proof of the theorem, for i = 1, is complete. 
Now for fixed n 

f f [x(s) - xn(s)][x(t) - xn(t)]ds,tH(s,t) < co. 
t/o t/o 

Also, because of the definition of xn(t)t 

f f [x(s) - xn(s)][x(t) - xn(t)] ds,tH(s, t) 
t /O t /O 

= I * 0 ) - £ I x(u)dai{u)-pi{s)\ 
t/o t/o L i=i t/o J 

= I I x(s)x(t)dSftH(s,t) 
t /O t / 0 

- £ x{v)da,{v) x(s)^j(t)ds,tH(s,t) 
j=:l t /O t /O t /O 

— {one similar term} 

+ Z Z PiWPjWds.JHsJ)- x(u)dat(u)- x^da^v). 
i=l j=i t / o t /Q t/O t/O 
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An application of Lemma 4.17 and Fubini's theorem completes the proof of 
the theorem for the case i = 2. 

In the case for which i = 3, it is noted that for fixed n 

f f f [x(r) - xn(r)][x(s) - xn(s)][x(t) - x\t)] dr,SttH(r, s, t) 
«/o t/o Jo 

= P f1 f\x(r)-it CxWdatW-Mr)] 
Jo Jo Jo L t«i t/o J 

x * ( * ) -£ I )((»W»)'(Î/(S) 
L j = i «/o J 

X x(t) - J ) J x(w)dak(w)-0k(t) \dr,8,tH(r,stt) 

= | | | * M * ( s M 0 dr,s,tH(r,s,t) 
Jo Jo Jo 
n n /»1 /»1 

+ £ £ I x(v)d<Xj(v)- I x(w)dak(w) 

X f f f x(r)h(s)k(t)dr,„tH(r,s,t) 
Jo Jo Jo 

+ {two similar terms} 
n /»1 /» 1 /*1 /»1 

- ] £ x(w)dak(w) x(r)x(s)pk(f)dr9,9tH(r,s,t) 
k=i Jo J o Jo Jo 

— {two similar terms} 
w n n pi r*l s%l 

— ]C X 23 I x(u)doLi(u) I x(v)daj(v) I x(w) dak(w) 
j = l j = l /fc=l v o « / 0 * / 0 

X f f f 0i(r)^(s)^(t)dr,s,tH(r,s,t). 
Jo Jo Jo 

An application of Lemmas 4.16 to 4.20 and Fubini's theorem completes the 
proof of the theorem. 

Now the proof of Lemma 3.1 will be given. Let ai(s), c^CO, . . . be such that 

for n = 1, 2, 3 , . . . and all s 6 [0, 1]. Then 

(l[pn(s,t)-p(s,t)]*dt 
Jo 

< f [P
n(s,t)fdt + 2 f \P'(s,t)\p(s,t)dt+ ( [p(s,t)]2dt 

•SO Jo Jo 

< M + 2 /j/[ £ [P
B(s, *)]2 * • J]* [p(5, 01**] + 1 

< M + 2 VM + 1 = (1 + VM)\ 
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and the proof of part (i) is complete. The proof of (ii) is as follows: 

J« i f N I 2 /»i r N n I 2 

£ at{s)M) \dt= 2 «i(*)0*(O ~ E « I (* ) /8 I (0 <ft 
0 L i= w +i J «/o L t= i i=i J 

Ji l T 2V "12 / . l [" n "|2 

2>,(*) /3 , (0 * + 2 2><(*)0i(O * < 4 M . 
o L i = i J «/o L 2=i J 

To prove part (iii) one need only note that 

Ji l ( ni T N "|2 ^ 2 pi pi [" N ~|2 

i | S afàliiÇt) \ dt\ ds < 4M E ai(s)pt(t)\dtds 
0 \ */0 L i=rc+l J / t / o «/0 L i= w +l J 

(because of (n)) 

J»i ni r ivr "]2 T1 T ^ H 

E a«(*)j8,(/) <fcd* = 4ilf Z 0<2(O * 
o t/o L ï=w+i J «/o L Ï= W +I J 

= 4 l f Y,., « 2A0-
i=n+l 

The proof of part (iv) follows. Let « be an arbitrary positive number and let ei 
be chosen to satisfy the following conditions: 

(a) 0 < «i < 1, 
(b) e i < e/V3, 
(c) V«i < «/12(1 + V I ) 1 , 
(d) e i < e/3(l + VM)\ 
(e) V ' i < «/2[2(1 + V M ) 2 + 1][2(1 + V I ) + 1], 
(f) e i < e/32M2. 

Since 

»i /»i 

lim f f [p(5,/) - pm(s,t)]2dtds= lim f f [P(s,0 -pm(s,t)]*dst 
m->co *^0 «^0 w^oo *^0 »/0 

J»l co oo 

2 Pi\t)dt= lim £ 7«.< = 0, 
m-»co *^0 i=m+l w->oo i=ra+l 

it follows that there exists m0 such that for all m > m0 

f [p(s,t) - pm(s,t)]2dt <ex , 
t / o 

save for s £ 5 (m) C [0, 1] where s (m) is of measure less than or equal to ei. 
Now the Minkowski inequality yields 

Y ( J\P
n(s,t)-p(s,t))2dtJ 

< Y\ X k"& '> - ^ ^ 2 j y + y ( J,1 tpm(s- o - "(*- oi* *) 
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and 

>j/( J\pm(s,t)-pn(s,t)fdî) 

V\ I[pn(s't] ~p(s' t)]2dy + V\ Ilpm(s'l) ~p(s' t)]2dy < 
so that 

Y\ j [P
m(s,t) - P

n(s,t)fdt) - y ( j\P
n(s,t) - p(5,/)]**) 

Y\ fo[p
m(s,t)-p(s,t)]2dt). < 

Hence, for m > m0 and s (t s(m), 

<ei-I l A X [pm(5- ° "pa(s' t)]2<ly ~ V ( I [ p M ( 5 ' ° "p(5' t)]*dy 
Equivalently, for m > m0 and s g 5(m), 

(4.33) [ / ( / ( f [P
n(s, t) - p(*. t)fdt) - Vax]' - «!2 

< [ j / ( J ] ' [P
n(s, t) - p(s, t)f dt) + Veij. 

It will now be noted that for 0 < b < 1 

[a + b]2 = a2 + 2ab + b2 < a2 + 2ab + b = a2 + (2a + 1)6. 

Thus for 0 < b < 1 and 0 < (2a + 1)6 < 1, 

(4.34) [a + b]4<a*+ (2a2 + l)(2a + 1)6. 

Also, by part (i) of the lemma 

(4.35) f [P"(s, t) - P(s, t)fdt < (1 + VM)2 

for 72 = 1, 2, 3, . . . and all s G [0, 1]. Because of condition (a) on ei, (4.34) in 
conjunction with (4.35) yields 

(4.36) [ / j / ( J ' [pn(s, t) - P(s, t)]2dtj + V*iJ 

< [ j1
glp

n(s,t)-p(s,t)]2dt'\2 

+ [2(1 + VM)2 + 1][2(1 + VM) + 1] V*i. 
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It will also be noted that 

[a - bY = a2 - 2ab + b2 > a2 - 2ab 
and thus 

Thus 
[a - b}* > a4 - 4a36. 

(4.37) [/ | /( J* [p"(M) - P(5,/)]**) - VeJ4 

> [ £ [P
n(s, t) - p(5, t)]2dtj - 4(1 + VM)V«i. 

Therefore for m > m0 and s $ s(w) it follows from (4.33), (4.36), and (4.37) 
that 

[ £ [pn(s, t) - P(s, t)]2dtj - 4(1 + VM)Vei - ex2 

[ f\pm(S,t)-pn(s,t)}2dtJ 

[ J0V(M)-p(M)]*<aJ 

and thus, for m > m0, 
+ [2(1 + VM)2 + 1][2(1 + VM) + lWa, 

«l — «i (4.38) f f [p"(s, 0 - P(s, t))2 dt \ds - 4(1 + VM)V-

< f I fip^.o-p^.oi^Tds 
«/[0,l]-s(m) L «/o J 

< f fVfr.O-P&O]**! * 
•/[o,i]-s(m) L «/o J 

+ [2(1 + VM)2 + 1][2(1 + VM) + lJVei. 
Also, because of part (ii) of the lemma and the fact that the measure of s(m) 
is no greater than €1, 

(4.39) 0 < f f [pm(s, t) - pn(s, t)f dt\ ds< 16ikf2ei. 
•/s(m) L Jo J 

Addition of inequalities (4.38) and (4.39) yields, for m > ra0, 

f r f[pn(s,t)-P(s,t)]2dt\ 
J[0,l]-s(m) L */0 J 

S '[/' 
«/[0,l]-s(m) L Jo 

< 

< 

ds-4(1 + VAf) V«i ~ «i 

[p"(s, t) - p(5, 0] ^ ^5 

4- [2(1 + VM)2 + 1][2(1 + VM) + l]Vei + 16M2eL 
I 
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From (4.35) and the fact that s(m) has measure no greater than ex it now 
follows, for m > m0, that 

S! L X ' lpn(S' l) ~ P(S' t)]2dt\ds ~ 4^ + V ^ Vei - (1 + VM)% - ei
2 

< fQ [ £ [P"(*, /) - Pn(s, t)]2 dtj ds 

< X L X [p"(M) ~ ̂ s^^dt\ ds 

+ [2(1 + VM)2 + 1][2(1 + VM) + l h / e i + 16M2
€l. 

Now, in view of conditions (b), (c), (d), (e), (f) on ely it follows that, for 
m > nio, 

J ' L J' [ p n ( s ' l ) ~p(s't)]2 dtlds ~ € 

< fQ [ £ [Pm(s, t) - Pn(s, t)f dtj ds 

< X [ X [A*,0-p(M)]2<aJ ds + e, 

which completes the proof of Lemma 3.1. 

Finally the proof of Lemma 3.2 now follows. The required boundedness for 
all Sturm-Liouville sets of a's follows from the boundedness for the Fourier 
cosine functions and the asymptotic approach of the functions of any Sturm-
Liouville set to the functions of the Fourier cosine set. More precisely, by 
(4, vol. 2, p. 722) (it will be convenient here to suppose the indices on the as 
begin at 0 rather than 1), the sum 

n [~ n "| 

]T] oLi(u)oLi(s) — 1 + 2 ^ 2 c o s inu c o s i^ 
Î=O L i=i J 

is bounded for all u and s on [0, 1] and for all positive integers n. Thus 

COS I ITU COS I ITS p(u, t) du 

is bounded for all 5 and t on [0, 1] and all n. Thus, to show that 

z=0 

is bounded and hence that 

Ê Vi,jai(s)ai(s)(= f ]C0i(O«<(*) dt) 
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is bounded for all s on [0, 1] and all positive integers n, it suffices to notice t h a t 

(4.40) I 1 + 2^2 cos im c o s i*s P(U* 0 du 
0 n 

= t + — ̂  [sin iirt cos iirs]/i 
it t= i 

1 n 

= t + —2 tsm ^(^ + s)/i + s in i*(t "" 5)A'] 
and t h a t the boundedness of the last expression in t, s and n follows from the 
boundedness of 

n 

2 s m iiru/i 

(4, vol. 2, pp . 4 9 3 - 8 ) in w and n. I t is noted t h a t the left member of (4.40) is 
j u s t 

n 

i=0 

for the Fourier cosine functions and t h a t no use was made of a possible averag
ing effect from the integration on t in establishing the boundedness of 

•Jo L i=o J \ z,i=o / 

5 . In the present section the boundedness condition on 

n 

required in the corollary to Theorem 6 (which has been shown to hold for all 
Sturm-Liouvi l le sets of a 's) is also verified for the sine and H a a r functions. 
T h e au thor does not know whether it holds for all sets of a 's . Order est imates 
are found for 

lim I I J2 Y«.i«i(s)aj(*) ds 

for the Fourier cosine and the Fourier sine functions as well as for the H a a r 
functions. For the Fourier cosine and the Haar functions this order is 

i=n+l 

whereas for the Fourier sine functions it is 

=71+ 

and not 

0( £ Tu), 

unctions it is 

l ]£ Ti.i) 

/ oo \ l + e 

\ i=w+l / 
0\ 2 ^ Tf.iJ f o r a n y e > 0 . 

=n+l 
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This shows that the best bound on |ew| provided by the corollary for all admis
sible sets of a's is 

0 ( 2 7f.<) • 

It should be noted that, now that specific sets of a's are being dealt with, 
the as will not always be indexed by the indices 1, 2, 3, . . . . Any change in 
the indexing of the a's will of course give rise to corresponding changes in the 
indexing of the £'s and 7's. 

Though a specific bound is found in this paper for the sums of products 
of 7's and a's for the Haar functions, it is of interest to note again that, just 
as for Sturm-Liouville sets of a's, this boundedness really follows from the 
boundedness of the sums of products of the 0's and as. This latter remark is 
justified by a result given in (1, pp. 47-49) for which, by adopting the notation 
there used and letting f(t) = p(/, u), one obtains that the sums of products 
p(u)'s and a(x)'s are bounded by 1. Again, the author does not know whether, 
for all sets of a's the sums of products of (Fs and a's is bounded. 

Finally now the specific considerations are made for the three above-
mentioned sets of a's. 

(i) The Fourier cosine functions: 

a0(s) = (1 Use [0,1), / I 
[0 if 5 = 1, 

<*t(s) = (VZcosiirs Use [0, 1), i = 1, 2, 3, . , 
[0 if 5 = 1, 

M) = t, 
PS) = W2/iir) sin iitt, i = 1, 2, 3, . , 

7o,o = 1/3, 
7o,i = V 2 ( - l ) f + 1 A ' V 2 , i = 1, 2, 3, . , 
y i t J = Oif i 9*j, i,j = 1,2,3, 
7 M = ÎA'V2, i = 1 , 2 , 3 , . , 

N 

(a) X) 7 u « i ( ^ W < V 3 

for N = 0, 1, 2, . . . and all 5 G [0, 1]. The sum 

E 1A2 = T2/6 
t=i 

yields the estimate at once, 
(b) 

(5.1) lim I ( ]T) yt,jai(s)aj(s)) ds < 16/7rV, w > 1. 
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To establish this inequality, it need only be noted that 

N oo 

2 Y,.,«,(*)«,(*)< (2/V)i; (IA2). 
i, j—n i—n 

(5.2) ( ê 7 « . J * > l / T V , » > 1 , 

is easy to verify from the definition of the y's. From (5.1) and (5.2) it follows 
that 

J»l T N 1 2 / oo \ 2 

Z) yi,j<*i(s)(Xj(s) ds = 0[ ] £ T i . J . 
» . ^ ^ 0 L i,j=n J \ i=w / 

2V->oo ^ 0 L- i,j=n 

(ii) The Haar functions: 

-ft a o W »« for 5 = 0, 

( 1 for 5 6 [0,1/2), 
« o ( 1 ) W = ^ - l fori € [1/2,1), 

( 0 for 5 = 0, 

( V2 for s 6 [0,1/4), 
« I

( 1 ) W = < - V 2 for 5 € [1/4,1/2), 
' 0 elsewhere, 

( V2 iorse [1/2,3/4), 
<*im(s) = <-V2 for s e [3/4,1), 

' 0 elsewhere, 
and in general 

a„("(0) = 2n'\ are
<2B)(l) = ~2n'\ 

( 2B/2 fors € [(2* - 2)/2"+1, (2* - l ) ^ 1 ) , 
<*„<*>(*) = )-2nn fors € ((2* - l)/2M+\ 2*/2"+1], 

( 0 elsewhere, 

where n ranges over 1, 2, 3, . . . and k ranges over 1, 2, 3 , . . . , 2". 
The two-indices notation is used also for the /3's as follows: 

I t can be shown that 

A . t t ) ( 0 = f <*,<*> {s)ds. 
Jo 

8^(t)-t B^HD-i1 {°rt(i [ 0 , 1 / 2 ] ' 
A, (t) -t,(Jo (t) ~ \ l _ t i o r t e [ 1 / 2 ) 1 ] > 

and for n > 1, k = 1, 2 , . . . , 2", 

(0 for t € [0, (2* - 2)/2B+1], 
o W(ts = *V2"(t ~ (2k ~ 2)/2*+1) for t e [(2k - 2)/2"+\ (2k - l)/2"+»], 
Pn W ) v ' 2 " ( _ < + 2'fe/2'!+1) fori € [(2k- l)/2M+\2fc/2B+1], 

(o fori 6 [2V2n+I, 1]. 
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The two-indices notation on the /3's gives rise naturally to a four-indices 
notation on the Y'S. Thus 

ynJk)'M = fpnik)(t)i3m
M(t)dt. 

It can be shown that the values for the various yJs are those given below: 

TM<o).«» = i / 3 , 

Yo.o<0,'(1) = 1/8, 
yo,ni0)-m = V2B(2£ - l)/23"+3 for n > 1, k = 1, 2, . . . , 2n, 

7M<1) l (1) = 1/12, 

(i) (*) = i V2"(2/fe - l)/23n+3 for k < 2n~\ n > 1, 
To,n ' \V(2B /23 B + 3)[2B + 1 - (2k - 1)] foré = 2"-1 + 1, 

2»-1 + 2, . . . , 2", 
T . . . ^ * ' = 1/(12-22K), » > 1, * = 1, 2 , . . . . 2», 
yn,n

(k)-m = 0, n>l,k9*i, 

'(l/23re+3p+3)[(2w - 1) - 2p(2yfe - 1 ) ] 2 V 2 ' 

if (2k - 2)2*-1 + 1 < w < (2* - 1)2*-», 

yn,n+pm-ia) = <;(l/23"+^+3)[-(2w - 1) + 2(2*)]2V2 p 

if (2fc - 1)21'-1 + 1 < w < (2/fe)2p-1, 

,0 otherwise, 
n>l,p>l. 

(a) The expression 
N 

E Yi.j «<($)«>(*)> 

for fixed n > 2, used where the a's each have one index and the indices begin 
at 1, is here replaced by 

all ntl 

gn,rN"(s) = E E T . ^ V f c W " ^ ) 

i i j — n + l A;=l w=l 

+ 2 E S E T ^ ' V ^ W 
i=n+l w=l k=r 

In v 

+ 2IE Y.^^'V^W"^) 
li—T W=l 

+ 2 E Ê É T U + . ( W " ) « J
W W % + . W W , 

1—71+1 / C = l tt>=l 

i 
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where 1 < r < 2n and 1 < p < 2N+l. It can now be shown that this latter 
sum is bounded independently of N, p, and 5 by a decreasing function of the 
variables n and r. (To show that the expression corresponding to 

N 

i, j=n 

is bounded is not more difficult. However, as seen from the corollary to 
Theorem 6, it is the bound, as a decreasing function of n and r, which is useful 
in estimating the error in Theorem 6.) 

A routine but long calculation yields 

limsup f [gn,r
N'P(s)]2ds< [13/(3.2n)]2 

N,p «/0 
(Kp<2») 

This result is based on the inequalities 

2n 2n 

£ \an
ik)(s)\ < 2V2B, Z K ( % ) ] 2 < 2.2", n = 1, 2 , . . . ; s € [0,1]. 

£ = 1 k=l 

Now the expression 

used when the as each have one index and the indices begin at 1, is here 
replaced by 

2n oo 2* 

Ï=TO+1 ,7=1 

= (2n - r)/(12.2") + £ 2V(12.22') = (2n - r)/(12.2") + 1/(12.2") 

> 1/(12.2"). 

Thus 

limsup f[gn,r^(s)fds <270i(f:ynJ
i)M+ £ £ yj»™)*. 

(1<P<2H) 

Thus the Haar functions, when ordered in a single sequence, satisfy the 
condition 

kl = o[ J2 yi,i) • 
\ 1=71+1 / 

(iii) The Fourier sine functions: 

&i(s) — V2 sin irs for 5 G [0, 1], i = 1, 2, 3, . . , , 

pt(t) = V2( l - cos irt)/iirt i = 1, 2, 3, . . . , 

7 M = 2[1 + $ M / 2 ] A ) V 2 , if j = 1, 2, 3, . . . . 
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In this case, it is false for each e, 0 < e < 1, that 

J» i T N ~|2 / °° \ 1 + c 

- . - ^ 0 L i,j=n+l J \ i=rc+l / 
The proof of this follows: 

]Ç 7 *.*«<(*)«,(*) = 4M S (smiTs)/i) + ^( X) sm2ivs/i2) \/ w2 

and thus 

(5.4) 2 7«.jai(s)a,(s) ds > — I ] £ (sin*Vs)/i ds. 

Hence 

S T î , i « t ( ^KW ds > — lim I ]T) (sm iirs)/i\ ds 

(the existence of the limit on the left follows from Lemma 3.1 (iv) and that 
of the right follows below). Now, as noted just after (4.37), there exists M such 
that 

I N I 
Z (sini7rs)/i < M 

for all n, N ( > n + 1) and s <E [0, 1]. Also 

N n 

lim X) ( s m i^s)/i = 7r(l — s) /2 — ^ (sin iirs)/i for almost all 5 G [0,1]. 

Thus, Lebesgue's bounded convergence theorem yields 

J
»i r N "]4 

T] (sin iirs)/i ds 
„ - ^ o L i=w+i J 

J»l [~ n "]4 

x(l - s) /2 - X ) (sinix*)/* ds. 
o L i=i J 

It will be shown below that 
M l " n ~|4 

(5.6) J I TT(1 — s) /2 - J2 (sin iws)/i ds > K/n for someX > 0 
for all sufficiently large n. 

From (5.5) and (5.6) follows 

and thus from (5.4) 

J
«i r N "|4 

X (sm i*s)/i ds > i^/w 
.. ,_ 0 L i^n+l J 

(5.7) lim M ]T 7 M a <(5)ay(5) ^ > K/ti 
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Now 

(5.8) Ë y ut = 1 È (1A2) < 3/(2»), 
i=n+l £ i=n+l 

(5.7) and (5.8) clearly established (5.3). 
To establish (5.7), note that (sin u)/u > 1 - u2/6 > 5/6 for 0 < u < 1. 

Thus for fixed n > 0 and 0 < 5 < 2/[(2« + 1)TT], 

J
»(W+1/2)TS 

(sin u)/u du> 5(n + 1/2) TS/6. 
o 

Now Hobson (4, vol. 2, p. 495) shows that 

n 

(5.10) £ (sin *'**)/* - x(l - s)/2 

?(n+l/2)7rs 

(sin u)/u du - TT/2 + 6A/{n + 1/2) 

for 0 < s < 1 and n = 1, 2, 3, . . . , where A is a constant independent of 
n and s and — 1 < 6 < 1. From (5.9) it can be seen that for sufficiently large n 

(5.11) 
(n+l/2)7rs 

(sin u)/u du - TT/2 + 6A/(n + 1/2) > 2(2n + l)irc/6 

for l/[(2« + 1)TT] < 5 < 2/[(2n + 1)*-]. It follows from (5.9) and (5.10) 
that 

! X) (sin * **)/* - 7r(l - *)/2 <fc 

X 
2/ir(2w+l) 

[(2n + l)Ts/3]*ds>K/n 
1/T(2»+1) 

for some i£ > 0 and all sufficiently large n. Thus (5.6) is established and the 
proof is complete. 

The author is very grateful to Professor R. H. Cameron for his encourage
ment and guidance. 
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