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Abstract

Let P be a finitely generated cancellative abelian monoid. A P-graph Λ is a natural generalization of a
k-graph. A pullback of Λ is constructed by pulling it back over a given monoid morphism to P, while
a pushout of Λ is obtained by modding out its periodicity, which is deduced from a natural equivalence
relation on Λ. One of our main results in this paper shows that, for some k-graphs Λ, Λ is isomorphic to
the pullback of its pushout via a natural quotient map, and that its graph C∗-algebra can be embedded into
the tensor product of the graph C∗-algebra of its pushout and C∗(Per Λ). As a consequence, in this case,
the cycline algebra generated by the standard generators corresponding to equivalent pairs is a maximal
abelian subalgebra, and there is a faithful conditional expectation from the graph C∗-algebra onto it.
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1. Introduction

Let P be a finitely generated cancellative abelian monoid. It was first suggested
to study P-graphs in [9], where Nk-graphs (now known as k-graphs or higher-rank
graphs) were studied. But this has not been done until very recently. Based on
some ideas in [9], Carlsen et al. study P-graphs, their pullbacks and associated C∗-
algebras in [2]. Making use of them as a tool, they successfully describe the picture of
the primitive idea space in the C∗-algebra of a row-finite and source-free higher-rank
graph. We should mention that the primitive ideal space of directed graph C∗-algebras
is studied in [5].

In this paper, we study pullbacks and pushouts of P-graphs, and we are particularly
interested in their applications to periodic higher-rank graphs. Let P and Q be two
finitely generated cancellative abelian monoids, f : P→ Q be a monoid morphism,
and Γ be a row-finite and source-free Q-graph. It is natural to construct a P-graph f ∗Γ,
which is called the pullback of Γ via f , from Γ and f . This idea first appeared in [9]
and was further explored in [2]. To construct pushouts is a little bit more involved;
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268 D. Yang [2]

we make use of an idea from [3, 4], which has been substantially generalized to
higher-rank graphs in [2]. Let Λ be a row-finite and source-free P-graph. Define a
natural equivalence relation ∼ on Λ, and then construct the periodicity Per Λ from ∼.
Loosely speaking, under some suitable conditions the pushout Λ/∼ of Λ is a q(P)-
graph, which is obtained by modding out the periodicity of Λ. One key property we
observe is that the pushout Λ/∼ is aperiodic. This seems rather natural, but to prove it
needs some care. It is shown that Λ is isomorphic to the pullback of the pushout Λ/∼:
Λ � q∗(Λ/∼). In this case, C∗(Λ) can be embedded into the tensor product of C∗(Λ/∼)
with C∗(Per Λ). Actually, it turns out that this embedding is the best one could possibly
obtain, in the sense that C∗(Λ) could not be isomorphic to C∗(Λ/∼) ⊗ C∗(Per Λ) in any
canonical way. Along the way, we also give an in-depth study on periodicity of P-
graphs.

Our results are applied to the cycline subalgebra M of a higher-rank graph. By
definition, M is the sub-C∗-algebra of C∗(Λ) generated by the standard generators
corresponding to equivalent pairs in Λ. It turns out thatM plays an important role in
the structure of C∗(Λ) due to the following Cuntz–Krieger uniqueness theorem in [1]:
a representation of C∗(Λ) is injective if and only if so is its restriction onto M. It
was asked in [1] if M is an abelian core of C∗(Λ) [11]. We answer this question
affirmatively for a large class of k-graphs. That is, we show that M is a maximal
abelian subalgebra (MASA) of C∗(Λ), which is actually isomorphic to the tensor
product of the canonical diagonal algebra DΛ with C∗(Per Λ), and that there is also
a faithful conditional expectation from C∗(Λ) ontoM.

This paper is motivated by [1, 2] and strongly influenced by [2]. In Section 2 some
necessary background on P-graphs and the associated C∗-algebras is briefly given.
The main result of Section 3 is an embedding theorem, which roughly says that the
C∗-algebras of a class of k-graph C∗-algebras, being pullbacks, can be embedded into
tensor products of P-graph C∗-algebras with commutative C∗-algebras. In Section 4
we study the periodicity of P-graphs in detail. We give some characterizations of
aperiodicity, and provide a (sort of) concrete description for periodicity. Our results
generalize and unify what we have known for row-finite and source-free k-graphs in
the literature. We finish off this section by showing that all pullbacks are periodic. We
believe that the results of this section may be of independent interest and very useful
in the future. In Section 5 we reverse the process of Section 3. Loosely speaking,
we start with a P-graph Λ whose periodicity Per Λ is a subgroup of the Grothendieck
group G(P) of P. By modding out its periodicity, we obtain an aperiodic pushout,
whose pullback is isomorphic to Λ. As an application of our results, in Section 6 we
give a partial answer to a question left open in [1].

Notation and conventions. In this paper, all monoids are assumed to be finitely
generated, cancellative and abelian. If P is such a monoid, we also regarded it as
a category with one object. We use G(P) to denote the Grothendieck group of P, and
we always embed P into G(P).
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As usual, for m, n ∈ Zk, we use m ∨ n and m ∧ n to denote the coordinatewise
maximum and minimum of m and n, respectively. For n ∈ Zk, we let n+ = n ∨ 0 and
n− = −(n ∧ 0). Of course, n = n+ − n− with n+ ∧ n− = 0.

2. P-graphs

Let P be a monoid. P-graphs are a generalization of k-graphs, and share many
properties with k-graphs. In this section, we briefly recall some basics on P-graphs
which will be needed later. Refer to [2, Section 2] for more details.

A P-graph is a countable small category Γ with a functor d : Γ→ P such that the
following factorization property holds: whenever ξ ∈ Γ satisfies d(ξ) = p + q, there
are unique elements η, ζ ∈ Γ such that d(η) = p, d(ζ) = q and ξ = ηζ. Clearly, any
k-graph is an Nk-graph. All notions on k-graphs can be generalized to P-graphs.
For instance, for p ∈ P, let Γp = d−1(p), and so Γ0 is the vertex set of Γ. There are
source and range maps s, r : Γ→ Γ0 such that r(ξ)ξs(ξ) = ξ for all ξ ∈ Γ. For v ∈ Γ0,
vΓ = {ξ ∈ Γ : r(ξ) = v} and Γv = {ξ ∈ Γ : s(ξ) = v}. We say that a P-graph Γ is source-
free (respectively sink-free, row-finite) if |vΓp| > 0 (respectively |Γpv| > 0, |vΓp| < ∞)
for all v ∈ Γ0 and p ∈ P.

Let
ΩP = {(p, q) ∈ P × P | q − p ∈ P}.

Define d, s, r : ΩP → P by d(p, q) = q − p, s(p, q) = q, and r(p, q) = p. It is shown
in [2, Example 2.2] that ΩP is a row-finite and source-free P-graph.

Let Λ and Γ be two P-graphs. A P-graph morphism between Λ and Γ is a functor
x : Λ→ Γ such that dΓ(x(λ)) = dΛ(λ) for all λ ∈ Λ. The infinite path space of Γ is
defined as

Γ∞ = {x : ΩP → Γ | x is a P-graph morphism}.

For x ∈ Γ∞ and p ∈ P, there is a unique element σp(x) ∈ Γ∞ defined by

σp(x)(q, r) = x(p + q, p + r).

That is, σp is a shift map on Γ∞. If µ ∈ Γ and x ∈ s(µ)Γ∞, then µx is defined to
be the unique infinite path such that µx(0, p) = µ · x(0, p − d(µ)) for any p ∈ P with
p − d(µ) ∈ P. If σp(x) = σq(x) for some p , q ∈ P, x is said to be (eventually) periodic.

Definition 2.1. A P-graph Γ is said to be periodic if there is v ∈ Γ0 such that every
x ∈ vΓ∞ is periodic. Otherwise, Γ is called aperiodic.

For a row-finite and source-free P-graph Γ, we associate to it a universal C∗-algebra
C∗(Γ) as follows.

Definition 2.2. Let Γ be a row-finite and source-free P-graph. A Cuntz–Krieger
Γ-family in a C∗-algebraA is a family {Sλ : λ ∈ Γ} inA such that:

(CK1) {S v : v ∈ Γ0} is a set of mutually orthogonal projections;
(CK2) S µS ν = S µν whenever s(µ) = r(ν);
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(CK3) S ∗λSλ = S s(λ) for all λ ∈ Γ;
(CK4) S v =

∑
λ∈vΓp SλS ∗λ for all v ∈ Γ0 and p ∈ P.

The P-graph C∗-algebra C∗(Γ) is the universal C∗-algebra among Cuntz–Krieger
Γ-families. We usually use sλ to denote its generators.

It is known that
C∗(Γ) = span{sµs∗ν : µ, ν ∈ Γ}.

One important property is that C∗(Γ) and the reduced C∗-algebra C∗r (GΓ) are
isomorphic, where GΓ is the groupoid associated to Γ.

By the universal property of C∗(Γ), there is a natural gauge action γ of the dual
group Ĝ(P) of G(P) on C∗(Γ) defined by

γχ(sλ) = χ(d(λ))sλ (χ ∈ Ĝ(P), λ ∈ Γ).

Averaging over γ gives a faithful conditional expectation Φ from C∗(Γ) onto the fixed
point algebra C∗(Γ)γ. It turns out that C∗(Γ)γ is an AF algebra and

FΓ := C∗(Γ)γ = span{sµs∗ν : d(µ) = d(ν)}.

The (canonical) diagonal algebra DΓ of C∗(Γ) is defined as

DΓ = span{sµs∗µ : µ ∈ Γ},

which is the canonical MASA of FΓ.
Furthermore, as k-graphs, we also have the following two important uniqueness

theorems for C∗(Γ): the gauge invariant uniqueness theorem [2, Proposition 2.7] and
the Cuntz–Krieger uniqueness theorem [2, Corollary 2.8].

Throughout rest of this paper, all P-graphs are assumed to be row-finite and source-
free. An Nk-graph is simply called a k-graph as in the literature.

3. Pullbacks and an embedding theorem

We begin this section with the notion of pullbacks. Let P and Q be two monoids,
and f : P→ Q be a (monoid) homomorphism. If (Γ, dΓ) is a Q-graph, the pullback of
Γ via f is the P-graph ( f ∗Γ, d f ∗Γ) defined as follows: f ∗Γ = {(λ, p) : dΓ(λ) = f (p)} with
d f ∗Γ(λ, p) = p, s(λ, p) = s(λ) and r(λ, p) = r(λ). The composition of two paths in f ∗Γ
is given by (µ, p)(ν, q) = (µν, p + q) if s(µ) = r(ν).

The pullback f ∗Γ defined above is indeed a P-graph. The proof is completely
similar to that of [2, Lemma 3.2] where P = Nk. The following properties are easily
derived from the very definition of pullbacks, and so their proofs are omitted here.

Lemma 3.1. Let P and Q be two monoids, and f : P→ Q be a homomorphism. Suppose
that (Γ, dΓ) is a Q-graph. Then we have the following.

(i) If Γ is source-free, then so is f ∗Γ. The converse holds if f is surjective.
(ii) If f ∗Γ is row-finite, then so is Γ. The converse holds if f is surjective.

https://doi.org/10.1017/S1446788715000087 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788715000087
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In the remainder of this section, we focus on morphisms f induced from group
homomorphisms on Zk. In this case, we can prove the following embedding theorem.

Theorem 3.2. Let H be a subgroup of Zk, and q : Zk → Zk/H be the quotient map.
Suppose that Γ is a q(Nk)-graph. Then there is an injective C∗-homomorphism from
C∗(q∗Γ) to C∗(Γ) ⊗ C∗(H)1.

Proof. Without loss of generality, we assume that H has rank r ≥ 1. Then there is
a basis { f1, . . . , fr, . . . , fk} of Zk and d1, . . . , dr ≥ 1 such that di divides di+1 for all
1 ≤ i ≤ r − 1 and {d1 f1, . . . , dr fr} is a basis of H [14, Theorem 2.12]. Furthermore,
it follows from [14, Theorem 2.14] that Zk/H � Zd1 × · · · × Zdr × Z

k−r under the
isomorphism

ϕ : Zk/H → Zd1 × · · · × Zdr × Z
k−r,[ k∑

i=1

ni fi
]
7→ ([n1]d1 , . . . , [nr]dr , nr+1, . . . , nk).

So we identify Zk/H with Zd1 × · · · × Zdr × Z
k−r via ϕ in what follows.

Define a ‘projection’  from Zk/H onto the torsion-free part via

 : Zk/H → Zk, ([n1]d1 , . . . , [nr]dr , nr+1, . . . , nk) 7→ (0, . . . , 0, nr+1, . . . , nk).

Clearly,  is a homomorphism. Implicitly identifying the above basis { fi}ki=1 with the
standard basis {ei}

k
i=1 of Zk, one has that H =

⊕r
i=1 Hi with Hi = 〈di fi〉 in the ith factor

of Zk =
⊕k

i=1 Z. So  ◦ q is the projection from Zk onto the last k − r factors:

 ◦ q(n) = (0, . . . , 0, nr+1, . . . , nk) ∀n ∈ Zk.

For 1 ≤ i ≤ r, let hi := di fi and Vi be the unitary generators in the group C∗-algebra
C∗(H) corresponding to hi. Define an action Θ : Tk → Aut(C∗(Γ) ⊗ C∗(H)) via

Θt(sµ ⊗ Vn) = t ◦d(µ)sµ ⊗ tnVn ∀t ∈ Tk, (3.1)

where n = (n1, . . . , nr, 0, . . . , 0) ∈ Zk, and we use the multi-index notation Vn =∏r
i=1 Vni

i . One may think of the action Θ as the tensor product of a natural action
of H⊥(⊂ Tk) on C∗(Γ) and the gauge action of Ĥ on C∗(H).

Notice that, for any (µ, n) ∈ q∗Γ, one has

n −  ◦ d(µ) = n −  ◦ q(n) = (n1, . . . , nr, 0, . . . , 0).

Then one can verify that {sµ ⊗ Vn− ◦d(µ) : d(µ) = q(n)} is a Cuntz–Krieger q∗Γ-family.
To this end, let t(µ,n) := sµ ⊗ Vn− ◦d(µ). Obviously (CK1) and (CK3) hold true. For
(CK2), let s(µ) = s(ν) and (µ, n), (ν,m) ∈ q∗Γ. Then

t(µ,n)t(ν,m) = (sµ ⊗ Vn− ◦d(µ))(sν ⊗ Vm− ◦d(ν))
= sµsν ⊗ Vn+m− ◦d(µ)− ◦d(ν)

= sµν ⊗ Vn+m− ◦(d(µ)+d(ν))

= t(µν,n+m) = t(µ,n)(ν,m),

1Since the group C∗-algebra C∗(H) is abelian, it does not matter which C∗-tensor product one chooses.
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where the third ‘=’ used the property (CK2) for {sµ : µ ∈ Γ} and the property that  is a
homomorphism. To verify (CK4), for v ∈ (q∗Γ)0 = Γ0 and n ∈ Nk, we compute∑

(µ,n)∈v(q∗Γ)n

t(µ,n)t∗(µ,n) =
∑

(µ,n)∈v(q∗Γ)n

(sµ ⊗ Vn− ◦d(µ))(sµ ⊗ Vn− ◦d(µ))∗

=
∑

(µ,n)∈v(q∗Γ)n

sµs∗µ ⊗ I

=
∑

µ∈vΓq(n)

sµs∗µ ⊗ I

= sv ⊗ I

due to property (CK4) for {sµ : µ ∈ Γ}.
By the universal property of C∗(q∗Γ), there is a (unique) *-homomorphism π

determined by

π : C∗(q∗Γ)→ C∗(Γ) ⊗ C∗(H),
s(µ,n) 7→ sµ ⊗ Vn− ◦d(µ), (3.2)

where (µ, n) ∈ q∗Γ. It is easy to check that π is equivariant between the gauge action
γ of Tk on C∗(q∗Γ) and the action Θ on C∗(Γ) ⊗ C∗(H) defined by (3.1). In fact, for
t ∈ Tk and (µ, n) ∈ q∗Γ, we have

Θt ◦ π(s(µ,n)) = Θt(sµ ⊗ Vn− ◦d(µ))
= t ◦d(µ)sµ ⊗ tn− ◦d(µ)Vn− ◦d(µ)

= tnsµ ⊗ Vn− ◦d(µ)

= π ◦ γt(s(µ,n)).

By the gauge invariant uniqueness theorem of k-graphs [9, Theorem 3.4], π is
injective. �

One naturally wonders if π defined in (3.2) is also surjective. Unfortunately, this is
not the case in general, as the following simple example shows. Actually, Example 5.5
in Section 6 shows that Theorem 3.2 is the best one could have.

Example 3.3. Let H = 2Z and consider the N/H = Z2-graph Γ: Γ0 = {v}, and Γ1 = {e}.
So q∗Γ is a 1-graph: q∗Γ0 = {v}, and (q∗Γ)1 = {(e, 1)}. That is, q∗Γ is a single-vertex
directed graph with one edge. So C∗(q∗Γ) = C∗(H) = C(T), while C∗(Γ) ⊗ C∗(H) =

C∗(Z2) ⊗ C∗(H).
We will return to this example again in Section 5.

In some special cases, the above embedding could become an isomorphism. The
following generalizes [9, Corollary 3.5(iii)].

Corollary 3.4. If Zk/H is torsion-free, then C∗(q∗Γ) � C∗(Γ) ⊗ C∗(H).
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Proof. Keep the same notation as in the proof of Theorem 3.2, including the choice of
basis { f1, . . . , fk} and the implicit identification of the standard basis for Zk with this
basis. By the definition of π in (3.2), one can see that the range of π is the C∗-algebra

A := π(C∗(q∗Γ)) = C∗(sµs∗ν ⊗ Vn : d(µ) − d(ν) = q(n −  ◦ q(n)))
= C∗(sµs∗ν ⊗ Vn : d(µ)i − d(ν)i = [ni]di : 1 ≤ i ≤ r).

Since Zk/H is torsion-free, then di = 1 and d(µ)i = d(ν)i = [ni] = 0 for 1 ≤ i ≤ r.
Thus sµs∗ν ⊗ Vn is in A for all µ, ν ∈ Γ and n ∈ H. Therefore, A = C∗(Γ) ⊗ C∗(H), as
desired. �

One important consequence of Theorem 3.2 is given below. But a lemma first.

Lemma 3.5 [2, Proposition 3.3]. We retain the conditions of Theorem 3.2. Then, to
any h ∈ H, there corresponds a unitary Wh in the centre ofM(C∗(q∗Γ)), the multiplier
algebra of C∗(q∗Γ), which is given by

Wh = s-lim
F

∑
v∈F

∑
λ∈vΓq(h+)

s(λ,h+)s∗(λ,h−).

Here the limit is taken in the strict topology as F increases over finite subsets of Γ0.
Furthermore, one has

s(λ,h+) = Wh s(λ,h−) = s(λ,h−)Wh ∀λ ∈ Γq(h+).

Keep the same notation as in the proof of Theorem 3.2. Suppose that the rank of
H is r (≥1 without loss of generality) and H = 〈hi := di fi | 1 ≤ i ≤ r〉. To simplify
our writing, for 1 ≤ i ≤ r, we use Wi := Whi to denote the central unitaries determined
by hi in Lemma 3.5, and also use the multi-index notation Wn =

∏r
i=1 Wni

i for n =

(n1, . . . , nr) ∈ Zr.

Corollary 3.6. We retain the conditions of Theorem 3.2. Then:

(i) Dq∗Γ � DΓ and Fq∗Γ � FΓ;
(ii) Fq∗ΓC∗(Wh : h ∈ H) � Fq∗Γ ⊗ C∗(Wh : h ∈ H).

Proof. Keep the same notation as in the proof of Theorem 3.2.
(i) This follows from the definition of π (cf. (3.2)) as π(s(µ,m)s∗(ν,m)) = sµs∗ν ⊗ I for all

(µ,m), (ν,m) ∈ q∗Γ.
(ii) Let A := Fq∗ΓC∗(Wh : h ∈ H). We first claim that

π(A) = FΓ ⊗ C∗(Vdi
i : 1 ≤ i ≤ r).

Notice that

π(s(λ,hi+)s∗(λ,hi−)) = (sλ ⊗ Vhi+− ◦d(λ))(s∗λ ⊗ (V∗)hi−− ◦d(λ))

= (sλs∗λ) ⊗ Vhi+− ◦d(λ)−hi−+ ◦d(λ)

= sλs∗λ ⊗ Vhi

= sλs∗λ ⊗ Vdi
i . (3.3)
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Now arbitrarily take a standard element sµs∗ν ∈ FΓ and n = (n1, . . . , nr, 0, . . . , 0) ∈ Zk.
Consider s(µ,m)s∗(ν,m)W

n ∈ A where q(m) = d(µ) (= d(ν)). We derive from Lemma 3.5
and (3.3) that1

π(s(µ,m)s∗(ν,m) Wn)

= s-lim
F

∑
v∈F

{
(sµ ⊗ Vm− ◦q(m))(sν ⊗ Vm− ◦q(m))∗

∏
i

( ∑
λ∈vΓq(hi+)

sλs∗λ ⊗ Vdi
i

)ni}
= s-lim

F

∑
v∈F

{
(sµs∗ν ⊗ I)

∏
i

( ∑
λ∈vΓq(hi+)

sλs∗λ
)ni

⊗ Vdini
i

}
= s-lim

F

∑
v∈F

{sµs∗νsv ⊗ Vdn}

=

{
s-lim

F

∑
v∈F

sµs∗νsv

}
⊗ Vdn

= sµs∗ν ⊗ Vdn.

The last ‘=’ above used the fact that (
∑

v∈F sv)F is strictly convergent to the identity of
the multiplier algebra of C∗(Γ). This fact can be proved by a standard argument (cf. [2,
proof of Proposition 3.3]). Therefore, we have proved our claim.

Combining the injectivity of π thanks to Theorem 3.2 with FΓ � Fq∗Γ from (i),
one now has A � Fq∗Γ ⊗ C∗(Vdi

i : 1 ≤ i ≤ r). From (3.3), in the multiplier algebra
M(C∗(q∗Γ)), one can verify that C∗(Wi : 1 ≤ i ≤ r) � C∗(Vdi

i : 1 ≤ i ≤ r). Hence
A � Fq∗Γ ⊗ C∗(Wh : h ∈ H), which ends the proof. �

Let us remark that Corollary 3.6(i) can also be seen directly from the following
identity, which generalizes the one given in Lemma 3.5.

If (µ,m) ∈ q∗Γ and n ∈ Nk such that h := n − m ∈ H, then

s(µ,n) = Whs(µ,m) = s(µ,m)Wh.

In fact, assume that h = h+ − h−. Then n + h− = m + h+. Let λ ∈ Γ satisfying r(λ) = s(µ)
and d(λ) = h−. So (λ, h+) also belongs to q∗Γ. Then by Lemma 3.5,

s(µ,n)s(λ,h−) = s(µλ,n+h−) = s(µλ,m+h+) = s(µ,m)s(λ,h+) = s(µ,m)Whs(λ,h−).

Hence
s(µ,n)

∑
λ∈s(µ)Γh−

s(λ,h−)s∗(λ,h−) = s(µ,m)Wh

∑
λ∈s(µ)Γh−

s(λ,h−)s∗(λ,h−),

which implies s(µ,n) = Whs(µ,m).
An important and interesting application of Theorem 3.2 and Corollary 3.6 will be

exhibited in Section 6, after we investigate pushouts of P-graphs. But we need to study
periodicity of P-graphs first. This is done in the next section.

1Below we use the usual convention: for an operator A, Ak = (A∗)−k if k < 0.
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4. Periodicity

It is known that the periodicity of higher-rank graphs plays a very important role
in the structure of their C∗-algebras. See, for example, [2–4, 7, 10, 12, 13, 15]. This
section provides a detailed analysis of the periodicity of P-graphs. We give some
natural characterizations of the aperiodicity defined in [9] (via infinite paths), in terms
of the triviality of Per Λ (coinciding with our notion of aperiodicity) and/or local
periodicities. Applying those results, we prove that all pullbacks are periodic. We
believe that the results in this section may be of independent interest and useful in
studying P-graphs in the future.

Let P be a monoid and Λ be a P-graph. Define an equivalence relation ∼ on Λ as
follows:

ξ ∼ η⇐⇒ s(ξ) = s(η) and ξx = ηx ∀x ∈ s(ξ)Λ∞. (4.1)

If ξ ∼ η, obviously one also has r(ξ) = r(η) automatically. So ∼ respects sources and
ranges.

Associate to ∼ two important sets: the periodicity of Λ,

Per Λ = {d(ξ) − d(η) : ξ, η ∈ Λ, ξ ∼ η} ⊆ G(P),

and

Λ0
Per =

{
v ∈ Λ0

∣∣∣ any ξ ∈ vΛ, p ∈ P with d(ξ) − p ∈ Per Λ

=⇒ there is η ∈ vΛp such that ξ ∼ η

}
.

Here are some versions of ‘local periodicity’:

Σv = {(m, n) ∈ P × P : σm(x) = σn(x) ∀x ∈ vΛ∞} (v ∈ Λ0),
Perv = {m − n : (m, n) ∈ Σv} (v ∈ Λ0),

ΣΛ =
⋃
v∈Λ0

Σv.

The above notion of periodicity, Per Λ, was first introduced in [3, 4] to study the
representation theory of single-vertex k-graph algebras. It has been substantially
generalized in [2] to all k-graphs (cf. also [7]). The set Λ0

Per was used in [2] to
construct a subgraph of Λ, while Σv is related to a notion of local periodicity of Λ

at v in [10, 13, 15].

4.1. Characterizations of aperiodicity. In this subsection, let us fix a monoid P
and a P-graph Λ.

Lemma 4.1. Let λ, µ in Λ be such that λ ∼ µ and d(µ) = d(ν). Then λ = µ.

Proof. Fix x ∈ s(λ)Λ∞. Since λ ∼ µ, we have λx = µx. This implies λ = (λx)(0,d(λ)) =

(λx)(0, d(µ)) = (µx)(0, d(µ)) = µ. �

Lemma 4.2. Let v ∈ Λ0 and (m, n) ∈ Σv. Then x(m,m + n) ∼ x(n,m + n) for all x ∈ vΛ∞.
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Proof. Let x ∈ vΛ∞, ν := x(m,m + n), and µ = x(n,m + n). Obviously, s(µ) = s(ν).
In the sequel, we first show

x(0,m)ν = x(0, n)µ. (4.2)

Indeed, by the factorization property, there are ν′ ∈ vΛn and µ′ ∈ s(ν′)Λm such that

x(0,m + n) = x(0,m)ν = ν′µ′.

But
ν′µ′ = x(0,m + n) = x(0, n)µ′

implies ν′ = x(0, n). So
x(0,m)ν = x(0, n)µ′.

Thus x(0,m)νσm+n(x) = x(0, n)µ′σm+n(x). One now has νσm+n(x) = µ′σm+n(x) as
(m, n) ∈ Σv. But σm(x) = νσm+n(x) and σm(x) = σn(x), so one has σn(x) = µ′σm+n(x),
implying

µ′ = (σn(x))(0,m) = x(n, n + m) = µ.

This proves (4.2).
Now let y ∈ s(µ)Λ∞. Then it follows from (m, n) ∈ Σv and (4.2) that

µy = σn(x(0, n)µy) = σm(x(0, n)µy) = σm(x(0,m)νy) = νy.

This proves µ ∼ ν. �

The following result describes the relation between the periodicity of infinite paths
and that induced from the equivalence relation ∼ defined by (4.1). Notice that it was
proved in [2] under the condition that Λ0 is a maximal tail.

Theorem 4.3. Let m, n ∈ P. Then (m, n) ∈ ΣΛ ⇐⇒ m − n ∈ Per Λ.

Proof. ‘⇒’: Let (m, n) ∈ ΣΛ. Then (m, n) ∈ Σv for some v ∈ Λ0. By Lemma 4.2, there
are µ, ν ∈ Λ such that d(µ) = m, d(ν) = n, and µ ∼ ν. Thus m − n ∈ Per Λ.

‘⇐’: Assume that m, n ∈ P such that m − n ∈ Per Λ. So, by definition, there are
µ, ν ∈ Λ satisfying µ ∼ ν and m − n = d(µ) − d(ν). Without loss of generality, we
assume that m , n. Set m′ := d(µ) and n′ := d(ν).

Let x ∈ s(µ)Λ∞. Then from µ ∼ ν and m + n′ = m′ + n, on the one hand, we have

µx(0, n) = (µx)(0,m′ + n) = (νx)(0,m′ + n)
= (νx)(0,m + n′) = νx(0,m).

On the other hand, µ ∼ ν gives

µx(0, n)σn(x) = µx = νx = νx(0,m)σm(x).

Therefore, combining the above identities yields σm(x) = σn(x). This implies (m, n) ∈
Σs(µ) ⊆ ΣΛ, as desired. �

The first corollary below is immediate from the above theorem.

https://doi.org/10.1017/S1446788715000087 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788715000087


[11] Periodic k-graph algebras 277

Corollary 4.4. (m, n) ∈ ΣΛ ⇐⇒ (m − p, n − p) ∈ ΣΛ for any p ∈ G(P) such that
m − p, n − p ∈ P.

As expected, one has the following result.

Corollary 4.5. Per Λ =
⋃

v∈Λ0 Perv.

Proof. Assume m − n ∈ Per Λ with m, n ∈ P. Then (m, n) ∈ Σv for some v ∈ Λ0 by
Theorem 4.3. So m − n ∈ Perv, proving Per Λ ⊆

⋃
v Perv.

Conversely, let m, n ∈ P be such that m − n ∈ Perv for some v ∈ Λ0. Then by
definition m − n = m′ − n′ for some (m′, n′) ∈ Σv. Applying Theorem 4.3 again yields
m − n ∈ Per Λ. Thus

⋃
v Perv ⊆ Per Λ. �

Slightly differently from [10, 13, 15], we call Perv the local periodicity of Λ at v.
So Corollary 4.5 tells us that the (global) periodicity of Λ is the union of its all local
periodicities. If Perv = {0} for all v ∈ Λ0, then we say that Λ has no local periodicity.

The most important consequence of Theorem 4.3 is probably the characterizations
of aperiodicity/periodicity given below, which unify and generalize what we have
known for row-finite and source free k-graphs in the literature.

Theorem 4.6. Let Λ be a P-graph. Then the following are equivalent:

(i) Λ is aperiodic;
(ii) Per Λ = {0};
(iii) Λ has no local periodicity.

Proof. (ii)⇔ (iii) follows immediately from Corollary 4.5.
(i) ⇒ (ii): Suppose that Λ is aperiodic. To the contrary, assume that Per Λ , {0}.

Then there are µ , ν ∈ Λ such that µ ∼ ν. Since Λ is aperiodic, there is an aperiodic
x ∈ s(µ)Λ∞. But we also have µx = νx. So σd(ν)(x) = σd(µ)+d(ν)(µx) = σd(µ)+d(ν)(νx) =

σd(µ)(x). This contradicts x being aperiodic.
(iii) ⇒ (i): This can be proved after applying some obvious modifications to the

proof of [13, Lemma 3.2] (iii) ⇒ (i) (for example, by replacing m ∨ n there with
m + n). �

One can also obtain some properties of Λ0
Per by making use of Theorem 4.3.

Corollary 4.7. Λ0
Per ⊆ {v ∈ Λ0 : Σv = ΣΛ}.

Proof. Let (m, n) ∈ ΣΛ, v ∈ Λ0
Per, x ∈ vΛ∞, and µ = x(0,m). Since v ∈ Λ0

Per, due to
Theorem 4.3 there is ν ∈ vΛ such that d(ν) = n and µ ∼ ν. Then one has

µσm(x) = νσm(x).

This implies ν = x(0, n). Thus

µσm(x) = x = x(0, n)σn(x) = νσn(x).

Comparing the above identities gives νσm(x) = νσn(x), and so σm(x) = σn(x). Thus
(m, n) ∈ Σv, proving the desired inclusion. �
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We do not known if Λ0
Per = {v ∈ Λ0 : Σv = ΣΛ} in general. We expect so, but have

not yet found a proof . The corollary below is quite strong, but notice that all strongly
connected k-graphs studied in [7] satisfy its requirements.

Corollary 4.8. If Λ is sink-free and Σv = ΣΛ for every v ∈ Λ0, then Λ0
Per = Λ0.

Proof. Let v ∈ Λ0. Suppose that µ ∈ vΛm and n ∈ Nk satisfies m − n ∈ Per Λ. Arbitrarily
choose x ∈ Λ∞ such that µ = x(n,m + n). This can be done as Λ is also sink-free. By
Theorem 4.3, (m, n) ∈ ΣΛ. Since Σr(x) = ΣΛ, one also gets (m, n) ∈ Σr(x). Applying
Lemma 4.2 gives µ ∼ x(m,m + n). Thus v ∈ Λ0

Per, and we are done. �

4.2. Pullbacks are periodic. In this subsection, we apply the main results of the
previous one to prove that all pullbacks are periodic.

Let Γ be a P-graph. Notice that x ∈ Γ∞ is uniquely determined by x(0, p) for all
p ∈ P. Indeed, for p,q ∈ P with q − p ∈ P, x(p,q) is unique determined by the (unique)
factorization x(0, q) = x(0, p)x(p, q).

The following result is in the same vein as [9, Proposition 2.9] and [1,
Proposition 2.4].

Proposition 4.9. Let P, Q be two monoids, f : P→ Q be a surjective homomorphism,
and Γ be a Q-graph. Then f induces a homeomorphism f∗ : ( f ∗Γ)∞ → Γ∞ by

f∗(x)(0, f (n)) = p1(x(0, n)) ∀x ∈ ( f ∗Γ)∞, n ∈ P,

where p1 : f ∗Γ→ Γ is the projection p1(µ, n) = µ for all (µ, n) ∈ f ∗Γ.

Proof. The proof is similar to that of [1, Proposition 2.4]. Here we only prove that f∗ is
well defined. That is, we need to show the following: if n, n′ ∈ P satisfy f (n) = f (n′),
then

p1(x(0, n)) = p1(x(0, n′)) ∀x ∈ ( f ∗Γ)∞.

Notice that x(0, n)x(n, n + n′) = x(0, n′)x(n′, n + n′) implies

(p1(x(0, n)), n)(p1(x(n, n + n′)), n′) = (p1(x(0, n′)), n′)(p1(x(n′, n + n′)), n).

Taking p1 on both sides gives

p1(x(0, n))p1(x(n, n + n′)) = p1(x(0, n′))p1(x(n′, n + n′)).

But d(p1(x(0, n))) = f (n) = f (n′) = d(p1(x(0, n′)). So one has p1(x(0, n)) = p1(x(0, n′))
by the factorization property of Γ. �

The identity in the following lemma turns out to be very handy.

Lemma 4.10. Let P, Q be two monoids, f : P→ Q be a homomorphism, and Γ be a
Q-graph. If m, n ∈ P such that f (m) = f (n), then

(µ,m)(w, p)(ν, n) = (µ, n)(w, p)(ν,m)

for all (µ,m), (w, p), (ν, n) ∈ f ∗Γ with w ∈ s(µ) Γ r(ν).
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Proof. This follows immediately from the definition of composition:

(µ,m)(w, p)(ν, n) = (µwν,m + p + n) = (µwν, n + p + m) = (µ, n)(w, p)(ν,m). �

Theorem 4.11. Let P be a monoid, H be a nonzero subgroup of G(P), q : G(P)→
G(P)/H be the quotient map, and Γ be a P/H-graph. Then q∗Γ is a periodic P-graph.

Proof. In what follows, we show a little more than is needed: if m, n in P such that
m − n ∈ H, then

σm(x) = σn(x) ∀x ∈ Λ∞.

Once this is done, we obtain H ⊆ Per q∗Γ by Theorem 4.3. Thus q∗Γ is periodic by
Theorem 4.6.

To this end, let a1, . . . ,ak be fixed generators of P (recall that P is finitely generated).
Fix m, n ∈ P such that m − n ∈ H. Then choose ` ∈ P satisfying m + n + ` − (a1 + · · · +

ak) ∈ P. (The existence of such ` is clear.) Let x ∈ Λ∞. Since Λ is source-free, one can
always write x as

x = (µ1,m)(ν1, n)(w1, `)(µ2,m)(ν2, n)(w2, `) · · ·

=

∞∏
i=1

(µi,m)(νi, n)(wi, `),

where µi, νi,wi ∈ Γ with d(µi) = q(m), d(νi) = q(n), d(wi) = q(`).
Then, on the one hand,

σm(x) = (ν1, n)(w1, `)(µ2,m)(ν2, n)(w2, `) · · · =
∏
i≥2

(νi−1, n)(wi−1, `)(µi,m).

On the other hand, since m − n ∈ H, one repeatedly applies Lemma 4.10 to obtain

σn(x) = σn((µ1, n)(ν1,m)(w1, `)(µ2,m)(ν2, n)(w2, `) · · · ) (by Lemma 4.10)

= (ν1,m)(w1, `)
∏
i≥2

(µi,m)(νi, n)(wi, `)

= (ν1,m)(w1, `)
∏
i≥2

(µi, n)(νi,m)(wi, `) (by Lemma 4.10)

= (ν1,m)(w1, `)(µ2, n) · (ν2,m)(w2, `)(µ3, n) · · · · (by rearrangement)
= (ν1, n)(w1, `)(µ2,m) · (ν2, n)(w2, `)(µ3,m) · · · · (by Lemma 4.10)

=
∏
i≥2

(νi−1, n)(wi−1, `)(µi,m).

Therefore σm(x) = σn(x). �

It is probably worth remarking that, in general, H ( Per q∗Γ. For example, let
H = 2Z and Γ be the Z2-graph consisting of one vertex v and one edge e. Then
Per q∗Γ = Z.
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5. Pushouts

In this section, we reverse the pulling-back process of Section 3: we start with a
P-graph Λ, and construct an aperiodic graph from Λ by modding out its periodicity.
In order to achieve this goal, we need Per Λ to be a subgroup of G(P). To this end, we
have to impose the condition that Λ0 is a maximal tail.

Definition 5.1. We say that Λ0 is a maximal tail if for any u, v ∈ Λ0 there is w ∈ Λ0

such that uΛw , ∅ and vΛw , ∅.

The general notion of a maximal tail is given in [2] (cf. also [8]). For Λ0, the
conditions (b) and (c) required in [2] are redundant. It is very easy to check that if
a P-graph Λ is cofinal1, then Λ0 is a maximal tail. It is also noteworthy that if Λ is
strongly connected (that is, vΛw , ∅ for all v,w ∈ Λ0), then Λ0 is a maximal tail.

Recall that the equivalence relation ∼ defined in (4.1) respects sources and ranges,
and so Λ/∼ is a category: for all ξ, η ∈ Λ,

r([ξ]) = [r(ξ)], s([ξ]) = [s(ξ)], [ξ][η] = [ξη].

The following theorem is an analogue of [2, Theorem 4.2]. Actually, Lemma 4.5
and Corollary 4.6 in [2] have been generalized in Corollary 4.4 and Theorem 4.3 in
Section 4 above to all P-graphs.

Theorem 5.2. Let Λ be a P-graph such that Λ0 is a maximal tail. Then the following
hold true.

(i) Per Λ is a subgroup of G(P).
(ii) If Λ0

Per is nonempty, then it is a hereditary subset of Λ0.
(iii) Let q : G(P)→G(P)/Per Λ be the quotient map. Then Λ0

PerΛ/∼ is a q(P)-graph
with degree map d̃ := q ◦ d.

(iv) Λ0
PerΛ is isomorphic to the pullback q∗(Λ/∼) via λ 7→ ([λ], d(λ)).

The group Per Λ is called the periodicity group of Λ, and the above q(P)-graph
Λ0

PerΛ/∼ is called the pushout of Λ.

5.1. The aperiodicity of Λ/∼. By Theorem 5.2(iii), for simplicity, from now on we
assume that Λ0

Per = Λ0. The main result of this subsection is that Λ/∼ is aperiodic.
Intuitively, this is very natural and simple: Λ/∼ is obtained by removing all periods of
Λ, and so Λ/∼ should have the trivial periodicity only.

Theorem 5.3. Let Λ be a P-graph such that Λ0 is a maximal tail and Λ0
Per = Λ0. Then

the pushout Λ/∼ is an aperiodic q(P)-graph.

Proof. Let Γ = Λ/∼. By Theorems 5.2 and 4.6, it suffices to show that Per Γ = {0}.

1Recall that Λ is cofinal if, for every x ∈ Λ∞ and v ∈ Λ0, there is n ∈ P such that vΛx(n) , ∅.
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Let q : G(P) → G(P)/Per Λ be the quotient map, and identify Λ with q∗Γ by
Theorem 5.2(iv). Then, completely similarly to Proposition 4.9, one can see that q
induces the homeomorphism

q∗ : Λ∞ → Γ∞,

x 7→ ẋ := q∗(x) : (0,q(n)) 7→ [x(0, n)].

Also, the projection p1 : Λ→ Γ is now given by

p1(λ) = [λ] ∀λ ∈ Λ.

For convenience, let q2 be the quotient map from ΩP onto Ωq(P) defined by
q2(0, n) = (0, q(n)). Let x ∈ Λ∞ and note that, for all n ∈ P, one has x(0, n) =

(p1(x(0, n)), n) = ([x(0, n)], n). Then one gets the following commuting diagram:

ΩP
x //

q2

��

Λ

p1

��
Ωq(P) ẋ

// Γ.

We now suppose that µ, ν ∈ Λ such that [µ] and [ν] are equivalent in Γ:

[µ] ∼Γ [ν].

In what follows, we show that µ and ν are actually equivalent in Λ:

µ ∼Λ ν.

Once this is done, we have that [µ] = [ν], which proves that Per Γ = {0}.
To this end, arbitrarily choose x ∈ s(µ)Λ∞. Note that s(µ) = s(ν) as s([µ]) = s([ν]).

So ẋ ∈ s([µ])Γ∞. Thus one obtains the following consecutive implications:

[µ] ∼Γ [ν]
⇒ [µ]ẋ = [ν]ẋ
⇒ ([µ]ẋ)(q2(0, n)) = ([ν]ẋ)(q2(0, n))

(∀n ∈ P such that q(n) − d̃([µ]),q(n) − d̃([ν]) ∈ q(P))
⇒ ẋ(0, q(n) − d̃([µ])) = ẋ(0, q(n) − d̃([ν]))
⇒ ẋ(0, d̃([ν])) = ẋ(0, d̃([µ])) (by taking q(n) = d̃([µ]) + d̃([ν]))
⇒ [x(0, d(ν))] = [x(0, d(µ))] (by the definition of ẋ).

Thus we have d(µ) − d(ν) ∈ Per Λ by the very definition of Per Λ. So there is a unique
ν′ ∈ Λ such that

µ ∼ ν′ and d(ν′) = d(ν) (5.1)

by Lemma 4.1 and our assumption Λ0
Per = Λ0. Hence µx = ν′x, and so [µ]ẋ = [ν′]ẋ.

Combining this with [µ]ẋ = [ν]ẋ (see the first implication above) gives

[ν]ẋ = [ν′]ẋ.
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Figure 1. Λ: a 2-graph.

But we have d̃([ν]) = d̃([ν′]) from d(ν) = d(ν′). Applying Lemma 4.1 to the q(P)-graph
Γ yields [ν] = [ν′], and to the P-graph Λ again gives ν = ν′ as d(ν) = d(ν′). From (5.1),
we prove µ ∼Λ ν, as desired. �

The following corollary is an immediate consequence of Theorem 3.2, by letting
H := Per Λ, and Theorems 5.2 and 5.3.

Corollary 5.4. Let Λ be a P-graph such that Λ0 is a maximal tail and Λ0
Per = Λ0.

Then the pushout Λ/∼ is an aperiodic q(P)-graph, and we have the embedding

π : C∗(Λ) ↪→ C∗(Λ/∼) ⊗ C∗(Per Λ), sλ 7→ s[λ] ⊗ Vd(λ)− ◦d(λ).

Here, as before, the Vi are unitary generators of C∗(Per Λ).

We should notice that the pullback and pushout processes are not mutually inverse.
Consider the 1-graph E consisting of one vertex v and one edge. Then its periodicity
group is Z, and accordingly, the pushout Γ = E/ ∼= {v}. Combining Example 3.3 gives

• v
�� pullback

=⇒ • v
�� pushout

=⇒ • v

Λ : Z2-graph E : 1-graph Γ : 0-graph

However, unlike Example 3.3, one does obtain C∗(E) � C∗(Γ) ⊗ C∗(Per E). Notice
that, in Example 3.3, H = 2Z is a proper subgroup of Per q∗Γ = Z.

So it seems more appropriate to expect the injection π defined in Corollary 5.4 to be
surjective. But the following example, due to Aidan Sims, shows that our Theorem 3.2
is the best one could possibly get.

Example 5.5. Consider the 2-graph Λ drawn in Figure 1. One can check that Per Λ =

{(2n, 0) : n ∈ Z}, and
ee ∼ u, f g ∼ v, g f ∼ w.

So Λ/∼ is a Z2 × N-graph as drawn in Figure 2, which looks like Λ, but the dotted
edges now have ‘torsion’.

We claim that there is no any ‘naturally canonical’ isomorphism between C∗(Λ)
and C∗(Λ/∼) ⊗ C(T). The idea is sketched as follows. Suppose that there is such an
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Figure 2. Λ/∼: a Z2 × N-graph.

isomorphism π. On one hand, consider the 2-cycle subgraph C2 := {v,w, f , g} in Λ.
By [12],

π(s f ) = s[ f ] ⊗ z, π(sg) = s[g] ⊗ 1

(or vice versa). On the other hand, since the dashed 1-graph has no periodicity, it is
reasonable to have

π(sα) = s[α] ⊗ 1 for all dashed paths α.

Then one has

π(se) = π(ses∗c sc) = π(s∗bsgsc) = (s∗[b] ⊗ 1)(s[g] ⊗ 1)(s[c] ⊗ 1)
= s∗[b]s[g]s[c] ⊗ 1 = s[e]s∗[c]s[c] ⊗ 1 = s[e] ⊗ 1

and

π(se) = π(ses∗bsb) = π(s∗c s f sb) = (s∗[c] ⊗ 1)(s[ f ] ⊗ z)(s[b] ⊗ 1)
= s∗[c]s[ f ]s[b] ⊗ z = s[e]s∗[b]s[b] ⊗ 1 = s[e] ⊗ z,

a contradiction.

6. A distinguished MASA

In this section, we exhibit an interesting application of our results in Sections 3
and 5. But because of Theorem 5.2(iv), we have to restrict ourselves to the following
class of k-graphs Λ: Λ0 is a maximal tail and Λ0

Per = Λ0. This class includes the class
of cofinal, sink-free P-graphs as special examples by Corollary 4.8, which exhausts
all strongly connected k-graphs recently studied in [7]. Our application answers the
questions asked in [1] in this context.

Let Λ be a k-graph satisfying our assumptions. Let

M := C∗(sµs∗ν : µ ∼ ν),

which is called the cycline subalgebra of C∗(Λ) in [1]. It turns out that M plays
a central role in a generalized Cuntz–Krieger uniqueness theorem for Λ [1]. It is
shown that a representation of C∗(Λ) is injective if and only if its restriction ontoM is
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injective. Also,M is abelian andD′
Λ

=M′. Because of its importance, it is asked in [1]
ifM is a MASA and there is a faithful conditional expectation from C∗(Λ) ontoM.
In other words, it would be nice to know if M is an abelian core in the terminology
of [11]. We will answer those questions affirmatively under our conditions. But a
simple lemma first, which holds true for all k-graphs.

Lemma 6.1. Let Λ be an arbitrary k-graph, and µ, ν ∈ Λ. Then µ ∼ ν if and only if, for
any n ≤ d(µ) ∧ d(ν), there are w ∈ Λn, µ′, ν′ ∈ Λ such that µ = wµ′, ν = wν′ and µ′ ∼ ν′.

Proof. It suffices to show the ‘only if’ part as the ‘if’ part is trivial. Factor µ = µ1µ2
and ν = ν1ν2 with d(µ1) = d(ν1) = n. Let y ∈ s(µ)Λ∞. Then

µ1µ2y = µy = νy = ν1ν2y

implies (µ1µ2y)(0, n) = (ν1ν2y)(0, n), that is, µ1 = ν1 =: w, as d(µ1) = d(ν1). Also
σn(µ1µ2y) = σn(ν1ν2y) implying µ2y = ν2y. Letting µ′ = µ2 and ν′ = ν2 ends the
proof. �

Theorem 6.2. Suppose that Λ is a k-graph such that Λ0 is a maximal tail and
Λ0

Per = Λ0. Then we have the following.

(i) M is a MASA in C∗(Λ). Furthermore,

M = D′Λ � DΛ ⊗ C∗(Per Λ).

(ii) There is a faithful conditional expectation from C∗(Λ) ontoM.

Proof. (i) If Λ is aperiodic, then it follows from [6, Theorem] and [1, Remark 4.5] that
DΛ is a MASA in C∗(Λ), which equalsM.

We now assume that Λ is periodic. So Per Λ is a nonzero subgroup of Zk.
Let Γ := Λ/∼ and q : Zk → Zk/Per Λ be the quotient map. Then it follows from
Theorem 5.2 that Λ is isomorphic to the pullback q∗Γ. Keeping the same notation
as in Corollary 5.4, we have the embedding

π : C∗(Λ) � C∗(q∗Γ) ↪→ C∗(Γ) ⊗ C∗(Per Λ),
sλ 7→ s[λ] ⊗ Vd(λ)− ◦d(λ).

Then one can check that

B := π(C∗(q∗Γ)) = C∗(sµs∗ν ⊗ Vn : d(µ) − d(ν) = q(n −  ◦ q(n)))
= C∗(sµs∗ν ⊗ Vn : d(µ)i − d(ν)i = [ni]di : 1 ≤ i ≤ r).

Since Γ is aperiodic by Theorem 5.3, the diagonal algebra DΓ of C∗(Γ) is a
MASA by [6, Theorem]. So D′

Γ
∩ (C∗(Γ) ⊗ C∗(Per Λ)) = DΓ ⊗ C∗(Per Λ) is a MASA

of C∗(Γ) ⊗ C∗(Per Λ) [16, 17]. It is now not hard to verify that D′
Γ
∩ B is DΓ ⊗

C∗(Vd1
1 , . . . ,V

dr
r ), and it is a MASA of B. Moreover, its preimage

π−1(D′Γ ∩B) = π−1(DΓ ⊗ C∗(Vd1
1 , . . . ,V

dr
r ))

= D′Λ ∩ C∗(Λ) = DΛC∗(Wh : h ∈ Per Λ)
� DΛ ⊗ C∗(Per Λ)
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by Corollary 3.6. (Recall from Lemma 3.5 that, for any h ∈ Per Λ, Wh is a central
unitary inM(C∗(Λ)).) Thus D′

Λ
∩ C∗(Λ) is a MASA of C∗(Λ), which is isomorphic to

DΛ ⊗ C∗(Per Λ).
To finish proving (i), we now show thatM = D′

Λ
∩ C∗(Λ), namely

M = DΛC∗(Wh : h ∈ Per Λ).

Obviously, the right-hand side is contained in the left-hand side. To show the other
inclusion, we make use of Lemma 6.1. Let µ ∼ ν. Then (µ, ν) = (wµ′,wν′) with
d(w) = d(µ) ∧ d(ν) and µ′ ∼ ν′. Note that d(µ′) ∧ d(ν′) = 0. Let h = d(µ′) − d(ν′).
It follows from Lemma 3.5 that s([λ],d(µ′)) = Wh s([λ],d(ν′)). In particular, this implies
sµ′ = Whsν′ . Hence

sµs∗ν = Whswsν′ s∗ν′ s
∗
w = swν′ s∗wν′Wh ∈ DΛC∗(Wh : h ∈ Per Λ).

(ii) This immediately follows from Corollaries 3.6, 5.4 and (i) above, as DΓ is the
canonical MASA of the AF-algebra FΓ, the fixed point algebra of the gauge action of
C∗(Γ). �

The fact thatM is a MASA of C∗(Λ) can also follow from the facts thatM = D′
Λ

proved above and thatM′ = D′
Λ

shown in [1].
Let us end this paper by remarking on the simplicity of C∗(Γ) and the centre of

C∗(Λ), which generalize [4, Corollary 8.8] and [7, Proposition 6.1].

Corollary 6.3. Keep the same conditions as in Theorem 6.2. Suppose further that
Λ0 is finite and Λ is cofinal. Then C∗(Λ/∼) is simple and the centre of C∗(Λ) is
C∗(Wh : h ∈ Per Λ).

Proof. Clearly (Λ/∼)0 is finite and so C∗(Λ/∼) is unital. By Proposition 4.9, it is easy
to see that Λ/∼ is also cofinal. By Theorem 5.3, Λ/∼ is aperiodic. As [9, Proposition
4.8], one can see that C∗(Λ/∼) is simple. Thus Z(C∗(Λ)) = π−1(Z(π(C∗(Λ)))) =

π−1(I ⊗ C∗(Vd1
1 , . . . ,V

dr
r )) = C∗(W1, . . . ,Wr) from (3.3). �
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