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Range Spaces of Co-Analytic
Toeplitz Operators

Emmanuel Fricain, Andreas Hartmann, andWilliam T. Ross

Abstract. In this paper we discuss the range of a co-analytic Toeplitz operator. _ese range spaces
are closely related to de Branges–Rovnyak spaces (in some cases they are equal as sets). In order to
understand its structure, we explore when the range space decomposes into the range of an asso-
ciated analytic Toeplitz operator and an identiûable orthogonal complement. For certain cases, we
compute this orthogonal complement in terms of the kernel of a certain Toeplitz operator on the
Hardy space, where we focus on when this kernel is a model space (backward shi� invariant sub-
space). In the spirit of Ahern–Clark, we also discuss the non-tangential boundary behavior in these
range spaces. _ese results give us further insight into the description of the range of a co-analytic
Toeplitz operator as well as its orthogonal decomposition. OurAhern–Clark type results, which are
stated in a general abstract setting,will also have applications to related sub-HardyHilbert spaces of
analytic functions such as the de Branges–Rovnyak spaces and the harmonically weighted Dirichlet
spaces.

1 Introduction

In this paper we consider the range spaceM (a) ∶= TaH2 of the co-analytic Toeplitz
operator Ta on the classical Hardy space H2. In the above, a is a bounded analytic
function on the open unit disk and M (a) is endowed with the range norm (3.1),
making it a Hilbert space. _ese spaces are closely related to, and in certain cases
equal to, a de Branges–Rovnyak space H (b). We explore various aspects of M (a)
and focus on several key questions.

Our ûrst set of questions deals with the actual contents of M (a). One can show
(Proposition 3.5) that aH2 ⊂ M (a) with contractive inclusion. We ûrst ask when is
aH2 closed in M (a) in the range topology? Of course, this question makes no sense
in the H2-norm. Next, when this is true, what is the corresponding orthogonal com-
plement of aH2 in M (a)? We resolve our ûrst question in Proposition 4.2 where we
show that aH2 is closed in M (a) if and only if the Toeplitz operator Ta/a is surjec-
tive on H2. _is last condition can be rephrased in terms of a certain Muckenhoupt
condition (_eorem 4.3). For our second question, we argue in Section 4 that

(1.1) M (a) = aH2
⊕a Ta KerTa/a ,

where⊕a denotes the orthogonal direct sum in theHilbert spaceM (a). In _eorem
4.5 we obtain a formula for the orthogonal projection ofM (a) onto Ta KerTa/a .

Received by the editors June 14, 2017; revised November 22, 2017.
Published electronically March 13, 2018.
2010 Mathematics Subject Classiûcation: 30J05, 30H10, 46E22.
Keywords: Toeplitz operator, Hardy space, range space, de Branges–Rovnyak space, boundary be-

havior, kernel function, non-extreme point, corona pair.

https://doi.org/10.4153/CJM-2017-057-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2017-057-4


1262 E. Fricain, A. Hartmann, andW. T. Ross

A description of Ta KerTa/a can be complicated. Recall that kernels of Toeplitz
operators are so-called nearly invariant subspaces (see Section 2). In Proposition 4.6
we describe those outer a for which KerTa/a is a model space KI = H2 ⊖ IH2 (I is
some suitable inner function), and in this case, Lemma 4.9 describeswhen TaKI = KI .
Based on these results, we discuss the decomposition in (1.1) (see Section 5)when the
outer function a is equal to

a = (1 + I)m , m ∈ N, I inner,

a = ∏
1⩽ j⩽n

(z − e iθ j)
m j , m j ∈ N,

a = ∏
1⩽ j⩽n

(e iθ j − I j)m j , m j ∈ N, I j inner.

We will show that the orthogonal complement Ta KerTa/a is equal to amodel space
in the ûrst two examples, while in the last example, the situation can bemore compli-
cated.

Next we focus on the boundary behavior of functions in M (a). Functions, along
with their derivatives, in the so-called sub-HardyHilbert spaces can havemore regu-
larity at particular ζ0 ∈ T = {∣z∣ = 1} than generic functions in H2. Broadly speaking,
these types of results say that when certain conditions are satisûed, then every func-
tion in a given sub-Hardy Hilbert space has a non-tangential limit at ζ0 ∈ T.

In _eorem 6.3 and Corollary 6.6, we will show, for ûxed ζ0 ∈ T and N ∈ N0, that
every f ∈ M (a), along with f ′ , f ′′ , . . . , f (N), has a ûnite non-tangential limit at ζ0 if
and only if

(1.2) ∫

2π

0

∣a(e iθ)∣2

∣e iθ − ζ0∣2N+2 dθ <∞.

Condition (1.2) is in the same spirit as the well-known Ahern–Clark condition for
existence of non-tangential boundary values in model spaces [1] and its extensions to
other sub-Hardy Hilbert spaces [2, 11, 12,33].

Observe how the integral in (1.2) depends on the strength of the zero of a at ζ0. We
will use this observation to show (Proposition 6.8) that there is no point ζ0 ∈ T for
which every function inM (a) has an analytic continuation to an openneighborhood
of ζ0. _is is in contrast to themodel spaces KJ where, under certain circumstances,
every function in KJ has an analytic continuation across a portion of T [6]. Such a
phenomenon also takes place in certain de Branges–Rovnyak spaces [11]. We point
out that our boundary behavior results for M (a) make connections to analogous
results for the range spaces TaKJ [20].

_e technique originally used byAhern and Clark, and extended by others, to dis-
cover conditions ensuring existence of non-tangential limits,was to control the norm
of the reproducing kernels as one approached the boundary point ζ0 ∈ T. Indeed, if
kλ(z) = (1 − λz)−1 is the standard reproducing kernel for theHardy space, then

(Ta f )(λ) = ⟨Ta f , kλ⟩H2 = ⟨ f , akλ⟩H2 = ∫

2π

0
f (e iθ)

a(e iθ)
1 − e−iθλ

dθ
2π
,

and one can see how the condition in (1.2) plays a role in determining the existence
of the non-tangential limits of Ta f at ζ0. However, as already pointed out by Ahern
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and Clark, passing to the limit involves amore delicate analysis. We will explore this
Ahern–Clark technique in a broader setting to not only capture the boundary be-
havior of functions in the range spaces M (a), the primary focus of this paper, but
also the de Branges–Rovnyak spaces H (b) and the harmonically weighted Dirichlet
spaces D(µ).
Finally, as an application of our results on decomposition and boundary behavior,

we generalize the results from [10,26] to decompose the de Branges–Rovnyak spaces
H (b) for certain b (see_eorem 6.13).

2 Some Reminders

Let H2 denote the classical Hardy space of the unit disk D [7, 18] endowed, via radial
boundary values, with the standard L2 inner product ⟨ f , g⟩H2 ∶= ∫T f gdm, where m
is normalized Lebesguemeasure on T. For an inner function I, we let KI = H2 ⊖ IH2

denote themodel space [14,27] corresponding to I.
Recall that H2 is a reproducing kernel Hilbert space with kernel

(2.1) kλ(z) ∶=
1

1 − λz
, λ, z ∈ D.

If n ∈ N0 = {0, 1, 2, . . .}, λ ∈ D, and

(2.2) kλ ,n(z) ∶=
n!zn

(1 − λz)n+1
,

then kλ ,n is the reproducing kernel for the n-th derivative at λ in that

(2.3) f (n)(λ) = ⟨ f , kλ ,n⟩H2 , f ∈ H2 .

For a symbol φ ∈ L∞ deûne the standard Toeplitz operator Tφ on H2 by Tφ f ∶=
P+(φ f ), where P+∶ L2 → H2 is the Riesz projection. When φ ∈ H∞, Tφ is called an
analyticToeplitz operator and is given by the simple formula Tφ f = φ f ,while T∗

φ = Tφ
is called a co-analytic Toeplitz operator. Note that Tz f = ( f − f (0))/z is the backward
shi� operator.
Below are some useful facts about Toeplitz operators from [13,27,28].

Proposition 2.1 Let φ,ψ ∈ L∞.

(i) If φ ∈ H∞, then Tφkλ = φ(λ)kλ for every λ ∈ D.
(ii) If φ ∈ H∞ and outer, then the Toeplitz operators Tφ , Tφ , and Tφ/φ are injective.
(iii) If at least one of φ,ψ belongs to H∞, then TψTφ = Tψφ .
(iv) If φ ∈ H∞ and I is the inner factor of φ, then KerTφ = KI , where KI = (IH2)⊥ =

H2 ⊖ IH2.
(v) If φ ∈ H∞ and J is inner, then TφKJ ⊂ KJ .

_e kernel KerTφ of a Toeplitz operator is well studied and will play an important
role in our orthogonal decomposition ofM (a). Let us recall a few results in this area.
A subspace M of H2 is said to be nearly invariant if f ∈ M, f (0) = 0 ⇒ f

z ∈ M. It
is easy to check that KerTφ is nearly invariant for any φ ∈ L∞. _e following is a
description of all of the nearly invariant subspaces of H2.
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_eorem 2.2 (Hitt [25], Sarason [32]) Let M be a non-trivial nearly invariant sub-
space of H2. If γ is the unique solution to the extremal problem

(2.4) sup{Rg(0) ∶ g ∈ M , ∥g∥H2 ⩽ 1} ,

then there is an inner function I with I(0) = 0 such that M = γKI . Furthermore, γ(0) /=

0, γ is an isometricmultiplier from KI onto γKI and can be written as γ = α/(1 − β0I),
where α, β0 ∈ H∞ and ∣α∣2 + ∣β0∣2 = 1 almost everywhere on T.
Conversely, every space of the form M = γKI , γ(0) /= 0, with γ = α/(1 − Iβ0),

α, β0 ∈ H∞, ∣α∣2 + ∣β0∣2 = 1 almost everywhere on T, and I inner with I(0) = 0, is
nearly invariant with the associated extremal function γ.

_e parameters γ and β = Iβ0 are related by the following formula from [32]:

(2.5)
1 + β(z)
1 − β(z)

= ∫
T

ζ + z
ζ − z

∣γ(ζ)∣2dm(ζ), z ∈ D.

Hayashi [23] identiûed those nearly invariant subspaceswhich are kernels ofToep-
litz operators. With the notation from _eorem 2.2, set γ0 ∶= α/(1 − β0). Using Her-
glotz’s _eorem and the theory of Poisson integrals, it can be shown that γ2

0 belongs
to theHardy space H1.

_eorem 2.3 (Hayashi [23]) A non trivial nearly invariant subspaceM is the kernel
of a Toeplitz operator if and only if γ2

0 is rigid in H1.

Recall that theH1 function γ2
0 is said to be rigid if the onlyH1 functions having the

same argument as γ2
0 almost everywhere on T are {cγ2

0 ∶ c > 0}. One can show that if
g and 1/g both belong to H1, then g is rigid. _e converse is not always true.

Observe that the extremal function for the kernel of a Toeplitz operator is neces-
sarily outer. In particular, one sees that α is always outer.

If γ is the extremal function for KerTφ from (2.4) with associated inner function
I, then

(2.6) KerTφ = γKI = KerTIγ/γ .

Note that when γ2
0 is rigid, then Tγ0/γ0 is injective [33, _eorem X-2]. In this pa-

per we will also need a stronger property, namely the invertibility of Tγ0/γ0 . _is is
characterized in [21] by the well-known Muckenhoupt (A2)-condition, which is it-
self connected to the surjectivity of Tφ .

_eorem 2.4 (Hartmann–Sarason–Seip [21]) With the notation above, suppose that
KerTφ /= {0}. _en the Toeplitz operator Tφ is surjective if and only if ∣γ0∣2 is an (A2)

weight,meaning

(2.7) sup
J
(

1
m(J) ∫J

∣γ0∣2 dm)(
1

m(J) ∫J
∣γ0∣−2 dm) <∞,

where the supremum above is taken over all arcs J ⊂ T.
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3 Range Spaces

For a bounded linear operator A∶H2 → H2, deûne the range space

M (A) ∶= AH2
= Rng(A)

and endow it with the range norm

(3.1) ∥Af ∥M(A) ∶= ∥ f ∥H2 , f ∈ H2
⊖KerA = (KerA)⊥ .

_e induced inner product

(3.2) ⟨Af ,Ag⟩M(A) ∶= ⟨ f , g⟩H2 , f , g ∈ H2
⊖KerA,

makes M (A) a Hilbert space and A a partial isometry with initial space H2 ⊖ KerA
and ûnal space AH2. Moreover, one can show that

(3.3) ⟨ f ,AA∗g⟩M(A) = ⟨ f , g⟩H2 , f ∈ M (A), g ∈ H2 .

_ese range spaces M (A), as well as their complementary spaces, were formally in-
troduced by Sarason [33], though they appeared earlier in thework of de Branges and
Rovnyak [4, 5]. We will discuss this connection in amoment.

SinceM (A) is boundedly contained in H2,we see that for ûxed n ∈ N0 and λ ∈ D,
the linear functional f ↦ f (n)(λ) is continuous on M (A). By the Riesz representa-
tion theorem, this functional is given by a reproducing kernel kM(A)

λ ,n ∈ M (A), that
is to say, f (n)(λ) = ⟨ f , kM(A)

λ ,n ⟩M(A) , f ∈ M (A).
Recall the deûnition of the (Cauchy) kernel kλ ,n from (2.2).

Proposition 3.1 For ûxed λ ∈ D and n ∈ N0, we have k
M(A)
λ ,n = AA∗kλ ,n .

Proof For any f ∈ M (A), use (3.3) along with (2.3) to get

⟨ f ,AA∗kλ ,n⟩M(A) = ⟨ f , kλ ,n⟩H2 = f (n)(λ).

When A = Ta (a ∈ H∞), we obtain a nice formula for the kernel function.

Corollary 3.2 For each λ ∈ D and n ∈ N0, we have k
M(Ta)

λ ,n = Taakλ ,n = T∣a∣2kλ ,n .

Proof Note that T∗
a = Ta and apply Propositions 3.1 and 2.1 (iii).

Remark 3.3 Since M (Ta) is the primary focus on this paper, we will use the fol-
lowing less cumbersome notation:

M (a) ∶= M (Ta), M (a) ∶= M (Ta), ⟨ ⋅ , ⋅ ⟩a ∶= ⟨ ⋅ , ⋅ ⟩M(Ta)
,

kaλ ,n ∶= kM(Ta)

λ ,n , kaλ ∶= kaλ ,0 .

Let us mention a few more structural details concerning M (a). For any a ∈ H∞,
let a0 be the outer factor of a [7, Chapter 2].

Proposition 3.4 ([13, Lemma 17.3]) M (a) = M (a0) as Hilbert spaces.
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When a is outer, theToeplitz operator Ta is injective, and hence the corresponding
inner product ⟨ ⋅ , ⋅ ⟩a on M (a) from (3.2) becomes

(3.4) ⟨Ta f , Ta g⟩a = ⟨ f , g⟩H2 , f , g ∈ H2 .

Use the identity Ta = TaTa/a (Proposition 2.1) to see the following.

Proposition 3.5 ([13, 33]) For a ∈ H∞ we have M (a) ⊂ M (a) with contractive
inclusion.

To connect the results of this paper with those of [10,26], let us brie�y recall some
facts about the de Branges–Rovnyak spaces [13, 33]. For b ∈ H∞

1 , the closed unit ball
in H∞, observe that Tb is contractive, which allows us to deûne A ∶= (I − TbTb)

1/2.
_e de Branges–Rovnyak spaceH (b) is deûned to be

(3.5) H (b) ∶= M (A),

endowed with the corresponding range norm from (3.1). Analogously, we have
H (b) ∶= M (A) when A ∶= (I − TbTb)

1/2.

Remark 3.6 In a similar vein to Remark 3.3, we set ⟨ ⋅ , ⋅ ⟩b ∶= ⟨ ⋅ , ⋅ ⟩M(A), kbλ ,n ∶=
kM(A)
λ ,n , kbλ ∶= kbλ ,0, when A = (I − TbTb)

1/2 and n ∈ N0.

When ∥b∥∞ < 1,we haveH (b) = H2 with an equivalent norm. If b = I is an inner
function, then H (I) = KI ∶= H2⊖ IH2 is amodel space endowedwith the H2 norm.

Suppose a ∈ H∞
1 is outer and satisûes log(1 − ∣a∣) ∈ L1 = L1(T,m). _is log

integrability condition is equivalent to the fact that a is a non-extreme point of H∞
1 .

_en there exists an outer function b, unique if we require the additional condition
that b(0) > 0 that satisûes ∣a∣2 + ∣b∣2 = 1 almost everywhere on T. We call b, which is
necessarily in H∞

1 , the Pythagoreanmate for a. IfH (b) is the associated de Branges–
Rovnyak space from (3.5), it is known [33, p. 24] that M (a) ⊂ M (a) ⊂ H (b),
thoughneitherM (a)norM (a) is, in general, closed inH (b). Still,M (a) is always
dense in H (b). Furthermore, when (a, b) is a corona pair, that is to say,

(3.6) inf{ ∣a(z)∣ + ∣b(z)∣ ∶ z ∈ D} > 0,

then H (b) = M (a) [13,_eorem 28.7] or [33]. _e equalityM (a) = H (b) is a set
equality but the norms, though equivalent by the closed graph theorem, need not be
equal.

4 An Orthogonal Decomposition

_e goal of this section is to discuss the following questions concerning M (a), en-
dowed with its range norm. When is M (a) a closed subspace ofM (a)? What is the
orthogonal complement ofM (a) in M (a)?

To avoid trivialities, we point out the following.

Proposition 4.1 Let a ∈ H∞ be outer.
(i) If Ta is surjective, then M (a) = M (a) = H2.
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(ii) M (a) = M (a) if and only if Ta/a is surjective.

Proof (i) From Proposition 2.1 (ii) we know that Ta is injective. _us if Ta were
surjective it would also be invertible (as would Ta). HenceM (a) = M (a) = H2.

(ii) As we have already seen,

(4.1) M (a) = TaTa/aH2 ,

and since Ta is injective, we get that M (a) = M (a)⇔ Ta/aH2 = H2.

Henceforth, wewill assume that Ta/a is not surjective. _is next result determines
when M (a) is closed in M (a).

Proposition 4.2 For a ∈ H∞ and outer, the following are equivalent.
(i) M (a) is a closed subspace ofM (a).
(ii) Ta/aH2 is a closed subspace of H2.
(iii) Ta/a is le� invertible.
(iv) Ta/a is surjective.

Proof Using (4.1) and the fact that Ta is an isometry from H2 onto M (a), we see
that M (a) is a closed subspace of M (a) if and only if Ta/aH2 is a closed subspace
of H2. _is proves (i)⇔ (ii). _e remaining implications follow from standard ideas
using the observation that Ta/a is injective (see Proposition 2.1 (ii)).

_us, when M (a) is a closed subspace of M (a), the operator Ta/a has closed
range. Hence,

(4.2) H2
= Ta/aH2

⊕H2 (H2
⊖H2 Ta/aH2

) = Ta/aH2
⊕H2 KerTa/a .

Since a is outer, then Ta is injective (Proposition 2.1 (ii)) and so by (3.4), Ta is an
isometry fromH2 ontoM (a). Applying Ta to both sides of (4.2) and using the earlier
mentioned operator identity TaTa/a = Ta (Proposition 2.1 (iii)), we obtain

(4.3) M (a) = M (a)⊕a Ta KerTa/a .

_is brings us to some of the subtleties of KerTa/a discussed earlier. Note that
KerTa/a /= {0}, since Ta/a is not surjective but le� invertible. _us from _eorem
2.2 and the discussion therea�er, we have KerTa/a = γKI , where γ = α

1−β0 I
, α ∈ H∞

1

is outer, β0 is a Pythagorean mate, and I is an inner function with I(0) = 0. As a
consequence of Proposition 4.2 and _eorem 2.4, we see that Ta/a has closed range
if and only if ∣γ0∣2 is an (A2) weight, where γ0 = α

1−β0
. _us M (a) is a closed non-

trivial subspace of M (a) if and only if ∣γ0∣2 is an (A2) weight. We summarize this
discussion with the following.

_eorem 4.3 Let a ∈ H∞ be outer.
(i) _en M (a) is a closed subspace ofM (a) if and only if ∣γ0∣2 is an (A2) weight.
(ii) If γ and I are the associated functions as above, thenM (a) = M (a)⊕aTa(γKI).

Although _eorem 4.3 seems implicit, it actually yields a recipe to construct non-
trivial examples of decompositions of M (a). For example, choose an outer α ∈ H∞

1
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such that its Pythagorean mate β0 satisûes the property that ∣γ0∣2 is an (A2) weight.
We will see a speciûc example of this in a moment. As mentioned earlier, the (A2)

condition implies that γ2
0 is a rigid function. Let I be any inner functionwith I(0) = 0

and set γ = α
1−Iβ0

. From (2.6) we have γKI = KerTIγ/γ . With a = (1 + I)γ we have
a
a =

Iγ
γ almost everywhere on T and so KerTa/a = γKI , whence

(4.4) M (a) = M (a)⊕a Ta(γKI).

Here is an example that uses this recipe.

Example 4.4 Let ε ∈ (0, 1
2 ) and deûne the outer function α ∈ H∞

1 by

α(z) = (
1 − z
2

)
ε
.

With β0 the outer Pythagorean mate for α, an estimate from [22, p. 359–360] yields

∣1 − β0(ζ)∣ ≍ ∣1 − ζ ∣2ε , ζ ∈ T.

From this we see that the function γ0 = α/(1 − β0) satisûes ∣γ0(ζ)∣ ≍ ∣1 − ζ ∣−ε for all
ζ ∈ T. A routine estimate will show that (2.7) holds and so ∣γ0∣2 is an (A2) weight.
For any inner I with I(0) = 0, deûne γ = α/(1 − Iβ0) and a = γ(1 + I) and follow the
above argument to obtain the decomposition in (4.4).

It is also possible to start from γ0(z) = (1 − z)ε . _en β0 can be expressed using
the integral representation (2.5) and α = γ0(1 − β0).
Before discussing several interesting special cases where we can obtain more pre-

cise information on the orthogonal complement Ta(γKI), we would like to give a
formula for the orthogonal projection ofM (a) onto Ta(γKI).

_eorem 4.5 In the notation from _eorem 4.3, let PI denote the orthogonal projec-
tion of H2 onto KI . _en

(4.5) P = TaγPIγT1/a

is the orthogonal projection ofM (a) onto Ta(γKI).

In the formula for the projection P from (4.5),weneed to bemore precise about the
meaning of the operator T1/a since, in general, 1/a /∈ L∞ (a necessary and suõcient
condition for a Toeplitz operator to be bounded). To do this,we use the results of [34]
on unbounded Toeplitz operators with symbols in the Smirnov class

N+
∶= { f /g ∶ f , g ∈ H∞ , g outer} .

See [7, Chapter 2] for more on N+. Note that φ ∶= 1/a ∈ N+. It was shown in [34,
Proposition 3.1] thatwe canuniquelydecompose φ as φ = b0

a0
,where a0 , b0 ∈ H∞

1 , a0 is
an outer function, a0(0) > 0, and ∣a0∣2+ ∣b0∣2 = 1 almost everywhere onT. Moreover,
the unbounded Toeplitz operator Tφ ∶D(Tφ) → H2, Tφ f = φ f , f ∈ D(Tφ), is closed
and densely deûned with domainD(Tφ) equal to a0H2. Hence, its adjoint T∗

φ is also
densely deûned and closed. Using [34, Proposition 5.4], we have D(T∗

φ ) = H (b0),
where H (b0) denotes the de Branges–Rovnyak space from (3.5). We now deûne
Tφ to be T∗

φ . Using the facts that a0 = ab0 and ∣a0∣2 + ∣b0∣2 = 1 almost everywhere
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on T, it is easy to see that ∣a0∣2 = ∣a∣2/(1 + ∣a∣2), almost everywhere on T, whence
∣a∣2/2 ⩽ ∣a0∣2 ⩽ ∣a∣2 almost everywhere on T. _is implies that a/a0 and a0/a belong
to L∞. Using [10, Proposition 3.6], we see that M (a) = M (a0) which yields the
containment

M (a) ⊂ H (b0) =D(Tφ).

Now using [34, Proposition 6.5], we have

(4.6) T1/aTa f = f , f ∈ H2 .

_is last fact is important for the proof of_eorem 4.5.

Proof of_eorem 4.5 From _eorem 2.2 we know that γ is an isometricmultiplier
ofKI . _e operator P0 ∶= γPIγ is the orthogonal projection fromH2 onto γKI . Indeed,
it is clear that its range is γKI . From _eorem 2.2 we deduce that P0(γ f ) = γ f when
f ∈ KI . Finally, it is straightforward to see that P0 f = 0 whenever f ⊥ γKI . Using
(4.6), the result now follows by composition.

_e expression of the orthogonal complement Ta(γKI) in_eorem4.3 is not quite
satisfactory, since it is rather implicit. _e next result aims at characterizing the sit-
uation where γ = 1 (equivalently when a/a is inner, see Proposition 4.6), and, when
this is the case, whether or not TaKI = KI .
Before proving the following result which answers the ûrst question, we need a

so-called Frostman shi� of the inner function I. _is is given by

(4.7) J =
I − I(0)
1 − I(0)I

.

Observe that J is inner with J(0) = 0. Moreover, KI = (1 − I(0)I)KJ = kI
0KJ , where

kI
0 = 1 − I(0)I is the reproducing kernel for KI at 0 (see [3]).
In particular, taking into account that T1/k I

0
is invertible,

KerTa/a = KI ⇐⇒ KerTa/(a/k I
0)
= KJ ⇐⇒ KerT

(a/k I
0)/(a/k

I
0)
= KJ .

Proposition 4.6 For a bounded outer function a and an inner function I, the following
are equivalent.
(i) KerTa/a = KI .
(ii) a = i Θ1−iΘ2

Θ1+iΘ2
(1 + ξJ)kI

0, where ξ ∈ T, Θ1, and Θ2 are inner functions, J is the
Frostman shi� of I from (4.7), and Θ1 + iΘ2 is outer.

Proof Suppose that a = i Θ1−iΘ2
Θ1+iΘ2

(1 + ξJ)kI
0. _en

a
a
= −(

Θ1 − iΘ2

Θ1 + iΘ2
)
Θ1 + iΘ2

Θ1 − iΘ2

1 + ξJ
1 + ξJ

kI
0

kI
0
= −

Θ1 + iΘ2

Θ1 − iΘ2

Θ1 + iΘ2

Θ1 − iΘ2
ξJ

1 − I(0)I
1 − I(0)I

= ξI,

and hence KerTa/a = KI .
Conversely, supposeKerTa/a = KI for some inner function I. By our introductory

remark, this is equivalent to

KerT
(a/k I

0)/(a/k
I
0)
= KJ ,
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where J is the Frostman shi� of I from (4.7). Let us set a1 = a/kI
0. _en since J(0) = 0,

we get Ta1/a1 1 = 0 which means that a1
a1

= ψ, for some ψ ∈ H2 with ψ(0) = 0. In
particular, ∣ψ∣ = 1 almost everywhere on T, which implies that ψ is inner. Hence,
almost everywhere on T,

a1
a1

= ψ =
1 + ψ
1 + ψ

,
a1

1 + ψ
=

a1
1 + ψ

=∶ F ,

and F ∈ N+. _us F ∈ N+ with F(e iθ) ∈ R for almost every θ. By a result of Helson
[24], F can be written as F = i Θ1−iΘ2

Θ1+iΘ2
, where Θ1 ,Θ2 are inner and Θ1 + iΘ2 is outer,

and thus

a1 = i
Θ1 − iΘ2

Θ1 + iΘ2
(1 + ψ).

Since a1/a1 = ψ, we have Kψ = KerTψ = KerTa1/a1 = KJ , from which we deduce that
ψ = ξJ for some ξ ∈ T. Finally a = a1kI

0 = i Θ1−iΘ2
Θ1+iΘ2

(1 + ξJ)kI
0.

Remark 4.7 ● It is clear from the proof that a/a is inner if and only if a takes
the form in Proposition 4.6.

● Notice that whenever I = ∏n
k=1 Ik is a factorization of the inner function I into

inner functions Ik , we can replace (1+ I) by∏n
k=1(1+ Ik) without changing a/a. _is

only changes the inner functions Θ1 and Θ2.

Example 4.8 One might ask whether it is possible to ûnd non-trivial inner func-
tions Θ1, Θ2 satisfying the conditions of Proposition 4.6, all the while ensuring that
the corresponding function a is bounded. Garcia and Sarason [17] gave amethod of
constructing real outer functions (see also [15]). _e idea is rather simple: in order
that a function f in the Smirnov class be real on T, its argument must be πχE , where
E is ameasurable subset of T. Hence we are interested in

fE = exp(π(iχE − χ̃E)),

where χ̃E denotes the harmonic conjugate of χE . _e simplest example is when E =

[e i t1 , e i t2] is an arc of the circle. In this case, its conjugate function is nicely behaved
outside the endpoints of the arc. Close to the endpoint, it essentially behaves like a
logarithm, and so ∣ fE(e i t)∣ ≃ ∣t − tk ∣−α for some power α > 0. Now pick a nicely
behaved inner function I that is analytic near e i tk and which takes the value −1 at
these points. _en for an integer N ⩾ α, we can take a = fE(1 + I)N , which is a
bounded outer function.

In Proposition 4.6, we discussed when the extremal function γ of KerTa/a is a
constant. _e next natural question is then to ask when TaKI = KI (we always have
TaKI ⊂ KI). _is situation is characterized by the following result.

Lemma 4.9 For a ∈ H∞ outer and I inner, the following are equivalent.
(i) TaKI = KI .
(ii) _ere exists a function ψ in H∞ such that aψ − 1 ∈ IH∞.
(iii) _ere exists a constant δ > 0 such that ∣a∣ + ∣I∣ ⩾ δ on D.
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In other words, TaKI = KI if and only if (a, I) is a corona pair.

Proof _e equivalence (ii)⇔ (iii) is just an application of the corona theorem [18].
_at (ii)⇒ (i) is rather simple. Indeed, when aψ − 1 ∈ IH∞, we have

TaTψKI = T1+IhKI = KI

for some h ∈ H∞. _e last equality follows from the identity TIhKI = ThTIKI = {0}
(Proposition 2.1 (iv)). _is shows that TaKI = KI .

Let us discuss (i) ⇔ (ii). Observe that condition (ii) is a kind of interpolation
condition, and our argument is a simple version of generalized interpolation based
on the commutant li�ing theorem [29, Chapter C3].
As we have already seen, since a is outer, Ta is injective on H2 and hence on KI .

By (i), TaKI = KI , so that the operator Ta must be invertible on KI . _is is equivalent
to saying that the compression of the analytic Toeplitz operator Ta to KI (a truncated
Toeplitz operator [16]), i.e., a(SI) ∶= PITa ∣KI is invertible on KI . Here PI is the or-
thogonal projection of L2 onto KI , SI ∶= PITz ∣KI is the compression of the shi� Tz ,
and a(SI) is deûned via the functional calculus.

If a(SI) is invertible, then its inverse commutes with SI [28, p. 231]. By the com-
mutant li�ing theorem, there is a ψ ∈ H∞ such that (a(SI))

−1 = ψ(SI) and thus for
every f ∈ KI , PI(aψ f ) = f , or equivalently, (aψ − 1) f ∈ IH2. _is translates to the
condition aψ−1 ∈ IH∞ (pick, for instance, f = 1− I(0)I,which is outerwith bounded
reciprocal).

We summarize the above discussion with the following result.

Corollary 4.10 Let a ∈ H∞ be outer and assume that KerTa/a = KI . If

inf
z∈D

(∣a(z)∣ + ∣I(z)∣) > 0,

then M (a) = M (a)⊕a KI .

When (a, I) is not necessarily a corona pair, we can decompose M (a) using the
following proposition.

Proposition 4.11 Let a ∈ H∞ and outer and such that KerTa/a = KI for some inner
function I. _en M (a) = M (a)⊕a (M (a) ∩ KI).

Proof By (4.3) we have

(4.8) M (a) = M (a)⊕a TaKI .

First observe that the H2-closure of TaKI is equal to KI (easy to conclude from the
deûnitions of Ta and KI). Second,we observe that TaKI is a closed subspace ofM (a)
which is invariant with respect to the backward shi� operator. Finally, we use the
proof in [13,_eorem 17.22] to see that TaKI = KI ∩M (a). Combine this with (4.8)
to complete the proof.
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5 Examples

We now discuss some examples where Proposition 4.6 and Lemma 4.9 hold, as well
as an example where Lemma 4.9 does not apply. Let us begin with the case when

(5.1)
a
a
= I, I(0) = 0, (a, I) is a corona pair.

In this situation we will always have

(5.2) M (a) = M (a)⊕a KI .

Here are some examples of when (5.1) holds.

(1) Let I be any inner function with I(0) = 0 and a = 1+ I. _en it is clear that aa = I
and ∣a∣ + ∣I∣ = ∣1 + I∣ + ∣I∣ ⩾ 1.

(2) _e exact same argument works also when a = (1 + I)m , m ∈ N.
(3) For the outer function a(z) ∶= ∏1⩽ j⩽n(z − ζ j)

m j , where ζ j ∈ T,m j ∈ N, we have
a/a = czN on T where N = ∑

n
j=1 m j . _us, putting I(z) = zN , it is clear that

∣a(z)∣ + ∣I(z)∣ = ∏
1⩽ j⩽n

∣z − ζ j ∣
m j + ∣z∣N ⩾ δ > 0,

which yields (5.2). In this situation KI = PN−1 are the polynomials of degree at
most N − 1. See Corollary 6.12 for another description of the orthogonal decom-
position.
A natural example to consider next would be a ∶= ∏1⩽ j⩽n(ζ j − I j)m j , where I j

are inner functions, ζ j ∈ T, and m j ∈ N. However, in this case, we do not, in general,
obtain such a nice decomposition as in (5.2). Note thatwe obviously still have a/a = I,
where I =∏1⩽ j⩽n I j . HenceM (a) = M (a)⊕a TaKI . However, wewill show that for
appropriate choices of I j we have TaKI ⊊ KI . To do so, we will consider the situation
when a ∶= (1− I1)(1− I2) and I = I1I2, where I1 and I2 are suitable Blaschke products.
More precisely, λn = 1−4−n2

, µn = 1−4−n2
−n , and let I1 and I2 be the Blaschke products

with these zeros. In order to show that inf{∣a(z)∣+ ∣I(z)∣ ∶ z ∈ D} = 0, it is enough to
show that I1(µnk) → 1 when k → ∞ for some suitable sub-sequence. Clearly I1(µn)

is a real number. Since the zeros of I1 are simple, I1 changes sign on [0, 1) at each
λn . _us we can assume that for alternating µn , we have I1(µn) > 0. Note these µn
by µ+n . Finally, since the sequence is interpolating with increasing pseudohyperbolic
distances between successive points, we necessarily have I1(µ+n)→ 1. Hence

a(µ+n) = (1 − I1(µ+n))(1 − I2(µ+n))→ 0, n →∞,

and I(µ+n) = 0, which proves the claim.

6 Boundary Behavior in Sub-Hardy Hilbert Spaces

Next we discuss the boundary behavior of functions in M (a) spaces. While the
M (a) spaces are the focus of this paper, we will discuss the boundary behavior of
functions in a large class of “admissible” reproducing kernel Hilbert spaces of ana-
lytic functions onD. _ese “admissible” classes also include the de Branges–Rovnyak
spaces and the harmonically weighted Dirichlet spaces. In Section 6.3 we will apply

https://doi.org/10.4153/CJM-2017-057-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2017-057-4


Range Spaces of Co-Analytic Toeplitz Operators 1273

some of the results on boundary behavior in M (a) to the orthogonal decomposition
M (a) = M (a)⊕a Ta(γKI).

6.1 An Abstract Result

To get started, let H be a Hilbert space of analytic functions on D with norm ∥ ⋅ ∥H

such that for each λ ∈ D, the evaluation functional f ↦ f (λ) is continuous on H . By
the Riesz representation theorem, there is a kH

λ ∈ H , called the reproducing kernel
[30], such that f (λ) = ⟨ f , kH

λ ⟩H , f ∈ H . For each j ∈ N0 it follows that the linear
functional f ↦ f ( j)(λ) is also continuous on H and thus given by a reproducing
kernel kH

λ , j ∈ H , i.e., f ( j)(λ) = ⟨ f , kH
λ , j⟩H , where f ∈ H , λ ∈ D. A brief argument

from [13, Vol. 2, p. 205] will show that

(6.1) kH
λ , j =

∂ j

∂λ
j k

H
λ , f ∈ H , λ ∈ D.

Deûne the following linear transformations T and B on O(D) (the vector space of
analytic functions on D) by

(T f )(z) = z f (z), (B f )(z) =
f (z) − f (0)

z
.

Observe that S ∶= T ∣H2 is the well-known unilateral shi� operator on H2 and S∗ =

B∣H2 is the equally well-known backward shi�. Observe further that, in terms of
Toeplitz operators on H2, we have S = Tz and S∗ = Tz .

Deûnition 6.1 A reproducing kernel Hilbert space H of analytic functions on D
satisfying
(i) BH ⊂ H and ∥B∥H →H ⩽ 1,
(ii) σp(X∗

H ) ⊂ D, where XH ∶= B∣H ,
will be called admissible. Here, σp(X∗

H ) is the point spectrum of the operator X∗
H .

We will discuss some speciûc examples, such as M (a) (range space), H (b)
(de Branges–Rovnyak space), andD(µ) (harmonically weighted Dirichlet space) to-
wards the end of this section.

Note that if condition (i) in Deûnition 6.1 is satisûed, then

σp(X∗
H ) ⊂ σ(X∗

H ) = {z ∶ z ∈ σ(XH )} ⊂ D− .

_us condition (ii) in Deûnition 6.1 is equivalent to saying that no unimodular com-
plex number is an eigenvalue of X∗

H .
_e following result, valid beyond the setting of admissible spaces (see [13, Vol. 2,

p. 205] for an alternate proof given for H (b) spaces), gives us a useful formula for
the reproducing kernels kH

λ , j .

Lemma 6.2 Let H be a reproducing kernel Hilbert space of analytic functions on D
such that BH ⊂ H and ∥B∥ ⩽ 1. _en for each j ∈ N0 and λ ∈ D we have

(6.2) kH
λ , j = j!(I − λX∗

H )
−( j+1)X∗

H
jkH

0 .
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Proof We ûrst establish (6.2) when j = 0. Since B is a contraction, the operator
(I − λX∗

H ) is invertible when λ ∈ D and the formula in (6.2), for j = 0, is equivalent
to the identity (I − λX∗

H )kH
λ = kH

0 . Observe how this identity holds if and only if
for every f ∈ H , ⟨ f , (I − λX∗

H )kH
λ ⟩H = ⟨ f , kH

0 ⟩H = f (0).
To prove this last identity, observe that

⟨ f , (I − λX∗
H )kH

λ ⟩H = ⟨ f , kH
λ ⟩H − λ⟨ f , X∗

H kH
λ ⟩H

= f (λ) − λ⟨XH f , kH
λ ⟩H = f (λ) − λ

f (λ) − f (0)
λ

= f (0).

_is proves (6.2) when j = 0.
_e formula for kH

λ , j now follows by using (6.1) and diòerentiating the identity

kH
λ = (I − λX∗

H )
−1kH

0

j times with respect to the variable λ.

We are now ready to state themain result of this section. For ûxed ζ0 ∈ T and α > 1
let Γα(ζ0) ∶= {z ∈ D ∶ ∣z − ζ0∣ < α(1 − ∣z∣)} be a standard Stolz domain anchored at
ζ0. We say that f ∈ O(D) has a ûnite Γα-limit at ζ0 if limz→ζ0 ,z∈Γα(ζ0) f (z) exists. We
say that an f ∈ O(D) has a ûnite non-tangential limit at ζ0 if f has a Γα-limit for every
α > 1 and this limit is the same, denoted by f (ζ0), for every α > 1. When α = 1, Γ1(ζ0)
degenerates to the radius connecting 0 and ζ0 and the limit within Γ1(ζ0) becomes a
radial limit.

_e following theorem was inspired by an operator theory result of Ahern and
Clark [1], where they discussed non-tangential limits of functions in the classical
model spaces KI = H2 ⊖ IH2.

_eorem 6.3 Let H be an admissible space, ζ0 ∈ T, and N ∈ N0. _en the following
are equivalent.
(i) For every f ∈ H , the functions f , f ′ , f ′′ , . . . , f (N) have ûnitenon-tangential limit

at ζ0.
(ii) For each α ⩾ 1, sup{∥kH

λ ,N∥H ∶ λ ∈ Γα(ζ0)} <∞.
(iii) _ere exists an α ⩾ 1 with sup{∥kH

λ ,N∥H ∶ λ ∈ Γα(ζ0)} <∞.
(iv) (XH )∗NkH

0 ∈ Rng(I − ζ0X∗
H )N+1.

Moreover, if any one of the above equivalent conditions hold, then

(6.3) (I − ζ0X∗
H )

N+1kH
ζ0 ,N = N!X∗

H
NkH

0 ,

where kH
ζ0 ,N ∈ H satisûes f (N)(ζ0) = ⟨ f , kH

ζ0 ,N⟩H , f ∈ H .

We emphasize that the above theorem shows that in admissible spaces, the ex-
istence of radial limits (consider α = 1 in condition (iii)) implies existence of non-
tangential limits.

Proof (i) ⇒ (ii). Since the norms of the reproducing kernels kH
λ ,N are the norms

of the evaluation functionals f ↦ f (N)(λ), we can apply the uniform boundedness
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principle to see, for ûxed α ⩾ 1, that if the N-th derivative of every function in H
has a ûnite limit as λ → ζ0 with λ ∈ Γα(ζ0), then the norms of the kernels kH

λ ,N are
uniformly bounded for λ ∈ Γα(ζ0).

(ii)⇒ (iii). Trivial.
(iii)⇒ (iv). Let α be as in (iii). By Lemma 6.2, the vectors

(I − znX∗
H )

−(N+1)X∗
H

NkH
0

are uniformly bounded for any sequence {zn}n⩾1 ⊂ Γα(ζ0) tending to ζ0. By our
assumption σp(X∗

H ) ⊂ D (Deûnition 6.1) we see that the operator I − ζ0X∗
H is injec-

tive. Now apply [13, Corollary 21.22] to conclude that X∗
H

NkH
0 ∈ Rng(I−ζ0X∗

H )N+1.
(Strictly speaking, [13, Corollary 21.22] is stated for non-tangential limits, but its proof
is based on [13, Lemma 21.20], which also works for radial limits.)

(iv)⇒ (i). Let α ≥ 1. Again using [13, Corollary 21.22], we see that

(I − znX∗
H )

−(N+1)X∗
H

NkH
0 → (I − ζ0X∗

H )
−(N+1)X∗

H
NkH

0

weakly for any sequence {zn}n⩾1 ⊂ Γα(ζ0) tending to ζ0. However, Lemma 6.2 says
that the le�-hand side of the identity above is precisely 1

N ! k
H
zn ,N . Hence, for any f ∈

H , the N-th derivative, f (N)(zn), has a ûnite limit as zn tends to ζ0 within Γα(ζ0).
To see that the lower order derivatives, f , f ′ , f ′′ , . . . , f (N−1), have ûnite non-tan-

gential limits at ζ0, use an inductive argument based on the formula

I − (I − ζ0X∗
H )

N
= −

N

∑
ℓ=1

(
N
ℓ
)(−ζ0)ℓX∗

H
ℓ ,

which gives

X∗
H
(N−1)kH

0 = (I − ζ0X∗
H )

NX∗
H
(N−1)kH

0

−
N

∑
ℓ=1

(
N
ℓ
)(−ζ0)ℓX∗

H
ℓ−1X∗

H
NkH

0 ;

see the proof of_eorem 21.26 in [13].
Finally, the equivalent conditions of the theorem show that the linear functional

f ↦ f (N)(ζ0) is continuous on H , and thus, by the Riesz representation theorem, it
is induced by a kernel kH

ζ0 ,N ∈ H satisfying

(I − ζ0X∗
H )

−(N+1)X∗
H

NkH
0 =

1
N!

kH
ζ0 ,N .

_is proves (6.3).

_e next result allows us to produce a large class of admissible reproducing kernel
Hilbert spaces.

Lemma 6.4 Let H be a B-invariant reproducing kernel Hilbert space of analytic
functions onD such that the analytic polynomials are dense in H . _en σp(X∗

H ) = ∅.
In particular, if XH = B∣H acts as a contraction on H , then H is an admissible space.
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Proof Suppose λ ∈ C and f ∈ H ∖ {0} with X∗
H f = λ f . On one hand,

⟨X∗
H f , zn

⟩H = λ⟨ f , zn
⟩H ,

while on the other hand,

⟨X∗
H f , zn

⟩H = ⟨ f , XH zn
⟩H = ⟨ f , zn−1

⟩H , n ⩾ 1.

Combining these two facts yields

(6.4) λ⟨ f , zn
⟩H = ⟨ f , zn−1

⟩H , n ⩾ 1.

When λ = 0, the previous identity shows that ⟨ f , zk⟩H = 0 for all k ⩾ 0. By the
density of the polynomials in H we see that f = 0, a contradiction.

When λ /= 0, then

λ⟨ f , 1⟩H = ⟨X∗
H f , 1⟩H = ⟨ f , XH 1⟩H = 0

and thus ⟨ f , 1⟩H = 0. Use this last identity and repeatedly apply (6.4) to see that
⟨ f , zk⟩H = 0 for all k ⩾ 0. Again, by our assumption that the polynomials are dense
in H , we see that f = 0.

Remark 6.5 IfH contains all of the Cauchy kernels kw , w ∈ D (see (2.1)), then we
can use the fact that XH kw = wkw to replace the identity in (6.4) with λ⟨ f , kw⟩H =

w⟨ f , kw⟩H . _us the hypothesis “the polynomials are dense inH ” in Lemma 6.4 can
be replaced with “the linear span of Cauchy kernels is dense in H ”. We would like to
thank Omar El Fallah for some fruitful discussions concerning an earlier version of
this result.

6.2 Three Examples of Admissible Spaces

Besides considering the application of_eorem 6.3 to M (a)-spaces, we discuss two
other prominent admissible spaces.

6.2.1 M (a)-spaces

For a ∈ H∞, let us show that the range spaceM (a) is admissible. By Proposition 3.4
we can assume that a is outer. To verify that M (a) is admissible, we will check the
hypothesis of Lemma 6.4. It is clear that M (a) is B-invariant (use the identity TzTa =
TaTz from Proposition 2.1 (iii)).

To show that B = Tz is contractive on M (a), notice that for any g ∈ H2 we have

∥BTa g∥a = ∥TzTa g∥a = ∥TaTz g∥a = ∥Tz g∥H2 ⩽ ∥g∥H2 = ∥Ta g∥a .

_us ∥B∥M(a)→M(a) ⩽ 1.
To ûnish, using Lemma 6.4 and Remark 6.5, we need to show that the Cauchy

kernels kλ belong to M (a) and have dense linear span. From Proposition 2.1 (i) we
have kλ = Ta(kλ/a(λ)) ∈ M (a). Furthermore, since Ta is a partial isometry from
H2 onto M (a), it maps a dense subset of H2 onto a dense subset of M (a). _us
the density in M (a) of the linear span of kλ for λ ∈ D follows from the well-known
density of this span in H2. We remark that one can also obtain the admissibility of
M (a) by using the density of the polynomials in M (a) [13, Vol. 2, p. 47].
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Using _eorem 6.3, we obtain the following more explicit characterization of the
boundary behavior for functions in M (a).

Corollary 6.6 Let a ∈ H∞ be outer, ζ0 ∈ T, and N ∈ N0. _en for every f ∈ M (a),
the functions f , f ′ , f ′′ , . . . , f (N) have ûnite non-tangential limits at ζ0 if and only if

(6.5) ∫

2π

0

∣a(e i t)∣2

∣e i t − ζ0∣2N+2 dt <∞.

We will write ζ0 ∈ (AC)a ,N if (6.5) holds. In this case, we have

kaζ0 ,ℓ = Ta(akζ0 ,ℓ), 0 ⩽ ℓ ⩽ N ,

where akζ0 ,ℓ = ℓ! zℓa
(1−ζ0z)ℓ+1 . Moreover, for each α > 1 we have

lim
λ→ζ0

λ∈Γα(ζ0)

∥kaλ ,ℓ − kaζ0 ,ℓ∥a = 0.

Proof Corollary 3.2 gives us

∥kaλ ,N∥
2
a = (N!)2

∫

2π

0

∣a(e i t)∣2

∣e i t − λ∣2N+2
dt
2π

.

If λ approaches ζ0 from within a ûxed Stolz domain Γα(ζ0), then
1

∣e i t − λ∣
⩽

α + 1
∣e i t − ζ0∣

, t ∈ [0, 2π],

and so

(6.6)
∣a(e i t)∣2

∣e i t − λ∣2N+2 ⩽ (α + 1)2N+2 ∣a(e i t)∣2

∣e i t − ζ0∣2N+2 .

If

∫

2π

0

∣a(e i t)∣2

∣e i t − ζ0∣2N+2
dt
2π

<∞,

we see that

(6.7) sup{∥kaλ ,N∥a ∶ λ ∈ Γα(ζ0)} <∞.

Now apply _eorem 6.3.
Conversely, if for every f ∈ M (a), the functions f , f ′ , f ′′ , . . . , f (N) have non-

tangential limits at ζ0, then _eorem 6.3 implies that for each ûxed α > 1 (6.7) is
satisûed. _us

sup
λ∈Γα(ζ0)

∫

2π

0

∣a(e i t)∣2

∣e i t − λ∣2N+2
dt
2π

<∞.

By Fatou’s Lemma

∫

2π

0

∣a(e i t)∣2

∣e i t − ζ0∣2N+2
dt
2π

⩽ lim inf
λ→ζ0

λ∈Γα(ζ0)

∫

2π

0

∣a(e i t)∣2

∣e i t − λ∣2N+2
dt
2π

<∞.

Now let ζ0 ∈ (AC)a ,N . _en, via (3.3), for any f = Ta g ∈ M (ā) and 0 ⩽ ℓ ⩽ N ,
we have ⟨ f , Ta(akζ0 ,ℓ)⟩a = ⟨g , akζ0 ,ℓ⟩H2 . Note that akλ ,ℓ → akζ0 ,ℓ in H2 as λ → ζ0
within Γα(ζ0). Indeed this is true pointwise and, by using the inequality in (6.6) and
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the dominated convergence theorem, we also have ∥akλ ,ℓ∥H2 → ∥akζ0 ,ℓ∥H2 as λ → ζ0
within Γα(ζ0). By a standardHilbert space argument,

(6.8) ∥akλ ,ℓ − akζ0 ,ℓ∥H2 → 0.

_e above analysis says that

⟨ f , Ta(akζ0 ,ℓ)⟩a = lim
λ→ζ0

λ∈Γα(ζ0)

⟨g , akλ ,ℓ⟩H2 = lim
λ→ζ0

λ∈Γα(ζ0)

⟨ f , Taakλ ,ℓ⟩a .

By Corollary 3.2, Ta(akλ ,ℓ) = kaλ ,ℓ , whence

⟨ f , Ta(akζ0 ,ℓ)⟩a = lim
λ→ζ0

λ∈Γα(ζ0)

⟨ f , kaλ ,ℓ⟩a = lim
λ→ζ0

λ∈Γα(ζ0)

f (ℓ)(λ)

= f (ℓ)(ζ0) = ⟨ f , kaζ0 ,ℓ⟩a ,

which proves that kaζ0 ,ℓ = Ta(akζ0 ,ℓ). Finally, from (6.8),

∥kaλ ,ℓ − kaζ0 ,ℓ∥a = ∥akλ ,ℓ − akζ0 ,ℓ∥H2 → 0, λ → ζ0 , as λ ∈ Γα(ζ0).

Remark 6.7 ● In a general admissible spaceH we see that if

sup{∥kH
λ ,N∥H ∶ λ ∈ Γα(ζ0)} <∞

for each α > 1, then kH
λ ,N → kH

ζ0 ,N weakly in H as λ → ζ0 non-tangentially. However,
it is not immediately clear whether we also have norm convergence of the kernels.
Corollary 6.6 shows this is true when H = M (a). See also [13] where this was
shown to be true when H is a de Branges–Rovnyak spaceH (b).

● Condition (6.5) yields an estimate of the rate of decrease of the outer function
a, alongwith its derivatives, at the distinguished point ζ0. Indeed, using the facts that
(ζ0 − z)N+1 is outer, along with (6.5), and Smirnov’s theorem [7] (if the boundary
function of an outer function belongs to L2, then the function belongs to H2), the
function h(z) ∶= a(z)

(z−ζ0)N+1 belongs to H2. Recall the following standard estimates for

the derivatives of h ∈ H2: ∣h(ℓ)(rζ)∣ = o((1 − r)−ℓ−
1
2 ), as r → 1−. _us Leibniz’s

formula yields

a(k)(rζ0) =
k

∑
ℓ=0

(
k
ℓ
)h(ℓ)(rζ0)

dk−ℓ

dzk−ℓ (z − ζ0)N+1
∣
z=rζ0

= o((1 − r)N+ 1
2−ℓ), as r → 1− .

In particular, we see that the functions a, a′ , . . . , a(N) have radial (and even non-
tangential) limits a(ℓ)(ζ0) that vanish for each 0 ⩽ ℓ ⩽ N .

Corollary 6.6 yields the following interesting observation,which shows a sharp dif-
ference betweenM (a) spaces and themodel, ormore generally, de Branges–Rovnyak
spaces H (b). More precisely, when log(1− ∣b∣) /∈ L1, it is sometimes the case that ev-
ery function in H (b) can be analytically continued to an open neighborhood of a
point ζ0 ∈ T. For example, if b is an inner function and ζ0 ∈ T with

lim inf
λ→ζ0

∣b(λ)∣ > 0,
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then every f ∈ H (b) (which turns out to be a model space Kb) can be analytically
continued to some open neighborhood Ωζ0 of ζ0 (see [6, Corollary 3.1.8] for details).
_is phenomenon never happens in M (a).

Proposition 6.8 For any a ∈ H∞ ∖ {0}, there is no point ζ0 ∈ T such that every
f ∈ M (a) can be analytically continued to some open neighborhood of ζ0.

Proof Suppose there exists such a ζ0 ∈ Twhere every function in M (a) has an ana-
lytic continuation to an open neighborhoodΩζ0 of ζ0. _en the function a ∈ M (a) ⊂
M (a) would have an analytic continuation to Ωζ0 and thus could be expanded in a
power series around ζ0. If every function in M (a) had an analytic continuation to
Ωζ0 , then every function in M (a), and its derivatives of all orders, would have ûnite
non-tangential limits at ζ0. In particular, (6.5) would hold for every N ∈ N at ζ0. By
Remark 6.7, thiswould imply that all of theTaylor coeõcients of a at ζ0 would vanish,
implying a ≡ 0 on D, a contradiction.

6.2.2 H (b)-spaces

We have seen that H (b) spaces are special cases of M (A)-spaces. It turns out that
they are admissible. Indeed, they are B-invariant reproducing kernel Hilbert spaces
contained in H2 with ∥B∥H (b)→H (b) ⩽ 1 [13, _eorem 18.13]. Furthermore, by [13,
_eorem 18.26], σp(X∗

H ) ⊂ D. _us _eorem 6.3 applies, allowing us to reproduce
some of the results of [11]. In particular, the condition that every f ∈ H (b), along
with f ′ , . . . , f (N), has a non-tangential limit at ζ0 is equivalent to the condition that
the norms of the reproducing kernels for H (b) are uniformly bounded in every Stolz
domain anchored at ζ0. _e diõcult part of [11] is to prove that the boundedness of
the kernels is equivalent to the condition that

(6.9) ∑
n⩾1

1 − ∣an ∣

∣ζ0 − an ∣2N+2 + ∫T

dµ(ξ)
∣ζ0 − ξ∣2N+2 + ∫T

∣ log ∣b(ξ)∣ ∣
∣ζ0 − ξ∣2N+2 dm(ξ)

is ûnite,where b = BSµb0, B is a Blaschke productwith zeros {an}n⩾1 ⊂ D, Sµ is a sin-
gular inner functionwith corresponding positivemeasure µ onTwith µ ⊥ m, and b0
is the outer factor of b. See also [33, ChapterVII] for an equivalent condition in terms
of the Aleksandrov–Clark measure associated with b as well as [2] for a condition in
terms of a Schwarz-Pick matrix.

Remark 6.9 As alreadymentioned in Section 3, if a ∈ H∞
1 is such that log(1− ∣a∣) ∈

L1 and b is its (outer) Pythagoreanmate, thenwe haveM (a) ⊂ H (b). If N ∈ N0 and
ζ0 ∈ T are such that for every f ∈ H (b), the functions f , f ′ , . . . , f (N) admit a ûnite
non-tangential limit at ζ0, then this is also true for every function f ∈ M (a). What is
more surprising here is that the converse is true. _is is a byproduct of Corollary 6.6
and [11, _eorem 3.2]. Indeed, since ∣b∣2 = 1 − ∣a∣2 almost everywhere on T, we see
(remembering b is outer) that condition (6.9) implies

∫
T

∣ log(1 − ∣a(ζ)∣2)∣
∣ζ − ζ0∣2N+2 dm(ζ) <∞,
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which is equivalent to

∫

2π

0

∣a(e i t)∣2

∣e i t − ζ0∣2N+2 dt <∞.

_us the conditions in (6.9) and (6.5) are equivalentwhich shows that the existence of
boundary derivatives for functions in H (b) andM (a) (in the casewhen b is outer)
are equivalent.

6.2.3 D(µ)-spaces

For a ûnite positive Borel measure µ on T, let

φµ(z) = ∫
T

1 − ∣z∣2

∣ξ − z∣2
dµ(ξ), z ∈ D,

denote the Poisson integral of µ. _e harmonically weighted Dirichlet space D(µ)
[9, 31] is the set of all f ∈ O(D) for which ∫D ∣ f ′∣2φµdA < ∞, where dA = dxdy/π
is normalized planar measure on D. Notice that when µ = m is a Lebesgue measure
on T, then φµ ≡ 1 andD(µ) becomes the classical Dirichlet space [9]. One can show
that D(µ) ⊂ H2 [31, Lemma 3.1] and the norm ∥ ⋅ ∥D(µ) satisfying

∥ f ∥2
D(µ) ∶= ∥ f ∥2

H2 + ∫
D
∣ f ′∣2φµ dA

makes D(µ) into a reproducing kernel Hilbert space of analytic functions on D. It is
known that both the polynomials and the linear span of the Cauchy kernels form a
dense subset ofD(µ) [31, Corollary 3.8].

_e backward shi� B is a well-deûned contraction on D(µ). Indeed, we have

∥z f ∥D(µ) ⩾ ∥ f ∥D(µ) , f ∈ D(µ),

and the constant function 1 is orthogonal to zD(µ) [31,_eorem 3.6]. _us

∥ f ∥2
D(µ) = ∥ f (0) + zB f ∥2

D(µ) = ∣ f (0)∣2 + ∥zB f ∥2
D(µ) ⩾ ∥B f ∥2

D(µ) .

We thank Stefan Richter for showing us this elegant argument. From Lemma 6.4 we
see thatD(µ) is an admissible space. Fromhere, one can apply_eorem 6.3 to discuss
the existence of non-tangential limits at a particular boundary point in terms of the
boundedness of the norms of the reproducing kernels kD(µ)

λ for D(µ). Using a kernel
function estimate from [8], one can show that if µ = ∑1⩽ j⩽n c jδζ j with c j > 0, ζ j ∈ T,
then each of the kernels kD(µ)

rζ j
, 1 ⩽ j ⩽ n, remains norm-bounded as r → 1−. _us the

radial limits of every function from D(µ) exist at each of the ζ j . Other radial limit
results along these lines can be stated in terms of an associated capacity for D(µ)
[8, 19]. Indeed, we can combine _eorem 6.3, which yields the equivalence of radial
and non-tangential limitswith the boundedness of the norms of the kernels, together
with [8,_eorem 2], to obtain the following.

_eorem 6.10 For a ûnite positive Borel measure µ on T and ζ0 ∈ T, the following
are equivalent.
(i) Every f ∈ D(µ) has a ûnite non-tangential limit at ζ0.
(ii) cµ(ζ0) > 0.
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(iii) ∫
1
0

d t
(1−t)φµ(tζ0)+(1−t)2 <∞.

Here, cµ is the capacity in the sense of Beuring–Deny [8]. It would be interesting
to obtain the analog of this result for the derivatives of functions from D(µ). By
_eorem 6.3, this is equivalent to estimating the norms of the kernel functions for the
derivatives.

6.3 An Application to the Orthogonal Decomposition of M (a)

In _eorem 4.3 we discovered the orthogonal decomposition

M (a) = M (a)⊕a Ta(γKI).

We will use our boundary behavior results in order to better understand some of the
contents of Ta(γKI). Recall the deûnition of the set (AC)a ,N from (6.5). We begin
with the following.

Proposition 6.11 If ζ0 ∈ (AC)a ,N , then kaζ0 ,ℓ ∈ Ta(γKI), 0 ⩽ ℓ ⩽ N.

Proof Notice that ζ0 ∈ (AC)a ,ℓ ⇒ ζ0 ∈ (AC)a ,ℓ′ , 0 ⩽ ℓ′ ⩽ ℓ, and so it suõces to
prove the result when ℓ = N . By _eorem 4.3, it suõces to show that kaζ0 ,N ⊥a aH

2 .
To prove this last fact, set f = ah, where h ∈ H2. By Leibniz’s formula,

⟨ f , karζ0 ,N⟩a = f (N)(rζ0) = ∑
0⩽k⩽N

(
N
k
)a(k)(rζ0)h(N−k)

(rζ0).

ByRemark 6.7we have ∣a(k)(rζ0)h(N−k)(rζ0)∣ = o((1−r)N+ 1
2−k(1−r)k−N− 1

2 ) = o(1).
_us limr→1⟨ f , karζ0 ,N⟩a = 0, and, using Corollary 6.6, yields ⟨ f , kaζ0 ,N⟩a = 0.

Using Proposition 6.11, we can revisit Example (3) from Section 5 and give an
alternate description of the orthogonal complement of M (a) in M (a) when a =

∏
1⩽ j⩽n

(z − ζ j)
m j . Indeed, since a is a polynomial, it is clear that ζ j ∈ (AC)a ,m j−1 and so

kaζ j ,ℓ ∈ Ta(γKI) = PN−1 , 1 ⩽ j ⩽ n, 0 ⩽ ℓ ⩽ m j − 1,

wherewe recall thatPN−1 are thepolynomials of degree atmostN−1 andN = ∑
n
j=1 m j .

Since the functions {kaζ j ,ℓ ∶ j = 1, . . . , n, ℓ = 0, . . . ,m j − 1} are linearly independent,
we obtain PN−1 = ⋁{kaζ j ,ℓ ∶ j = 1, . . . , n, ℓ = 0, . . . ,m j = 1}.

Corollary 6.12 If a =∏n
j=1(z − ζ j)

m j , then

M (a) = M (a)⊕a⋁{kaζ j ,ℓ ∶ j = 1, . . . , n, ℓ = 0, . . . ,m i = 1}.

Our techniques yield the following generalization of results from [10,26].

_eorem 6.13 For an inner function I with I(0) = 0, set a = 1−I
2 and b = 1+I

2 . _en
H (b) = M (a)⊕b KI .
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Proof Since ∣a∣ + ∣b∣ ⩾ ∣a∣2 + ∣b∣2 = 1
2 (1 + ∣I∣2) ⩾ 1

2 , (a, b) forms a corona pair (see
(3.6)) and hence we know from [33] that H (b) = M (a). As in example (1) from
Section 5, we can decompose H (b) as the orthogonal sum of M (a) and KI with
respect to ⟨ ⋅ , ⋅ ⟩a , the inner product in M (a). It remains to prove that M (a) and
KI are also orthogonal with respect to ⟨ ⋅ , ⋅ ⟩b , the inner product in H (b). In other
words, we need to check that given any f ∈ H2 and any g ∈ KI , we have ⟨a f , g⟩b = 0.

We remind the reader of the well-known formula [33] for the inner product
in H (b)

(6.10) ⟨ f1 , f2⟩b = ⟨ f1 , f2⟩H2 + ⟨ f +1 , f
+
2 ⟩H2 ,

where f +j is the unique function fromH2 satisfying Tb f j = Ta f +j . When (b/a) f j ∈ L2,
then f +j is given by

(6.11) f +j = P+((b/a) f j).

We will use (6.10) and (6.11) with f1 = a f so that obviously f +1 = P+((b/a)a f ) and
f2 = g ∈ KI . Observe that, since KerTI = KI and by the special form of a and b,
we have Tb g = Ta g, so that automatically f +2 = g+ = g. We thus get ⟨a f , g⟩b =

⟨a f , g⟩H2 + ⟨P+((b/a)a f ), g⟩H2 . Also observe that a + b = 1 (by deûnition). Hence

⟨a f , g⟩b = ⟨a f , g⟩H2 + ⟨P+((b/a)a f ), g⟩H2 = ⟨a f + P+((b/a)a f ), g⟩H2

= ⟨P+((1 + b/a)a f ), g⟩H2 = ⟨P+(
a
a
f ), g⟩H2 = ⟨Ta/a f , g⟩H2 .

Since Ta/a f = −I f ⊥ KI ,we see that ⟨Ta/a f , g⟩H2 = 0,which completes the proof.
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