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Abstract

Detection of repeated sequences within complete genomes is a powerful tool to help
understanding genome dynamics and species evolutionary history. To distinguish
significant repeats from those that can be obtained just by chance, statistical methods
have to be developed. In this paper we show that the distribution of the number of long
repeats in long sequences generated by stationary Markov chains can be approximated
by a Poisson distribution with explicit parameter. Thanks to the Chen–Stein method we
provide a bound for the approximation error; this bound converges to 0 as soon as the
length n of the sequence tends to ∞ and the length t of the repeats satisfies n2ρt = O(1)

for some 0 < ρ < 1. Using this Poisson approximation, p-values can then be easily
calculated to determine if a given genome is significantly enriched in repeats of length t .

Keywords: Poisson approximation; number of repeats; Chen–Stein method; Markov
chain; DNA sequence
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1. Introduction

Genomes are dynamic and redundant structures: during the life of an organism or over
generations in a given species, genomes are regularly subject to various small-scale or large-
scale rearrangements such as sequence inversions, insertions, deletions, or duplications. Thus,
the current architecture of genomes is the result of the accumulation of numerous past molecular
events that lead to DNA remodeling. Among those, the process of duplication, which can
concern the genes or the extragenic segments of the genome, has a major contribution. After
they occur, genome duplications bring a primary redundancy of the genetic information, but,
secondarily, the duplicated genome segments provide potential substrates for the evolution
to new genomic functions by other types of mutations. Thus, the duplication events are
the essential engines of the genomes’ evolution, leading to a functional diversity, genetic
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innovations, which offer an adaptability to new environments, and the creation of new organisms
(for a review, see [10]).

Hence, the detection of the redundant regions (also named repeated sequences) within a
fully sequenced current genome, provides biologists with the opportunity to understand the
dynamics of genomes and the species history. Several algorithmic methods have been proposed
for efficiently detecting tandem or dispersed repeats in DNA sequences; see [3], [4], [5], [6],
and [7]. But, a relevant statistical analysis of these repeats (count, length, location) should then
be done in order to distinguish the significant repeats from those that can be just obtained ‘by
chance’. Significant repeats are then candidates for further biological investigations of their
nature, dynamic, or functional implications.

Studying the statistical significance of the number of repeats of a given length t observed
in a given sequence, denoted by Nobs

t , relies on the possibility of evaluating the distribution of
the random count Nt in some relevant random sequences. Indeed, it will allow us to evaluate
the p-value P(Nt ≥ Nobs

t ) and then to decide if a sequence is significantly rich or sparse in
repeats of size t ; this p-value measures how far the observed number of repeats is from the
expected count under the chosen model. No result exists on the exact distribution of Nt in
random sequences. Arratia et al. [1] proposed a Poisson approximation for long repeats in a
sequence of independent random letters (Bernoulli model). In this paper we generalize this
result by considering Markov models. While Bernoulli models only fit the letter composition
of the DNA sequence, Markov chain models allow us to fit the 1-letter up to an (m + 1)-letter
word composition, where m is the order of the Markov model. Markov models are widely used
in biological sequence analyses and the question of finding motifs with unexpected frequencies
highlighted the interest of using Markov models of order m ≥ 1. (See [8] and [9].)

The number of repeats of length t is defined by a sum of random Bernoulli variables Yα which
are equal to 1 if a repeat of length t starts at position α = (i, j) and 0 otherwise (Section 2).
In this problem the difficulty comes from the fact that the Yαs are not independent. As in [1],
we have used the Chen–Stein method to bound the error while approximating Nt by a Poisson
variable with mean λt := E(Nt ). We first considered the first-order Markov chain model. We
show that this error converges to 0 as the length n of the sequence tends to ∞ and the size t of
the repeats grows like log(n) (Section 3). Finally, we generalize the approximation theorem to
higher-order Markov chains and we derive the parameter of the limiting Poisson distribution
for the number of repeats.

2. Number of repeats

2.1. Random sequences

We consider an infinite random sequence S∞ = X−∞, . . . , X1, . . . , Xn, . . . , X+∞ on the
alphabet A = {a,c,g,t} generated by a stationary one-order Markov chain with transition
matrix � = (π(a, b))a,b∈A. We assume that π(a, b) > 0 for all a, b ∈ A, which is satisfied
with long DNA sequences. This model will be referred to as ‘model M1’ in the remainder.
We denote by µ the unique stationary distribution, defined by µ(a) = ∑

b∈A µ(b)π(b, a) for
all a ∈ A. Moreover, the �-step transition probability between a and b will be denoted by
π(�)(a, b), and we set ρ := maxa,b∈A π(a, b), 0 < ρ < 1. Therefore, π(�)(a, b) < ρ for all
� ≥ 1.

2.2. Repeat occurrence and probability

We say that a repeat of length t (or more) occurs in S∞ at position α = (i, j), i < j , if
and only if the word of t letters starting at i is identical to the one starting at j . Let Rα be the
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random indicator function of a repeat of length t occurring at position α = (i, j), i < j :

Rα = 1{Xi · · · Xi+t−1 = Xj · · · Xj+t−1}. (2.1)

We say that a repeat of length t (or more) starts at α = (i, j) if there is a repeat of length t at
(i, j) but not at (i − 1, j − 1). For α = (i, j), i < j , we define the random indicator function
of a repeat of length t starting in S∞ at position α by

Yα ≡ Y(i,j) = 1{Xi−1 �= Xj−1, Xi · · · Xi+t−1 = Xj · · · Xj+t−1}. (2.2)

Because of biological considerations, only disjoint duplications will be considered (i.e. j ≥
i + t). For the sake of simplicity, we will in fact restrict ourselves to the case where j > i + t .
Since the position j − 1 is part of the event ‘a repeat starts at α = (i, j)’, the condition
j > i + t just allows us to obtain disjoint blocks of letters Xi · · · Xi+t−1 and Xj−1 · · · Xj+t−1,
which will simplify the expression of the probability that a repeat starts at a given position and
other probabilities of that kind. In the remainder a repeat starting at α = (i, j) with j > i + t

will be called a leftmost non-self-overlapping repeat.
The following lemma gives the probability pα for a non-self-overlapping repeat of length t

to start at position α.

Lemma 2.1. Under model M1, the probability pα for a repeat of length t to start at α =
(i, j), j > i + t , i.e. pα = E(Yα), is

pα =
∑

b,c �=b

∑
(a1,...,at )∈At

µ(b)π(b, a1)π(c, a1)(π(a1, a2) · · · π(at−1, at ))
2π(j−i−t)(at , c).

Proof. To calculate pα , we sum over all possible values for Xi−1, Xi, . . . , Xi+t−1 and Xj−1,
and we use the Markov property, i.e.

E(Yα) = P(Xi−1 �= Xj−1, Xi = Xj , . . . , Xi+t−1 = Xj+t−1)

=
∑

b,c �=b

∑
(a1,...,at )∈At

P(Xi−1 = b, Xi = a1, . . . , Xi+t−1 = at , Xj−1 = c,

Xj = a1, . . . , Xj+t−1 = at )

=
∑

b,c �=b

∑
(a1,...,at )∈At

µ(b)π(b, a1)π(a1, a2) · · · π(at−1, at )π
(j−i−t)(at , c)

× π(c, a1)π(a1, a2) · · · π(at−1, at ).

This probability pα of the occurrence of a repeat of length t decreases exponentially to 0 as
t increases. Indeed, we can show that

pα ≤ ρt . (2.3)

To obtain this inequality, we bound Yα by Rα , i.e.

pα ≤ E(Rα)

=
∑

(a1,...,at )∈At

µ(a1)π(a1, a2) · · · π(at−1, at )

× (π(j−i−t+1)(at , a1)π(a1, a2) · · · π(at−1, at )),
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and we bound each of the last t transition probabilities by ρ. The sum of

µ(a1)π(a1, a2) · · · π(at−1, at )

over a1, . . . , at will then collapse to 1 leading to pα ≤ ρt .

2.3. Number of leftmost non-self-overlapping repeats

In this paper we are interested in the number of non-self-overlapping repeats of length t or
more in a finite sequence S = X1, . . . , Xn. Let us define the following count:

Nt =
∑
α∈I

Yα, (2.4)

where I = {α = (i, j) | 1 ≤ i < i + t < j ≤ n − t + 1}. Because S is finite and X0 is not
observed, Nt is not exactly the number of non-self-overlapping repeats of length t in S but the
probability that both counts differ is bounded by (n − 2t)ρt . Indeed, if they differ then there
exists j ∈ {t + 1, . . . , n − t + 1} such that X1 · · · Xt = Xj · · · Xj+t−1. Therefore, under the
asymptotic framework n2ρt = O(1) and t = o(n), both counts have asymptotically the same
distribution and we will now focus on the count Nt defined by (2.4) in the infinite sequence
S∞.

Set λt := E(Nt ), the expected number of leftmost non-self-overlapping repeats of length t .
Its expression is given in the next lemma.

Lemma 2.2. Under model M1, the expected number of leftmost non-self-overlapping repeats
of length t is given by

λt =
∑

b,c �=b

∑
(a1,...,at )∈At

µ(b)π(b, a1)π(c, a1)(π(a1, a2) · · · π(at−1, at ))
2

×
n−2t−1∑

�=0

(n − � − 2t)π(�+1)(at , c). (2.5)

If t = o(n) then λt = O(n2ρt ), where ρ = maxa,b π(a, b).

Proof. Using the expression of E(Yα), Lemma 2.1 leads to

λt =
∑
α∈I

E(Yα)

=
n−2t∑
i=1

n−t+1∑
j=i+t+1

∑
b,c �=b

∑
(a1,...,at )∈At

µ(b)π(b, a1)π(c, a1)

× (π(a1, a2) · · · π(at−1, at ))
2π(j−i−t)(at , c).

Equation (2.5) holds using the change of variable � := j − i − t − 1, i.e.

n−2t∑
i=1

n−t+1∑
j=i+t+1

π(j−i−t)(at , c) =
n−2t−1∑

�=0

(n − � − 2t)π(�+1)(at , c).
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To obtain the order of magnitude of λ, we just use (2.3):

λt ≤ ρt
n−2t∑
i=1

(n − i − 2t + 1)

≤ ρt (n − 2t)(n − 2t + 1)

2
.

Consequently, if t = o(n) then λ = O(n2ρt ).

3. Poisson approximation

Our aim is now to prove that Nt can be approximated by a Poisson variable with mean λt

when n tends to ∞ and λt = O(1). Note that the asymptotic condition λt � 1 is equivalent to
t � 2 log1/ρ(n). For this, we use the Chen–Stein method.

3.1. Chen–Stein method

The Chen–Stein method gives a bound of the total variation distance between the distribution
of a sum of non independent and identically distributed Bernoulli variables Yα, α ∈ I , and
the distribution of a Poisson variable with parameter λ = ∑

α∈I E(Yα). Recall that the total
variation distance (denoted by dTV) between two positive integer random variables X and Y is
defined in the same way as half the maximum over i ∈ N of | P(X = i) − P(Y = i)|.
Theorem 3.1. ([2, Theorem 1.A].) Let I be an index set. Suppose that, for each α ∈ I , Yα

is a Bernoulli random variable with pα = P(Yα = 1) > 0. Let Zα be independent Poisson
variables with mean pα and take Bα to be a neighborhood of α such that α ∈ Bα ⊂ I . Let

b1 =
∑
α∈I

∑
β∈Bα

E(Yα) E(Yβ),

b2 =
∑
α∈I

∑
β∈Bα, β �=α

E(YαYβ),

b3 =
∑
α∈I

E | E(Yα − pα | σ(Yβ : β �∈ Bα))|.

Thus,

dTV

(
L

(∑
α

Yα

)
, L

(∑
α

Zα

))
≤ b1 + b2 + b3,

where L(·) denotes the distribution of a random variable.

To prove a Poisson approximation for the number Nt of leftmost non-self-overlapping repeats
of length t , we will apply this theorem to the Bernoulli variables Yα defined by (2.2). We will
first choose an appropriate neighborhood Bα , then we will bound the quantities b1, b2, and b3
and show that they converge to 0 when n → +∞ and n2ρt = O(1).

3.2. Choice of the neighborhoods

The neighborhood Bα has to be interpreted as a neighborhood of strong dependence between
Yα and Yβ, β ∈ Bα . Intuitively, we could say that β = (i′, j ′) is not a neighbor of α = (i, j)

as soon as the occurrences of t-letter words occurring at positions i′ and j ′ are disjoint from
the t-letter words occurring at i and j . As we will see later, for b3 to converge to 0, we need
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to enlarge the neighborhood such that the occurrences at positions (i, j) are not only disjoint
from the occurrences at positions (i′, j ′) but separated apart from t letters. In other words, we
take

Bα := {β = (i′, j ′) ∈ I | min{|i − i′|, |i − j ′|, |j − i′|, |j − j ′|} < 2t}, α = (i, j) ∈ I.

Let us calculate the size of this neighborhood, or more precisely the number of pairs (α, β) ∈
I 2 which are neighbors. Set G = {(α, β) ∈ I 2 | β ∈ Bα}, and let H be its complement in I 2.
Therefore, we have

|G| = |I |2 − |H |,
where | · | stands for the cardinality and H is given by

H = {(α, β) ∈ I 2 | β �∈ Bα}
= {(i, i′, j, j ′) ∈ {1, . . . , n − t + 1}4 such that j − i > t, j ′ − i′ > t, |i − i′| ≥ 2t,

|j − j ′| ≥ 2t, |i − j ′| ≥ 2t, |i′ − j | ≥ 2t}.
The cardinality of I is

|I | =
(

n − 2t + 1

2

)
= (n − 2t + 1)(n − 2t)

2
,

and the cardinality of H satisfies

6

(
n − 7t + 4

4

)
≤ |H | ≤ 6

(
n − 4t + 4

4

)
.

Indeed, we have
(4

2

)|J2t | ≤ |H | ≤ (4
2

)|Jt |, where

Jz = {(x1, x2, x3, x4) ∈ {1, . . . , n − t + 1}4 such that xi+1 ≥ xi + z for all i ∈ {1, 2, 3}}.
Moreover, there exists a one-to-one transformation between Jz and the set of quadruples (y1, y2,

y3, y4) such that 1 ≤ y1 < y2 < y3 < y4 ≤ n − t + 1 − 3(z − 1): set yi = xi − (i − 1)z for
all i ∈ {1, 2, 3}. Therefore, |Jz| = (

n−t−3z+4
4

)
. Finally, we obtain

2n3t + o(n3t) ≤ |G| ≤ 5n3t + o(n3t),

when t = o(n). Thus, |G| � n3t as n → +∞.

3.3. A bound for b1

Using (2.3), we have

b1 =
∑
α∈I

∑
β∈Bα

E(Yα) E(Yβ) ≤ |G|ρ2t .

Since |G| � n3t , we obtain

b1 = O

(
t

n
(n2ρt )2

)
. (3.1)

Under the asymptotic conditions n2ρt = O(1) and t = o(n), b1 will converge to 0 as n → ∞.
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′ii j ′jtj 1−+
1a 2a ta. . . 1a 2a ta. . . t 1+a . . . t 1+a . . .2ta 2ta

Figure 1: Two repeats at (i, j) and (i′, j ′) with no overlap.

3.4. A bound for b2

Bounding b2 requires calculating E(YαYβ), i.e. the probability that a repeat starts at position
α = (i, j) and another repeat starts at position β = (i′, j ′) for β ∈ Bα and β �= α. We can
establish that E(YαYβ) ≤ ρ2t (cf. Proposition 3.1, below). It follows that

b2 =
∑
α∈I

∑
β∈Bα

E(YαYβ) ≤ |G|ρ2t .

Since |G| � n3t , we obtain

b2 = O

(
t

n
(n2ρt )2

)
, (3.2)

as for b1.

Proposition 3.1. The probability that two repeats start at positions α = (i, j) and β = (i′, j ′)
for β ∈ Bα and β �= α satisfies

E(YαYβ) ≤ ρ2t .

Proof. We will distinguish four cases depending on the number d of overlaps between the
four t-letter words occurring at positions i, j , i′, and j ′. Owing to no self-overlapping repeats,
d can only take four values: d ∈ {0, 1, 2, 3}.

In most cases we will bound Yα by Rα defined in (2.1), leading to

E(YαYβ) ≤ E(RαRβ)

≤ P(Xi = Xj , . . . , Xi+t−1 = Xj+t−1 and Xi′ = Xj ′ , . . . , Xi′+t−1 = Xj ′+t−1).

(3.3)

Case 1: d = 0. In this case the four occurrences at i, j , i′, and j ′ are disjoints. We start
from (3.3) and we sum over all possible values (a1, . . . , a2t ) ∈ A2t for Xi, . . . , Xi+t−1 and
Xi′ , . . . , Xi′+t−1, i.e.

E(YαYβ) ≤
∑

a1,...,a2t

P(Xi = a1, . . . , Xi+t−1 = at , Xj = a1, . . . , Xj+t−1 = at ,

Xi′ = at+1, . . . , Xi′+t−1 = a2t , Xj ′ = at+1, . . . , Xj ′+t−1 = a2t ).

Without loss of generality, suppose that i < j < i′ < j ′ (see Figure 1). We now use the Markov
property and bound two particular �-step transition probabilities between the four occurrences
by ρ to obtain

E(YαYβ) ≤ ρ2
∑

a1,...,a2t

µ(a1)π(a1, a2) · · · π(at−1, at )

× π(i′−j−t+1)(at , at+1)π(at+1, at+2) · · · π(a2t−1, a2t )

× π(a1, a2) · · · π(at−1, at )π(at+1, at+2) · · · π(a2t−1, a2t )

≤ ρ2t .

https://doi.org/10.1239/jap/1214950359 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1214950359


Poisson approximation for repeats in Markov chains 447

k

′ii j ′jki t 1−+ +
kt+ak 1+a . . .1a ta1a ka +k 1a ta t k+a. . . . . . . . . . . . .. .

Figure 2: Two repeats at (i, j) and (i′, j ′) with one overlap.

The last inequality is obtained by bounding each of the last (2t − 2) transition probabilities
by ρ, the remaining sum being equal to 1.

Case 2: d = 1. We should distinguish eight symmetrical subcases according to the
couple of occurrences which overlap ((i, i′), (i, j ′), (i′, j), or (j, j ′)), and, for this couple
of overlapping occurrences, which one occurs first? For example, we choose to present the
case where occurrences at i and i′ overlap and i < i′. Let us denote by k the lag between the
overlapping occurrences, i.e. here k = i′ − i (see Figure 2).

We start from (3.3) and we then sum over all possible (t + k)-tuples (a1, . . . , at+k) for
Xi, . . . , Xi+t+k−1; this is sufficient because the t-letter words occurring at positions j and j ′
will necessarily be a1 · · · at and ak+1 · · · at+k . It follows that

E(YαYβ) ≤
∑

a1,...,at+k

P(Xi = a1, . . . , Xi+t+k−1 = at+k, Xj = a1, . . . , Xj+t−1 = at ,

Xj ′ = ak+1, . . . , Xj ′+t−1 = at+k).

As for the case in which d = 0, we use the Markov property and we bound the two �-step
transition probabilities by ρ to obtain

E(YαYβ) ≤ ρ2
∑

a1,...,at+k

µ(a1)π(a1, a2) · · · π(at+k−1, at+k)

× π(a1, a2) · · · π(at−1, at )π(ak+1, ak+2) · · · π(at+k−1, at+k)

≤ ρ2t .

The last inequality is obtained by bounding each of the last (2t − 2) transition probabilities by
ρ, the remaining sum being equal to 1.

Remark 3.1. Note that the exponent of ρ in the bound of E(YαYβ) corresponds to the difference
between the total number of transition probabilities multiplied by each other and the number
of different letters needed to achieve both repeats plus 1 (due to the first letter). In fact, this
remark is general and will be used directly for cases d = 2 and d = 3; straightforward details
will then be omitted.

Case 3: d = 2. This is the most complicated case. First of all, we have to consider the
following two situations: the two overlaps concern either two pairs of occurrences or three
occurrences. In the first case the overlaps are necessarily between occurrences at positions
{i, i′} and {j, j ′} ({i, j ′} and {i′, j} are not possible since i < j and i′ < j ′). In the second
case there are four symmetric cases according to the single occurrence.

Consider the situation where there are two pairs of overlapping occurrences. Let us show
that E(YαYβ) ≤ ρ2t in this case. Set k = i′−i and k′ = j ′−j , the lags between the overlapping
occurrences. If k = k′ then YαYβ = 0, owing to the starting condition. We need to distinguish
two cases: kk′ > 0 and kk′ < 0. Let us start by considering the simplest case when kk′ < 0.
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k

′ii j′j

k ′

Figure 3: Two repeats at (i, j) and (i′, j ′) with two pairs of overlapping occurrences for the special case
in which (i′ − i)(j ′ − j) < 0. The black rectangles represent the first k letters a1, . . . , ak of the repeat
at (i, j) and the gray rectangles represent the first k′ letters b1, . . . , bk′ of the repeat at (i′, j ′) or some

prefixes.

′ii j ′j

k=k′ + 1

aa1 ak a +2k +a 1k2. . . . . . ... . . . . . . . ..a a a a a aa1 ak a +2k +a 1k2

k

Figure 4: Two repeats at (i, j) and (i′, j ′) with two pairs of overlapping occurrences for the special case
in which k′ = k + 1.

• Suppose that kk′ < 0. By symmetry, suppose that i < i′ and j ′ < j , as shown in
Figure 3. We can remark that both repeats are completely determined as soon as we have
fixed the first k letters a1, . . . , ak of the repeat at (i, j) and the first k′ letters b1, . . . , bk′
of the repeat at (i′, j ′). Moreover, a product of 2t + k + k′ − 1 transition probabilities
will appear when writing down (3.3). If we bound each of them, except k + k′ particular
ones, by ρ, we will obtain (see Remark 3.1) E(YαYβ) ≤ ρ2t .

• Now suppose that kk′ > 0. The result will also be E(YαYβ) ≤ ρ2t . But to show this result,
we need to distinguish between subcases depending on the value of 1 ≤ |k′ − k| ≤ t − 1.
We will only detail the two representative subcases, |k′ − k| = 1 and |k′ − k| = t − 2
(the other subcases are left to the reader). For symmetrical reasons, we can suppose that
k′ > k.

When k′ = k + 1 (see Figure 4), the last t − k letters of the repeat at (i, j) and the first
t − k letters of the repeat at (i′, j ′) are all equal to a := ak+1. Therefore, the repeated
t-letter words are a1a2 · · · aka · · · a and a · · · aak+2 · · · a2k+1. To calculate E(RαRβ),
we will then have to sum over all possible (2k + 1)-tuples a1, . . . , a2k+1. Since (3.3)
contains 2(t + k) transition probabilities, we obtain E(YαYβ) ≤ ρ2t .

When k′ − k = t − 2, for instance, k = 1 and k′ = t − 1 (see Figure 5), the
second letter, say a2, of the repeat at (i, j) is equal to its last letter but also to the first
and penultimate letter of the repeat at (i′, j ′). Therefore, the repeated t-letter words are
a1a2a3 · · · at−1a2 and a2a3 · · · at−1a2at . To calculate E(RαRβ), we will then have to sum
over all possible t-tuples a1, . . . , at . Since (3.3) contains 3t − 1 transition probabilities,
we obtain E(YαYβ) ≤ ρ2t . If k = 0 and k′ = t − 2, it is even simpler.

Now consider the situation where there are three overlapping occurrences. Without loss of
generality, suppose that the three overlapping occurrences are the ones starting at i, i′, and j
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′ii j ′j

a1

k = 1 k′ = 1−t

ata2 3a t−1a a1 t−1a t−1a ata2 a2 a2 a23a 3a. . . . . . . . .

Figure 5: Two repeats at (i, j) and (i′, j ′) with two pairs of overlapping occurrences for the special case
in which i′ = i + 1 (k = 1) and j ′ = j + t − 1 (k′ = t − 1).

ak

′ii j ′j

a1

k k′

at. . . 1ak+ ta k′+

at 1+ ak k′+

a1 a1at at1ak+ ta k′+. . . ... . . .

...

. . . ...

Figure 6: Two repeats at (i, j) and (i′, j ′) with three overlapping occurrences.

′k ′′k

−t ′k−t ′k −t ′k ′−+ t′k ′k ′

− ′k ′k

t − k −+ t′kk

−+′k ′k ′ t

′w. . .1a ′k ′a 1a ′k ′a′k−ta... . . . 1a ′k−ta...w

k

w w w w w ′w

i ′i j ′j

Figure 7: Two repeats at (i, j) and (i′, j ′) with three overlaps for the special case in which i < i′ < j < j ′
and k = i′ − i ≥ k′′ = j ′ − j .

(see Figure 6); we necessarily have i < i′ < j . Set k = i′ − i and k′ = j − i′, the lag between
the overlapping occurrences. Then, if the repeated t-letter word at (i, j) is a1 · · · at , the t-letter
word repeated at (i′, j ′) starts with the last (t − k) letters ak+1 · · · at and ends with the first
(t − k′) letters a1 · · · at−k′ . Note that k′ > t − k because occurrences starting at i and j have
to be separated by at least one letter. Therefore, we need to complete the (k + k′ − t) central
letters of the repeat at (i′, j ′), say by at+1, . . . , ak+k′ . Finally, when calculating E(RαRβ), we
sum over (k + k′) letters and we have a product of 2t + k + k′ − 1 transition probabilities. It
follows that E(YαYβ) ≤ ρ2t .

Case 4: d = 3. Here the four occurrences at i, j , i′, and j ′ overlap together with one of the
two following conditions: either i < i′ < j < j ′ or i′ < i < j ′ < j . By symmetry, suppose
that i < i′ < j < j ′ (see Figure 7), and set k = i′ − i, k′ = j − i′, and k′′ = j ′ − j . We should
distinguish between the two cases k ≥ k′′ and k ≤ k′′, but the technique is similar; thus, we
consider the case in which k ≥ k′′.

The crucial point is that the t letters of the repeat at (i, j ) are not free (it is the same for the
other repeat). Indeed, consider the (k − k′′)-letter word w composed of the first (k − k′′) letter
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of the repeat starting at (i′, j ′). From Figure 7 we can see that the repeat at (i, j) is necessarily
of the form a1 · · · ak′′w · · · ww′, where w′ is a prefix of w′. Moreover, the last (t − k′) letters of
the repeat at (i′, j ′) are equal to the first (t −k′) letters a1 · · · at−k′ of the repeat at (i, j). Finally,
it remains to fix the (k′ +k′′ − t) central letters of the repeat at (i′, j ′) to fix. This leads to a sum
over k + k′ + k′′ − t letters when developing E(RαRβ), with a product of (t + k + k′ + k′′ − 1)

transition probabilities. Finally, we obtain E(YαYβ) ≤ ρ2t .
This completes the proof of Proposition 3.1.

3.5. A bound for b3

Recall that the quantity b3 is given by

b3 =
∑
α∈I

E | E(Yα − E(Yα) | σ(Yβ : β �∈ Bα))|.

Set α = (i, j). Note that if β = (i′, j ′) �∈ Bα then i′ and j ′ belong to A1 ∪ A2 ∪ A3 with
A1 = {1, . . . , i − 2t}, A2 = {i + 2t, . . . , j − 2t}, and A3 = {j + 2t, . . . , n − t + 1}. We will
distinguish between two cases: either A2 is empty or not.

Case (i): j < i + 4t . In this case A2 is empty and we have

σ(Yβ : β �∈ Bα) ⊂ σ(X1, . . . , Xi−t−1, Xj+2t−1, . . . , Xn);

cf. Figure 8. Therefore, the Markov property leads to

E | E(Yα − E(Yα) | σ(Yβ : β �∈ Bα))|
≤

∑
(x,y)∈A2

|E(Yα − E(Yα) | Xi−t−1 = x, Xj+2t−1 = y)| (3.4)

× P(Xi−t−1 = x, Xj+2t−1 = y)

≤
∑

(x,y)∈A2

∣∣∣∣ ∑
b∈A

∑
c �=b

∑
(a1,...,at )∈At

P(Xi−t−1 = x, Xi−1 = b, Xi = a1, . . . ,

Xi+t−1 = at , Xj−1 = c, Xj = a1, . . . ,

Xj+t−1 = at , Xj+2t−1 = y)

− E(Yα) P(Xi−t−1 = x, Xj+2t−1 = y)|
≤

∑
(x,y)∈A2

∑
b∈A

∑
c �=b

∑
(a1,...,at )∈At

µ(x)π(b, a1)π(c, a1)π
(j−i−t)(at , c)

× (π(a1, a2) · · · π(at−1, at ))
2

× |π(t)(x, b)π(t)(at , y) − µ(b)π(j−i+3t)(x, y)|. (3.5)

To evaluate the absolute value of the right-hand term in the last inequality of (3.5), we will
use a decomposition of the transition matrix based on its diagonalization. Let (αt )t=1,...,4 be
the eigenvalues of � such that |α1| ≥ |α2| ≥ |α3| ≥ |α4|. Because of the Perron–Frobenius
theorem, we have α1 = 1 and |α2| < 1. Let D = diag(1, α2, α3, α4) and let P be the
eigenvector matrix such that � = PDP −1. For all k ∈ {1, . . . , 4}, Ik denotes the 4 × 4
matrix such that all its entries are equal to 0 except Ik(k, k) = 1 and we define Qk = PIkP

−1.
Since (1, 1, 1, 1) is a right eigenvector of � for the eigenvalue 1, we have Q1(a, b) = µ(b)
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1A

2A

3A

. ..1a tab c

i

2+i t

2−i t 1+ −i t1− −i t j 2+j t

2−j t

1+ −j t

1− −j t

u v

x y

1A 3A

. ..1a ta

. ..1a tax c . ..1a ta y

j 1+ −j t 2+j t2−i t 1− −i t i 1+ −i t

b

Figure 8: Repeat at position α = (i, j) and possible values for β �∈ Bα when A2 = {i + 2t, . . . , j − 2t}
is empty (top) or not (bottom).

for all a, b ∈ A. Moreover, we have �� = PD�P −1 and D� = ∑4
k=1 α�

kIk , leading to
�� = ∑4

k=1 α�
kQk . Thus, we obtain

|π(t)(x, b)π(t)(at , y) − µ(b)π(j−i+3t)(x, y)|

=
∣∣∣∣

4∑
k,k′=1

(k,k′)�=(1,1)

αt
kα

t
k′Qk(x, b)Qk′(at , y) − µ(b)

4∑
k=2

α
(j−i+3t)
k Qk(x, y)

∣∣∣∣

≤
4∑

k,k′=1
(k,k′)�=(1,1)

|αk|t |αk′ |tQk(x, b)Qk′(at , y) + µ(b)

4∑
k=2

|αk|(j−i+3t)Qk(x, y)

≤ |α2|tC(b, at , t, x, y),

where

C(b, at , t, x, y) =
4∑

(k,k′)�=(1,1)

|αk|t |αk′ |t
|α2|t Qk(x, b)Qk′(at , y) + µ(b)

4∑
k=2

|αk|3t

|α2|t Qk(x, y);

note that C(b, at , t, x, y) = O(1) as t → ∞.
Let us return to (3.5). If we abbreviate α2 by α, we obtain

E | E(Yα − E(Yα) | σ(Yβ : β �∈ Bα))|
≤ ρ|α|t

∑
b

∑
c �=b

∑
(a1,...,at )

π(b, a1)π(c, a1)(π(a1, a2) · · · π(at−1, at ))
2

×
∑
(x,y)

µ(x)C(b, at , t, x, y)

≤ ρt |α|tC1(t), (3.6)

where C1(t) is bounded and given by

C1(t) =
∑

b

∑
c �=b

∑
(a1,...,at )

π(b, a1)π(c, a1)π(a1, a2) · · · π(at−1, at )
∑
(x,y)

µ(x)C(b, at , t, x, y).
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Case (ii): j ≥ i + 4t . In this case A2 is not empty and we have

σ(Yβ : β �∈ Bα) ⊂ σ(X1, . . . , Xi−t−1, Xi+2t−1, . . . , Xj−t−1, Xj+2t−1, . . . , Xn);
cf. Figure 8. From the Markov property, it follows that

E(Yα − E(Yα) | σ(Yβ : β �∈ Bα)) = E(Yα − E(Yα) | Xi−t−1, Xi+2t−1, Xj−t−1, Xj+2t−1).

Now we will sum over the values x, u, v, and y that the variables Xi−t−1, Xi+2t−1, Xj−t−1,
Xj+2t−1 can take, and we follow different steps from those used for the first case. We finally
obtain

E | E(Yα − E(Yα) | σ(Yβ : β �∈ Bα))|
≤

∑
(x,u,v,y)

∑
(b,a1,...,at )

∑
c �=b

µ(x)π(b, a1)π(c, a1)π
(j−i−3t)(u, v)

× (π(a1, a2) · · · π(at−1, at ))
2

× |π(t)(x, b)π(t)(at , u)π(t)(v, c)π(t)(at , y)

− µ(b)π(j−i−t)(at , c)π
(3t)(x, u)π(3t)(v, y)|

≤ ρt |α|tC2(t), (3.7)

where

C2(t) =
∑

b

∑
c �=b

∑
(a1,...,at )

π(b, a1)π(c, a1)π(a1, a2) · · · π(at−1, at )

×
∑

(x,u,v,y)

µ(x)C′(b, at , t, x, u, v, y)

and

C′(b, at , t, x, u, v, y)

=
4∑

k1,k2,k3,k4=1
(k1,k2,k3,k4)�=(1,1,1,1)

|αk1αk2αk3αk4 |t
|α|t Qk1(x, b)Qk2(at , u)Qk3(v, c, )Qk4(at , y)

+ µ(b)

4∑
k1,k2,k3=1

(k1,k2,k3)�=(1,1,1)

|αk1αk2αk3 |3t

|α|t Qk1(at , c)Qk2(x, u)Qk3(v, y).

Note that C2(t) is bounded as t → ∞.
Finally, it follows from (3.6), (3.7), and |I | = O(n2) that

b3 = O(n2ρt |α|t ); (3.8)

b3 will then converge to 0 when n2ρt = O(1) and t → ∞.

3.6. Approximation theorems

Thanks to the Chen–Stein theorem and (3.1), (3.2), and (3.8) for the calculation of b1, b2,
and b3, respectively, we have proved the following theorem.
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Theorem 3.2. There exist two explicit constants K1 and K2 which only depend on t such that
the total variation distance between the distribution of the number Nt of non-self-overlapping
leftmost repeats of length t in a Markov chain of length n and a Poisson distribution with
parameter λt = E(Nt ) given in (2.5) satisfies the following relations.

• When t = o(n), we have

dTV(L(Nt ), Po(λ)) ≤ K1
t

n
(n2ρt )2 + K2(n

2ρt )|α|t+1,

where |α| < 1 is the second largest eigenvalue of the transition matrix and ρ is the largest
transition probability.

• Moreover, if n2ρt = O(1) then

dTV(L(Nt ), Po(λ)) = o(1).

A straightforward corollary follows easily to approximate the numberN(k)
t of leftmost repeats

of length t separated by at least k letters in the sequence. This corollary will be used in the next
section for the generalization to Markov chain models of order m > 1. As a particular case,
N

(1)
t = Nt . The main differences between the proofs are as follows.

• The index set I (k) of the possible positions α = (i, j) of leftmost repeats of length t

separated by at least k letters is

I (k) = {α = (i, j) | 1 ≤ i < i + t + k − 1 < j ≤ n − t + 1};
therefore, N

(k)
t = ∑

α∈I (k) Yα .

• The expected number λ
(k)
t of leftmost repeats of length t separated by at least k letters is

given by

λ
(k)
t =

∑
a1,...,at ,b, c �=b

µ(b)π(b, a1)π(c, a1)(π(a1, a2) · · · π(at−1, at ))
2

×
n−2t−k∑

�=0

(n − � − 2t)π(�+k)(at , c). (3.9)

• The neighborhood has to be changed into B
(k)
α = Bα ∩ I (k) for α ∈ I (k).

Corollary 3.1. The total variation distance between the distribution of the number N
(k)
t of

leftmost repeats of length t separated by at least k letters in a Markov chain of length n and a
Poisson distribution with parameter λ

(k)
t given in (3.9) satisfies

dTV(L(N
(k)
t ), Po(λ

(k)
t )) = o(1) if n2ρt = O(1) and t = o(n);

ρ is the largest transition probability of the Markov model.

4. Generalization to m-order Markov chain models

To treat the general case of m-order Markov chain models (m ≥ 1), it will be enough to use
the property that an m-order Markov chain on the alphabet A is a one-order Markov chain on
the alphabet Am.
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Let us consider a random sequence S = X1, . . . , Xn generated by an m-order Markov chain
with transition matrix � = (π(a1 · · · am, b)) and stationary distribution on Am denoted by µ.
The sequence S∗ = X∗

1, . . . , X∗
n−m+1 such that X∗

i = Xi · · · Xi+m−1 ∈ Am is then a one-order
Markov chain on the alphabet Am with transition probabilities π∗(a1 · · · am, b1 · · · bm) such
that

π∗(a1 · · · am, b1 · · · bm) =
{

π(a1 · · · am, bm) if a2 · · · am = b1 · · · bm−1,

0 otherwise.

We assume that π(a1 · · · am, b) > 0 for all a1, . . . , am, b ∈ A.
Now the number Nt(S) of non-self-overlapping leftmost repeats of length t in the sequence S

is equal to the number N
(m)
t−m+1(S

∗) of leftmost repeats of length t −m+ 1 separated by at least
m letters in the sequence S∗. Indeed, we have

1{Xi−1 �= Xj−1, Xi · · · Xi+t−1 = Xj · · · Xj+t−1}
= 1{X∗

i−1 �= X∗
j−1, X∗

i · · · X∗
i+t−m = X∗

j · · · X∗
j+t−m},

leading to
Nt(S) = N

(m)
t−m+1(S

∗).

From (3.9), the expected number of non-self-overlapping leftmost repeats of length t in S,
denoted by γt , is given by

γt =
∑

A1,...,At−m+1,B,C �=B

µ(B)π∗(B, A1)π
∗(C, A1)(π

∗(A1, A2) · · · π∗(At−m, At−m+1))
2

×
n−2(t−m+1)−m∑

�=0

(n − � − 2(t − m + 1))(π∗)(�+m)(At−m+1, C)

=
∑

a1,...,at ,b,c �=b

µ(ba1 · · · am−1)π(ba1 · · · am−1, am)π(ca1 · · · am−1, am)

× (π(a1 · · · am, am+1) · · · π(at−m · · · at−1, at ))
2

×
n−2t+m−2∑

�=0

(n − � − 2t + 2m − 2)(π∗)(�+m)(at−m+1 · · · at , ca1 · · · am−1),

(4.1)

where (π∗)(�+m)(A, B), A, B ∈ Am is the (� + m)-step transition probability between A and
B in S∗. Applying Theorem 3.1 to N

(m)
t−m+1(S

∗) gives the following corollary.

Corollary 4.1. Let S be a random sequence generated by an m-order Markov chain whose
largest transition probability is denoted by ρ. We assume that ρ < 1. Under the condition
n2ρt−m+1 = O(1), the number Nt(S) of non-self-overlapping leftmost repeats of length t in S

can be approximated by a Poisson variable whose expectation γt is given by (4.1):

dTV(L(Nt (S)), Po(γt )) = o(1).

5. Conclusion

We have used the Chen–Stein method to bound the total variation distance between the
distribution of the number Nt of leftmost repeats of length t separated by at least one letter in a
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finite Markov chain S, and the Poisson distribution with parameter E(Nt ). We showed that this
bound converges to 0 when the length n of the sequence tends to ∞, t = o(n), n2ρt = O(1),
and the largest transition probability ρ of the Markov model is strictly less than 1; the third
condition means that the Poisson approximation is valid for long enough repeats.

The approximation theorems also hold for leftmost disjoint repeats, i.e. when allowing the
position j of the second occurrence to be equal to i + t . In this case we just have to be careful
about the fact that the first letter a1 of the repeated pattern has to be different from the letter b

that occurs at position i − 1. The expression of the repeat probability p(i,i+t) will then slightly
differ from the one given by Lemma 2.1 (there will be no more letter c) and an additional term
corresponding to j − i = t will appear in the expected count.

Allowing overlapping repeats, i.e. allowing j ∈ {i + 1, . . . , i + t − 1}, is technically more
complicated because constraints on the letters of the repeated pattern a1a2 · · · at will appear.
Since overlapping repeats are not the most interesting from a biological point of view, we have
not investigated the general case further.

In practice, the transition probabilities π(a, b) are estimated from the observed sequence by
their maximum likelihood estimates π̂(a, b) = (observed number of ab)/(observed number
of a). Since we derived the explicit formula for the mean count λt , we can calculate its plug-in
estimator λ̂t and show that |λt − λ̂t | converges to 0 in our asymptotic framework. Since the
total variation distance between two Poisson distributions with respective parameters λt and λ̂t

is bounded by |λt − λ̂t |, we can use the Poisson distribution with parameter λ̂t to approximate
the distribution of Nt and then to approximate the p-value P(Nt ≥ Nobs

t ).
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