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Abstract
Over a thousand years, military employment rises, peaks, and then falls. I argue that rising military shares
were driven by structural change out of agriculture, and the recent declines are driven by substitution from
soldiers toward military goods. I document evidence for this substitution effect and introduce a model of
growth and warfare that reproduces the time series patterns of military expenditure and employment.
The model also correctly predicts the cross-sectional patterns, and that military employment and expendi-
ture shares are decreasing in income during wars. Finally, I show that faster economic growth can reduce
military expenditure in the long run.
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1. Introduction
Today, machines and technology are permitting economy of manpower on the battlefield,
as indeed they are in the factory. But the future offers even more possibilities for economy.
I am confident the American people expect this country to take full advantage of its tech-
nology - to welcome and applaud the developments that will replace wherever possible the
man with the machine.

- Gen. WilliamWestmoreland (1970)

Over one thousand years, military employment has exhibited a hump-shaped pattern. The mil-
itary employment share of populations rose steady as countries became richer, peaking in the
early 20th century, and falling over the past hundred years. This paper presents a theory that
explains this long-run rise and decline of armies. I conclude that this pattern is driven by two
macroeconomic factors: transition out of agriculture and substitution from military labor toward
military goods. This substitution effect explains the continually rising ratio of military expendi-
ture shares to employment shares, which I document across countries. Corroborating the model,
the theory correctly predicts that the correlations between income and employment and expendi-
ture shares are negative in the cross-section among opposing countries, when controlling for per
capita income.

The fundamental driver of the time series patterns is income growth. When countries are poor,
they must spend most of their resources in agriculture to feed the population (Allen, 2000). As
incomes grow, countries are able to spend more income on everything else, including warfare:
military employment and expenditure shares both rise. Military personnel and equipment are
substitutes in the production of military power, so as productivity rises, countries shift workers
to the goods producing sector, raising the military expenditure to employment ratio.1 In the long
run, the military employment share asymptotes to zero, while the expenditure share stabilizes.
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Figure 1. Military and rural employment shares.

Figure 1 plots the time series for themilitary employment to population ratio for an unbalanced
panel of 10 European countries over 1000 years.2 The data are presented in 25-year bins, using
estimates on historical army sizes from Sorokin (1937) and more recent military data from the
National Military Capacity Database v4.0.3 The time series documents a 900 year rise, followed by
a 100 year decline in the military employment share.

Figure 1 also plots the time series for the rural population share of the 10 countries over
1,000 years. The data are estimates from Bairoch et al. (1988) and Bairoch (1991). Countries are
predominantly rural and agrarian for centuries. As they develop, they urbanize and shift out of
agriculture and into other sectors.4 As a share of their income, they spend more on everything
nonagricultural, including warfare.

Countries have also seen the ratio of their military expenditure share to employment share
rise regularly over the past century. For example, Figure 2 plots France’s ratio since 1814 CE. If
soldiers’ wages relative to the price of military equipment rise with income, then an increasing
ratio of expenditure to employment shares reflect substitution from soldiers toward equipment.
This is the central economic force driving the long run decline in military employment in the
model.

Recent research has made considerable progress on understanding the economic forces behind
conflict and warfare. This paper makes a contribution in several of these literatures. First, it
contributes to the macroeconomic literature on structural change which typically considers agri-
culture, manufacturing, and services (e.g. Kuznets (1966) and summarized by Herrendorf et al.
(2014)) by explaining long run changes to the military sector’s share of the economy. Second, it
joins a literature analyzing economic factors in conflict from a macroeconomic perspective (e.g.
Grossman and Kim (1996), Gonzalez (2007), Acemoglu et al. (2012) and Garfinkel et al. (2015)),
but is novel in considering conflict in the context of long-run structural change. Third, it adds a
formal theory to a literature researching economic determinants and consequences of very long
run trends in conflict and warfare, which typically consist of reduced form analysis (e.g. Findlay
and O’Rourke (2007), Dincecco and Prado (2012), Arbatli et al. (2015), Arbatlı et al. (2020)). More
generally, it contributes to the theoretical literature describing the relationship between economic
factors and conflict in general equilibrium (e.g. Haavelmo (1954), Hirshleifer (1988), Grossman
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Figure 2. Frenchmilitary substitution.

(1991), Skaperdas (1992), and Powell (1993) among many others.), and it joins the broader litera-
ture of economic determinants of conflict, which Garfinkel and Skaperdas (2007), Anderton and
Carter (2007), Blattman and Miguel (2010) and Kimbrough et al. (2020) survey.

The theory says nothing about why countries go to war. Rather, it assumes that war occurs, and
makes conditional predictions about countries choices of employment and expenditure. Therefore
it omits some common ingredients that affect countries’ propensity to battle. There is no role for
bargaining or transfers between countries, which in rational models (e.g. De Mesquita (1985))
can often prevent war. The baseline model is not dynamic, which in some cases admits war as
an equilibrium strategy—as in Fearon (1995) or Garfinkel and Skaperdas (2000)—although the
dynamic extension to the model implies that forward-looking countries can reduce or eliminate
war in equilibrium. Decisionmakers make choices in the best interest of their countries, which
is not generally realistic; Jackson and Morelli (2007) consider how the political bias of decision
makers affects their decisions to lead a country into war, and how this provide incentives for
countries to choose biased leaders to gain bargaining position. There is no uncertainty over the
state of game or imperfect information, which can increase the prevalence of war, as in Brito and
Intriligator (1985).

The remainder of this paper is organized as follows: Section 2 examines the empirical pat-
terns, Section 3 describes the baseline model, Section 4 analyzes asymmetric equilibria, Section 5
considers a dynamic extension to the model and its implications for the long run, and Section 6
concludes.

2. Stylized facts
In this section I describe the data sources and three stylized facts: (1) the military employment
share of the population rises, peaks, and falls with income; (2) the ratios of military expenditure
shares to employment shares are increasing in income; (3) countries’ military employment and
expenditure shares are decreasing in their income relative to their opponents’.

Military expenditure and employment data in the post-Napoleonic era are from the National
Military Capacity Database v4.05 which covers up to 146 countries in an unbalanced panel from
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Table 1. Military shares and income

Log Expenditure
Log Employment Share Share Log Share Ratio

Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8)

Log(GDP Per Capita) 1.41 6.46 −0.12 −0.28 −1.12 5.19 0.11 0.18
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.11) (0.80) (0.015) (0.088) (0.16) (1.00) (0.011) (0.076)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Log(GDP Per Capita)2 −0.082 −0.38 0.081 −0.29
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.0068) (0.049) (0.0096) (0.060)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Constant −11.3 −31.3 −4.45 −2.42 −0.23 −25.3 0.53 0.040
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.45) (3.26) (0.12) (0.69) (0.65) (4.11) (0.089) (0.59)

Sample years All War only ≥1950 ≥1950, War only All War only All War only
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Observations 11,399 616 7174 276 10,621 568 10,254 548

Notes: Heteroskedasticity-consistent standard errors in parentheses. The regression equations (1) and (2) also include country-specific fixed effects.
Observation years range from 1816 to 2007.

1816 to 2007. Expenditure data from 1914 is nominal US dollars, which I convert to real expen-
ditures using the NIPA GDP deflator. Before 1914, expenditure data is nominal British pounds,
which I convert to real expenditures using the Bank of England’s historical GDP deflators and his-
torical USD/GBP exchange rates. The employment data include only troops under command of
the national government which are intended for combat with foreign parties, excluding national
reserves, civil defense units, and forces of feudal lords not operating with the central government.
It also excludes non-military support staff that are contracted by the military.

Historical military employment data before 1816 are from Sorokin (1937), which includes esti-
mates of historical army sizes for 12 European countries. This dataset is not perfectly comparable
to the National Military Capacity’s dataset, chiefly because the Sorokin dataset only measures
army sizes during wartime. Accordingly, I adjust the Sorokin estimates by a constant factor, so
that average employment shares are equal for both sources during the common years 1816–1925
in which both sources have data.

Conflict data are from the Correlates of War database (Sarkees and Wayman, 2010) which
catalogs the participants and years for all conflicts classified as wars between states from 1816 to
2007. Lastly, income and population data are from The Maddison Project (2013).

The military employment share of the population rises then falls with income. Figure 1
plotted this pattern over a millennium for 12 large European countries. But the nonmono-
tonic relationship with income is more general. To test this relationship I run the following
regression:

log sj,t = β0 + β1 log
(
Yj,t
)+ β2 log

(
Yj,t
)2 + αj + εj,t (1)

where sj,t is the military employment share of country j in year t, Yj,t is their real GDP per capita,
and αj is a country fixed effect. Table 1 reports the results in an unbalanced panel from 1816-2007.
The regressions are unweighted and Huber–White standard errors are reported.

The rise and fall of armies is evident in the baseline specification, which is reported in column
(1): the coefficient on log

(
Yj,t
)
is positive and the coefficient on the quadratic term is negative and

statistically significant, confirming the hump-shaped pattern across many countries. Countries
choose different military employment shares in wartime versus peacetime, so it is possible that
the unconditional trends could be driven by the declining frequency of warfare. Therefore I also
run the regressions only including observations for which a country was at war, which is when
the theory applies. Column (2) shows these results for the quadratic regressions, and confirms the
theory during war years. Indeed, during war years the trend is stronger, with a larger coefficient
on the linear term and a more negative coefficient on the quadratic term. Lastly, to see whether
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recently declining employment shares are robust to omission of the world wars, columns (3) and
(4) omit the quadratic term and show that employment shares decline with income since 1950.

Military employment shares rise and fall, but the evidence for the long run trend of military
expenditure shares is mixed. I run regression (1) for expenditure shares and the baseline estimate
is reported in column (5) of Table 1, which does not estimate a negative coefficient on the quadratic
term. Yet, the regression using only war observations (column (6)) does find a negative coefficient,
so the data are not clear on the long run trend. The baseline model described in Section 3 features
a military expenditure share that is nonzero in the limit. The model also features conflict in every
period, so the “war only” regressions are most comparable.

The ratio of a country’s military expenditure share of GDP to its military employment share
of the population increases with income. Figure 2 plotted this pattern for France, but it is evident
across countries. To demonstrate, I regress the log ratio log (Rj,t) for country j in year t on log
GDP per capita log

(
Yj,t
)
:

log Rj,t = β0 + β1 log
(
Yj,t
)+ αj + εj,t (2)

where αj are country fixed effects. I report estimates of β1 in column (7) in Table 1. The baseline
regression is statistically significant at the 1% level and implies a 0.14 elasticity of the share ratio
with respect to income. Column (8) reports the regression using only war observations, which
is only significant at the 5% level but has a larger estimate than the baseline. These estimates
correspond to an elasticity of substitution for military labor and goods between 1.15 and 1.24
when taken to the model.

A country’s military employment and expenditure share is decreasing in its income relative
to its opponents. This is true unconditionally, but it is the conditional pattern that is relevant
to the theory. Conditional on a country’s own per capita income, its military employment and
expenditure shares are also decreasing in their relative income. Specifically, the model predicts
that the shares are decreasing in the relative aggregate income, while per capita income is what
drives the time series patterns. To test this effect, I regress log employment or expenditure shares
log (sj,t) on the log of the ratio log

(
Ỹj,t
)
of country j’s GDP relative to its opponents6 in year t, and

a quadratic function of log GDP per capita log
(
Yj,t
)
:

log Rj,t = β0 + β1 log
(
Ỹj,t
)+ β2 log

(
Yj,t
)+ β3 log

(
Yj,t
)2 + εj,t (3)

I report the results in Table 2.7 In all cases, the shares are decreasing in relative income. While
their point estimates are similar, the effect is likely larger for expenditures than employment: the
log ratio of these shares is increasing in relative income. When controlling for per capita income,
the elasticity of the shares is between −0.10 and −0.14 and is statistically significant. Section 4
describes why this is predicted in wars between asymmetric countries.

Conditioning on per capita income is crucial. Skaperdas and Syropoulos (1997) show in a gen-
eral setting that more productive combatants will retain a lower share of their surplus, because
returns to military power are decreasing and countries only capture a fraction of available sur-
plus. Unconditional evidence is not strong; in Table 2, the coefficients on relative income in the
unconditional regressions are close to zero. But incentives are not the whole story: productivity
growth affects the supply of military inputs. As countries grow, laborers move out of agriculture
and become available for military service, and as countries substitute from soldiers to goods, the
growth rate of military power catches up to the growth rate of income. Conditioning on per capita
income controls for these effects and supports the asymmetric predictions of the theory.

Table 2 also demonstrates that the main patterns documented in Table 1 are robust to control-
ling for conflict opponents’ income. As income increases, the military employment share rises,
then declines. The expenditure share rises with income, and while the estimates do not reveal
the predicted concavity, the true relationship must eventually be concave, because the share is
bounded above by one. Finally, the log share ratio also rises with income, and while the model
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Table 2. Military shares and relative income

Log Employment Share Log Expenditure Share Log Share Ratio

Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8)

Log(Relative GDP) −0.051 −0.14 −0.10 −0.022 −0.14 −0.14 0.056 0.011
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.019) (0.022) (0.022) (0.022) (0.023) (0.024) (0.019) (0.022)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Log(GDP Per Capita) 0.42 4.03 0.60 0.48 0.22
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.055) (0.69) (0.060) (0.79) (0.057)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Log(GDP Per Capita)2 −0.23 0.0077
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.044) (0.050)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Constant −4.45 −7.62 −21.6 −2.96 −7.54 −7.07 1.39 −0.33
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.047) (0.42) (2.67) (0.054) (0.46) (3.09) (0.048) (0.44)

Observations 589 589 589 545 545 545 525 525

Notes: Heteroskedasticity-consistent standard errors in parentheses. Results correspond to regression equation (3). Observation years range from
1816 to 2007.

predicts this substitution effect, it makes no clear prediction about the concavity or convexity of
this relationship.

3. Model
In the baseline model, two countries are endowed with productivity and population and always
go to war. They solve a static game, which has a Nash equilibrium in pure strategies.

3.1 Preferences and technology
There are two countries, indexed by j ∈ 1, 2. Country j has population Nj and productivity Zj,
which are exogenous.8 Each country’s decisions are made by a government, which maximizes the
consumption Cj of its citizens.

Citizens serve one of two roles. They can be soldiers or they can be workers. NX,j denotes
the number of soldiers and NY ,j denotes the number of workers, which must add up to the
population:

NX,j +NY ,j =Nj (4)

Workers have productivity Zj and produce three types of goods: agriculture Aj, guns Gj, and
surplus Yj. Yj is the “butter” in this framework - the goods that are enjoyed and that countries use
guns to contest. The resource constraint for goods is:9

ZjNY ,j =Aj +Gj + Yj (5)

Agriculture is used to feed the population. Each person consumes ν units of agriculture, so the
agricultural goods constraint is:

Aj = νNj (6)

As a result, ν behaves like a subsistence constraint.
Guns and soldiers are used to produce military power, Xj, with a production function:

Xj = f
(
NX,j,Gj

)
(7)

Assume this production function f (NX ,G) is quasi-convex and has constant returns to scale.
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The substitutability of guns and soldiers in this production function will be crucial for
determining the long-run behavior of the economy.

3.2 War
The two countries go to war, where military power is used to compete over a share θ of the two
countries’ combined surplus of goods Yj. The contestable share of the joint surplus of the two
countries is θ(Y1 + Y2). The war function �(X1, X2) determines the share of this surplus that
accrues to country 1. �(·, ·) is increasing in the first argument, decreasing in the second argument,
bounded by �(·, ·) ∈ [0, 1], and is symmetric so that �(X1, X2)= 1− �(X2, X1).

A country uses its surplus for consumption, net of war gains or losses. Then the consumption
for country 1 is determined by:

C1 = �(X1, X2)θ(Y1 + Y2)+ (1− θ)Y1 (8)

The country faces a trade-off in turning goods into consumption. Spending more on Y1 increases
the total surplus, but decreases the resources that can be spent on X1, reducing the share of total
surplus that is retained. When θ = 1, all surplus is potentially contestable, and war resembles the
structure in Skaperdas (1992).

3.3 Equilibrium definition
A Nash equilibrium in this economy consists of labor allocations NX,j,NY ,j; goods allocations
Aj,Gj, Yj, Cj; and military powers Xj; given populations and productivities Zj,Nj, such that each
country j ∈ 1, 2:

1. Satisfies its population constraint (4)
2. Satisfies goods constraints (5) and (6)
3. Satisfies military constraints (7) and (8)
4. Maximizes its consumption as the best response to the other country’s choices Xi, Yi, i �= j

3.4 Equilibrium conditions
The country’s decision can be rewritten as an unconstrained maximization problem in two
variables - guns and soldiers - here expressed from the perspective of country 1:

max
NX,1,G1

(�(f (NX,1,G1), X2)θ + 1− θ)(Z1(N1 −NX,1)− νN1 −G1)+ �(f (NX,1,G1), X2)θY2 (9)

The optimality conditions of this maximization problem are lengthy, but can be written in an
intuitive form by substituting in some definitions. I also omit for readability the arguments of
the function �, its partial derivative with respect to the first argument �1, and marginal return to
military from increasing soldiers fN and guns fG. The equilibrium condition for guns is

�1fGθ(Y1 + Y2)= �θ + 1− θ (10)

On the left hand side is the marginal increase in consumption, from an increase in military power,
due to an increase in guns. On the right hand side is the marginal consumption given up by
shifting output from surplus to guns. The equilibrium condition for soldiers is

�1fNθ(Y1 + Y2)= (�θ + 1− θ)Z1 (11)

On the left hand side is the marginal increase in consumption from increased military power,
and on the right hand side is the marginal consumption lost from shifting soldier to workers.
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This marginal cost has a coefficient of Z1, the productivity level, which differs from the guns
equilibrium condition. This is because at the margin, using output for guns reduces surplus one
for one, but employing workers as soldiers reduces surplus by the factor Z1.

Dividing equation (11) by equation (10) shows that themarginal product of guns in themilitary
power function must decrease with productivity, relative to the marginal product of soldiers:

fN
fG

= Z1 (12)

Productivity Z1 is the relative price of soldiers with respect to guns. If guns and soldiers are
substitutes, then rising productivity will increase guns more than one for one, relative to soldiers.

3.5 Functional forms
Some functional forms are useful to further characterize the baseline economy. The production
function for military power is a CES aggregator of guns and soldiers:

f (NX ,G)≡
(

αN
ε−1
ε

X,j + (1− α)G
ε−1
ε

j

) ε
ε−1

(13)

This functional form is unusual in the conflict literature, where power typically only depends on
expenditures. Instead there are two inputs, and the elasticity of substitution ε will be a crucial
parameter determining the relationship between income growth and warfare.10

Lastly, a functional form is needed for the war function �(X1, X2), satisfying the conditions in
section 3.2. One such function is that countries receive a share of surplus equal to their share of
military power:

�(X1, X2)= X1
X1 + X2

(14)

This has the convenient property of homogeneity of degree zero, and is the linear form of the
Tullock (1980) rent-seeking function, which is often used in the conflict literature (Garfinkel and
Skaperdas, 2007).

3.6 Symmetric equilibrium
I first examine symmetric equilibria, where Z1 = Z2 and N1 =N2. Section 4 considers the
implications of asymmetric equilibria.

With the assumed functional forms, the equilibrium condition (10) becomes

(1− α)
c
g

= θ + 2(1− θ)
θ

(
x
g

) ε−1
ε

(15)

where lower case letters denote per capita variables, e.g. c≡ C
N . Substituting in x= f (nX , g),

equation (15) becomes

(1− α)
c
g

= 2− θ

θ

(
α

(
nX
g

) ε−1
ε + 1− α

)
(16)

and substituting for the marginal products, equation (12) becomes

α

1− α

(
g
nX

) 1
ε = Z (17)
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Then given productivity Z, the symmetric equilibrium is characterized by three variables (nX , g, c)
and three equations: (15), (17), and the per capita symmetric budget constraint,

Z(1− nX)= ν + g + c (18)

3.7 Equilibrium in the limit
To understand how productivity growth affects the economy, it is useful to start by considering
equilibrium in the limit as Z becomes large. Define shares of total income sC ≡ c

Z and sG ≡ g
Z .

Shares sC, sG, and nX are all bounded by 0 and 1. Let (sC, sG, nX) denote their limits, if they exist.
Express the condition (17) in terms of shares and rearrange to get

sG
nX

= Zε−1
(
1− α

α

)ε

(19)

If ε > 1, then the right hand side of this equation grows as productivity Z grows. On the left hand
side, sG is positive and bounded above by one, so as Z becomes large, it must be that nX becomes
small: nX = 0. This is why it central that guns and soldiers are substitutes to imply a declining share
of soldiers as income grows. Guns become cheap relative to soldiers as productivity grows. If the
two inputs are substitutes in the military function, then this price change implies a quantity shift
from soldiers toward guns. Equation (19) maps directly to the regressions estimated in columns
(5) and (6) of Table 1. This corresponds to an elasticity of substitution ε between 1.15 and 1.24.

Given that nX = 0, condition (16) implies sC = sG 2−θ
θ

in the limit. And the budget constraint
(18) becomes 1− nX = ν

Z + sG + sC, so in the limit as Z → ∞,

1= sG + sC (20)

This also implies that as productivity rises, the share of total income spent on agriculture, νN
ZN goes

to zero. Solving for each share yields sC = 1− θ
2 and sG = θ

2 .
Figure 3 plots the symmetric equilibrium for various levels of productivity, to show how the

equilibrium evolves as productivity grows from Z = 1 to high levels. In this example ν = .9, so
initially agriculture is 90% of total income Z. As income grows and a lower share needs to be
paid to agriculture, more is spent on consumption, which rises to its’ long run share sC, which
in this example is .5 because θ = 1. Spending on both military inputs rise as a share of income
initially as the economy transitions out of agriculture. But eventually the substitution effect starts
to dominate, so the soldier share falls to nX = 0 while the guns share rises to sG.

4. Asymmetric equilibrium
In this section, I relax the assumption of symmetry to explain the third stylized fact: countries’
military employment and expenditure shares are decreasing in their income relative to their
opponents’.

Countries’ incentives are quantitatively different when they are richer or poorer than their
neighbors. When conditioning on their productivity level, a country’s military employment and
expenditure share is decreasing in its income relative to its opponents. The game-theoretic nature
of the model generates cross-sectional implications that differ observably from the time series
implications. In the time series, the model predicts that the employment share rises and falls with
income and the expenditure share rises and asymptotes. Whereas in the cross section when con-
trolling for productivity, the model predicts that both the employment share and expenditure
share are decreasing in relative income.

When a country’s income rise in the asymmetric case, then the country’s incentive to spend
on war falls. The available surplus rises less than one for one with the country’s income, because
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Figure 3. Example symmetric equilibria as income grows.

it only retain a fraction of the total available surplus, yet the marginal share retained decreases
more than one for one, for a given guns expenditure share share. A lower guns share is required
to increase the marginal share retained, so guns expenditure shares are decreasing in neighbors’
incomes. The optimal allocation of workers implies that solider are proportional to guns by a fac-
tor that depends on the level of productivity. So conditional on the productivity level, employment
shares are also decreasing in relative income.

To characterize some properties of asymmetric equilibria, I approximate the model in the
long run when incomes are large. In general, the asymmetric equilibrium must be calculated
numerically, but I can analytically characterize asymmetric behavior for the approximation. The
first implication of the long run approximation is that for large G, f (NX ,G)≈ (1− α)

ε
ε−1 G.

The second implication is for large Z, ν
Z ≈ 0. Then the equilibrium condition for guns (10)

becomes
G2

(G1 +G2)2
(Z1N1 −G1 + Z2N2 −G2)= G1

G1 +G2
+ 1− θ

θ
(21)

Rewrite the guns expenditures as shares of total income G1 = sG,1Z1N1, and define relative aggre-
gate income of country 1 z1 ≡ Z1N1

Z2N2
, to get an expression for country 1’s best response function

g
(
sG,2, z1

)
to country 2’s guns share and relative income:

sG,1 = g
(
sG,2, z1

)= sG,2
z1

(√
θ
z1 + 1
sG,2

− 1

)
(22)

The asymmetric Nash Equilibrium satisfies two equations: sG,1 = g(sG,2, z2; θ) and sG,2 =
g
(
sG,1, 1

z2 ; θ
)
. For z2 near 1, this solution is close to

(
sG,1, sG,2

)= ( 1
θ
, 1

θ

)
, the symmetric outcome

from Section 3.3. But when incomes are asymmetric, the guns shares diverge.
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Figure 4. Asymmetric best response functions.

The guns share best response is decreasing in relative income z1. When country 1 is richer,
country 1 chooses a lower guns share for any given foreign guns share. When z1 > 1 (i.e. country 1
is richer), then sG,1 < sG,2. This case is plotted in Figure 4, for θ = .8 and a 20% income difference.
The best response lines cross above the 45 degree line, so the richer country chooses a lower guns
share in equilibrium. Figure 5 plots the equilibrium guns share of country 1 against its relative
income Z1N1

Z2N2
for several values of θ . As country 1 becomes richer relative to country 2, it chooses

a lower guns share.11
Military employment shares must be decreasing in relative income too. The military employ-

ment share is always related to the guns share by equation (19), so that for the shares are always
proportional for a given productivity level. Foreign endowments do not enter this relationship.
So if relative populations change, or if the foreign country becomes more productive, the employ-
ment share will change one for one with the guns share. If domestic productivity increases, this
reduces the guns share, but reduces the employment share more than one for one, because the
substitution effect shifts soldiers into production. In both cases, the military employment share is
decreasing in relative income.

5. The repeated game
The baseline model in Section 3 considers a static Nash equilibrium, which is a good approxi-
mation when wars are infrequent, so that time discounting is significant between periods. In this
section, I generalize this setup to a repeated game environment. I show that when the discount fac-
tor is sufficiently small, the baseline results are robust: military employment shares rise and fall,
and countries substitute from soldiers to guns. Furthermore, as discount factors or productivity
growth rise in the repeated game, the long run military expenditure share falls. When discount
factors or productivity growth are sufficiently high, countries can play a strategy that eliminates
warfare entirely. I begin by considering grim trigger strategies which are easily characterizable,
and follow by considering punishment strategies that are subgame perfect.
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Figure 5. Equilibrium guns expenditure shares and relative incomes.

Each country’s decisions are made by a government, which now maximizes the present dis-
counted utility of its citizens. The period utility function is power utility with parameter σ over
consumption per capita, so the present discounted utility in period t = 0 is

∞∑
t=0

βt
(Cj,t

Nj,t

)σ

(23)

When β = 0, the country’s objective is the same as in the baseline model.
When β > 0, countries can support a better equilibrium than the static Nash equilibrium. In

general, repeated games admit many possible equilibria. First consider grim trigger strategies:
countries play one allocation as long as the other country does the same, but if one country devi-
ates from this allocation, the other country plays the grim trigger allocation forever after. Within
this set of strategies, the best sustainable Nash equilibrium is achieved by choosing the minmax
punishment: the allocation that gives the other country the least utility, given that the other coun-
try is playing its best response. In this game, the minmax allocation is the one that maximizes
military power f (NX ,G). So country j’s minmax allocation solves the following maximization
problem:

max
NX,j,Gj

f
(
NX,j,Gj

)
s.t. Zj(1−NX,j)= νNX,j +Gj

which shares an optimality condition with the baseline model: α
1−α

(
Gj
NX,j

) 1
ε = Zj.

An equilibrium is sustainable when playing a grim trigger strategy if countries prefer the equi-
librium in perpetuity, over the best one period deviation followed by the best response to the
minmax strategy. This implies the following condition, where Ct denote period t consumption
in a sustainable equilibrium, Ĉt denotes the best one period deviation, and CMM

t denotes the best
response to the minmax strategy:
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Figure 6. Soldier shares for various grim trigger equilibria.

∞∑
t=0

βt
(
Ct
Nt

)σ

≥ Ĉ0 +
∞∑
t=1

βt
(
CMM
t
Nt

)σ

(24)

The best sustainable grim trigger equilibrium is the one where (24) holds with equality.
Better equilibria can be sustained when countries are more patient, or when wars are less fre-

quent. When β = 0, the best sustainable equilibrium must also be the best one period response,
yielding the static Nash equilibrium. To see how the equilibrium changes when β increases,
consider condition (24) in the limit when expenditure shares are constant. Let sC denote the
sustainable limiting consumption share, let ŝC denote the best one period deviation consump-
tion share, and let sMM

C denote the best response consumption share to the minmax. The best
sustainable grim trigger equilibrium in the limit satisfies:

sσC
∞∑
t=0

βtZσ
t = (

Z0ŝC,0
)σ + (

sMM
C

)σ ∞∑
t=1

βtZσ
t (25)

When productivity growth is constant at rate μ, equation simplifies to:

sσC = ŝσC,0(1− β(1+ μ)σ )+ (
sMM
C

)σ
β(1+ μ)σ (26)

The best grim trigger equilibrium is a weighted average of the best response and the minmax
response. When β(1+ μ)σ is higher, more weight is placed on the punishment, allowing for a
better achievable best response ŝσC,0 and a better sustainable equilibrium.

Faster productivity growthμ also improves the sustainable equilibrium.With high productivity
growth, countries act as if they are more patient, knowing that more consumption will be lost if
they are punished by the grim trigger. Either higher patience or faster growth improve the long
run outcome by reducing the guns share and increasing the consumption share. Furthermore,
they improve the equilibrium at every point in transition. Figure 6 plots the transition path for
grim trigger equilibria for several values of β . All cases exhibit the rise and fall of armies. When
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Figure 7. Guns shares for various grim trigger equilibria.

β = 0, the best equilibrium is static Nash. As countries become more patient, better equilibria are
sustainable, and the soldier share falls at every level of income.

Higher discount factors or economic growth rates result in lower long run guns expenditure
shares. In the baseline model, the contestable share of surpluses θ controlled the long run guns
share. When dynamics are introduced, this ingredient is unnecessary to match empirical expen-
diture shares, which are much lower than 1

2 . The grim trigger equilibria in Figure 7 all have θ = 1.
When β = 0 and the economy is in the static Nash equilibrium, the guns share converges to 1

2 . As
β increases, the long run guns share decreases.

Sufficiently high patience or economic growth can eliminate war entirely. Grim trigger strate-
gies do not generally produce the best possible equilibrium, nor are they subgame perfect, so
I next consider sustainable subgame perfect equilibria with punishment, as in Abreu (1988).
Countries play a strategy where, were either country to deviate from the sustainable allocation,
both countries play the worst possible allocation for k periods, then revert to the sustainable
allocation.

This equilibrium has two dynamic conditions. Countries must prefer not to deviate from the
sustainable allocation:

∞∑
t=0

βt
(
Ct
Nt

)σ

≥ Ĉ0 +
k∑

t=1
βt
(
CP
t

Nt

)σ

+
∞∑

t=k+1

βt
(
Ct
Nt

)σ

(27)

where CP
t denotes the punishment level of consumption in period t. The punishment must also

be credible for the equilibrium to be subgame perfect, so that a country prefers to accept its
punishment for k periods, rather than deviating:

k−1∑
t=0

βt
(
CP
t

Nt

)σ

+
∞∑
t=k

βt
(
Ct
Nt

)σ

≥ ĈP
0 +

k∑
t=1

βt
(
CP
t

Nt

)σ

+
∞∑

t=k+1

βt
(
Ct
Nt

)σ

(28)
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where ĈP
t denotes the one period best response to the punishment level of consumption in

period t.
The structure of the game has to be modified to allow for an equilibrium without war. Assume

that when both countries choose zero guns Gt = 0, then the country spends its entire income on
agriculture and consumption, so that ZtNt = Ct . Better equilibria are supported by worse pun-
ishments, so assume the worst possible punishment: CP

t = 0. When supporting no war, and with
productivity growth rate μ, Condition (27) becomes:

Z0
k∑

t=0
βt(1+ μ)σ t ≥ Ĉ0 (29)

k periods of no war must be preferable to one period of deviation. Condition (28) becomes:

Z0βk(1+ μ)σk ≥ ĈP
0 (30)

which implies that one period of deviation form punishment must not be worth delaying a return
to no war for an additional period. If there is some k such that these conditions are satisfied, no
war is sustainable.

The conditions to sustain no war are characterizable analytically in the long run symmetric
case, where the set of feasible punishment lengths k is increasing in the discount factor β and the
growth rate μ:

Theorem 1. If the two countries have the same productivities and populations, and θ = 1, then
an equilibrium without war exists and is subgame perfect in the long run where ν = 0 and X =
(1− α)

ε
ε+1G, if there exists some punishment length k such that

∑k
t=0 βt(1+ μ)σ t ≥ 2σ and βk(1+

μ)σk ≥
(√

2− 1
)2σ

.

Proof. The two countries are symmetric, so the best one period deviation to the no war alloca-
tion is Ĉt = 2ZtNt , because one country can choose an arbitrarily tiny military power greater than
zero, and capture the entire surplus.

In the long run where ν = 0 and X = (1− α)
ε

ε+1G, and when θ = 1, country 1’s best response
condition for guns (10) becomes

G1
(G1 +G2)2

(2Z −G1 −G2)= G2
G1 +G2

(31)

so the best one period deviation to the punishment G= Z has guns choice ĜP that satisfies

ĜP(
ĜP + Z

)2
(
Z − ĜP

)
= Z

ĜP + Z

Applying the quadratic formula and taking the unique feasible solution, the best one period
deviation to the punishment is given by

ĜP = Z
(√

2− 1
)

(32)

And the associated consumption ĈP = �(ĜP, Z)(Z − ĜP) is

ĈP = Z
(√

2− 1
)2

(33)

With these responses Ĉ and ĈP determined, the optimality condition (29) becomes
k∑

t=0
βt(1+ μ)σ t ≥ 2σ (34)
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Figure 8. Parameter lower bounds supporting equilibrium conditions without war.

and the credibility condition (30) becomes

βk(1+ μ)σk ≥
(√

2− 1
)2σ

(35)

Faster productivity growth and higher patience increase the set of feasible strategies that sustain
a subgame perfect equilibrium without war. The left-hand sides of both the optimality condition
(34) and the credibility condition (35) are increasing in β(1+ μ)σ . Figure 8 plots the lower bound
of feasible values of β(1+ μ)σ for both conditions, for a variety of punishment lengths. When
β(1+ μ)σ is above both lower bounds, no war is sustainable for the given punishment length k.
If β(1+ μ)σ is sufficiently small, then these conditions cannot be satisfied, and war will occur.

6. Concluding remarks
This paper has presented a theory of warfare and economic growth that explains the very long
run rise and decline in the military employment share. This pattern is driven by income growth,
which transitions workers out of agriculture, then incentivizes countries to substitute from mili-
tary employment toward military equipment. The model correctly predicts that the correlations
between income and employment and expenditure shares are negative in the cross-section among
opposing countries, when controlling for per capita income. When the model is dynamic, faster
income growth can reduce military expenditure and employment and potentially eliminate war
entirely.

Long run macroeconomic changes affect incentives and costs of war. This paper shows that
macroeconomic determinants of sectoral composition change warfare over time.With continuing
productivity growth, war will look very different than our historical experiences. As the nature of
conflict evolves with the macroeconomy, important research questions arise. How do these trends
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affect the dynamics of war and peace? Are static theories of conflict affected by macroeconomic
changes? Are the dynamics theories of macroeconomic growth affected by warfare? These are
fruitful questions for future research.
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Notes
1 A large literature estimates that capital and labor are substitutes, or have become substitutes, in the second half of the 20th
century in most countries, e.g., Karabarbounis and Neiman (2013). Within the military sector, DeBoer and Blackley (1990)
estimate the elasticity of substitution to be greater than one but declining using US data since 1929. Clark (1978) estimates
that capital and labor are substitutes in the US Navy using data after the Korean War, although Ridge and Smith (1991)
estimate an elasticity of substitution of one in UK data. Evidence also exists before the modern era; White, 1962) argues that
the adoption of the stirrup in the medieval era encourages substitution in armies from labor (foot soldiers) toward capital
(horses and associated equipment) while also increasing agricultural productivity.
2 These 10 countries are graphed because they have the longest available time series; over a hundred countries with shorter
time series are considered in Section 2. The 10 include England, France, Germany, Austria-Hungary, Russia, Italy, Spain,
Netherlands, Belgium, and Poland-Lithuania. For each country, Sorokin, (1937) attempts to track successor states, rather
than a fixed geographic region. This is straightforward in the case of England which becomes the Kingdom of Great Britain
in 1707 and then the United Kingdom in 1801, but is more nuanced for a country such as Germany, which in the beginning
of the sample is the subset of HRE states that eventually form the German Empire in 1871.
3 The 4th version is an update of the original Singer et al., 1972)
4 A large literature on structural change examines this pattern and its relationship with economic growth. See for example
Kuznets (1966), Maddison (1980), Baumol et al. (1985), and Herrendorf et al. (2013) among many others. Figure 1 shows that
rural share declines begin around 1200 CE, but the transition is slow until industrialization. In contrast, military employment
rises rapidly in the Late Middle Ages and Renaissance period. While this paper’s theory reproduces the general empirical
patterns, perfectly matching the timing may require additional features, such as the changing frequency of conflict.
5 The 4th version is an update of the original Singer et al., 1972) dataset through 2007, and with more complete coverage.
One drawback of this dataset is that expenditures include compensation to soldiers inconsistently; in some cases it is excluded
entirely, in others it is partial, and in others it is fully included. This makes trends in military goods expenditures difficult to
estimate. Yet, the share ratio rises with income whether or not soldier compensation is included, if soldier compensation does
not grow sufficiently faster than income. This is because the soldier share of the population decreases with income.
6 When wars occur between more than two parties, relative income is the total income of a country’s opponents divided by
the number of its allies, including itself.
7 Appendix A reports further results from alternative specifications with additional controls.
8 Exogenous productivity is chosen for simplicity and to understand implications for military allocations conditional on
aggregate income. But it is not an innocuous assumption in a model with conflict; Gonzalez (2005) shows that the possibility
of appropriation can reduce the incentive to adopt new technologies.
9 Do the theory’s predictions depend on this linear-in-labor production function? Appendix B demonstrates that it does not:
if production is allowed to depend on goods and features diminishing marginal products, it is isomorphic to the baseline
model.
10 One prediction of the model is that the military employment share will shrink to zero. A nonzero limit could be achieved
by relaxing the constant returns assumption and introducing a military labor minimum κ , so that military power is produced
by f (NX − κ ,G).
11 Figure 5 documents this pattern using the high-income approximation described in this section. Appendix C presents
numerical solutions to the true model to demonstrate that this pattern holds even when income levels are modest.
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Appendices
A. Additional regression results
This appendix considers alternative specifications for regression (3), which documents how
military shares depend on income, conditional on the GDP of conflict opponents.

Table A1 reports estimates corresponding to the main regressions appearing in Table 2.
Specifically, the theory predicts that a country’s log employment share should be decreasing in
relative GDP, and increasing in GDP per capita, but decreasing in the square. Next, it predicts
that the log expenditure share should be decreasing in relative GDP and increasing in GDP per
capita. Finally, it predicts that the log share ratio should be increasing in GDP per capita, when
controlling for relative GDP.

Table A1. Military shares and relative income: alternative specifications

Log Employment Share Log Expenditure Share Log Share Ratio

Dependent variable: (1) (2) (3) (4) (5) (6) (7) (8) (9)

Log(Relative GDP) −0.12 −0.10 −0.090 −0.26 −0.14 −0.11 −0.078 0.0011 −0.0041
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.026) (0.022) (0.021) (0.032) (0.023) (0.025) (0.028) (0.022) (0.023)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Log(GDP Per Capita) 6.19 4.23 2.57 0.80 0.55 0.53 0.34 0.16 0.16
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.81) (0.71) (0.76) (0.11) (0.061) (0.070) (0.096) (0.056) (0.064)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Log(GDP Per Capita)2 −0.35 −0.24 −0.14
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(0.049) (0.045) (0.049)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Constant −30.8 −24.7 −15.8 −8.64 −15.5 −6.73 −0.76 −12.6 2.00
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(3.30) (3.84) (3.03) (0.94) (2.38) (0.89) (0.83) (2.18) (0.81)

Controls Country FEs Trend Time FEs Country FEs Trend Time FEs Country FEs Trend Time FEs
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Observations 589 589 589 545 545 545 525 525 525

Notes: Heteroskedasticity-consistent standard errors in parentheses. Results correspond to regression equation (3), except with the inclusion of
additional controls. Time fixed effects are annual. Observation years range from 1816 to 2007.

These predictions hold in the three alternative specifications. First, columns (1), (4), and (7)
include country-specific fixed effects. These fixed effects were not included in the baseline regres-
sion, because there are 215 states appearing in the NMC dataset, so country-specific fixed effects
would account for nearly half the degrees of freedom in the data. This number is so large because
many precursors to modern states appear; for example, Germany is in the dataset, as is Hanover,
Bavaria, Hesse, and so forth. Still, when country fixed effects are included, the estimates conform
with the theoretical predictions, albeit with larger standard errors than in the baseline. Next, I
account for time effects in two ways. Columns (2), (5), and (8) include a linear time trend, while
columns (3), (6), and (9) include yearly fixed effects. Again, the signs of the main estimates are
unchanged. The only inconsistent result is the conditional effect of relative GDP on the log share
ratio, but the theory does not make a clear prediction on the sign of this coefficient.

B. Production With goods
This section extends the model of Section 3 to include goods in the production function.
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Assume that the production function is now Z̃jh(NY ,j,Mj) where h(·, ·) is a constant returns to
scale production function with diminishing marginal products. Z̃j is total factor productivity in
country j, NY ,j remains labor, andMj is “machines”, a new goods input to production. Productive
goodsMj have the same cost as military goods Gj. The resource constraint becomes

Z̃jh
(
NY ,j,Mj

)=Aj +Gj +Mj + Yj

Proposition 1 states that this model is isomorphic to a model without goods in the production
function, for some alternative productivity level. To state the proposition, define the function ξ ( · )
as the inverse of hM(1, ·), i.e. ξ (hM(1, x))= x. h has diminishing marginal products (hMM < 0)
which implies ξ exists and is a decreasing function.

Proposition 1. The model of production with goods is equivalent to the baseline model if

Zj =
(
Z̃1h

(
1, ξ

(
1
Z̃1

))
− ξ

(
1
Z̃1

))

Proof. With goods in the production function, the maximization problem (9) for country 1
becomes

max
NX,1,G1,M1

(
�
(
f (NX,1,G1), X2

)
θ + 1− θ

) (
Z̃1h(N1 −NX,1,M1)− νN1 −G1 −M1

)
+ �(f (NX,1,G1), X2)θY2

The first order condition for machinesM1 is

Z1hM(NY ,1,M1)= 1

h is homogeneous of degree 1, so the partial derivative hM is homogeneous of degree 0:

Z̃1hM
(
1,

M1
NY ,1

)
= 1

Using the definition of ξ ( · ), the first order condition becomes:

ξ

(
1
Z̃1

)
= M1

NY ,1

Use the homogeneity of h to rewrite the resource constraint as

Z̃1NY ,1h
(
1,

M1
NY ,1

)
=A1 +G1 +M1 + Y1

and substitute withM1 = ξ
(

1
Z̃1

)
NY ,1:

Z̃1NY ,1h
(
1, ξ

(
1
Z̃1

))
=A1 +G1 + ξ

(
1
Z̃1

)
NY ,1 + Y1

Collect terms to complete the proof:(
Z̃1h

(
1, ξ

(
1
Z̃1

))
− ξ

(
1
Z̃1

))
NY ,1 =A1 +G1 + Y1

C. Asymmetric equilibria without approximation
In Section 4 I used a limiting approximation as productivity became large in order to analytically
characterize how a country’s behavior depends on its opponent’s income. This was a convenient
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Figure C1. Guns expenditure shares and relative incomes: numerical solutions.

approximation, because expenditure and employment shares could be derived depending only on
relative income levels.

In this appendix, I show that the documented behavior also occurs in the model when produc-
tivity levels are more modest. The model is solved numerically, without relying on the limiting
approximation. In this case, a country’s absolute income level affects its decisions, in addition to
the relative income level. Therefore I reproduce Figure 5 for several income levels. Figure C1 plots
these results.

In all cases, the qualitative patterns from the high-income approximation hold: country 1’s
guns share is decreasing in its income relative to country 2. Additionally, the guns share is increas-
ing in θ , the contestable share of total surplus. As expected, the guns shares vary by absolute
income level. In all panels, the populations are set to N1 =N2 = 1, so ν represents the share of
total income that must be spent on agriculture. In Panel C1(a), ν is half of total income, very little
can be spent on military, and the guns share is small. As in Section 3, the guns share is increas-
ing in the absolute income level: for every relative income level, the guns share is higher in Panel
C1(b) than in Panel C1a, and further higher in Panel C1(c). When income becomes very large as
in Panel C1(d), the guns shares approach the high-income approximations in Figure 5.

Cite this article: Adams JJ (2024). “The rise and fall of armies.” Macroeconomic Dynamics. https://doi.org/10.1017/
S1365100524000191
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