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GALOIS MODULE STRUCTURE OF AMBIGUOUS IDEALS
IN BIQUADRATIC EXTENSIONS

G. GRIFFITH ELDER

ABSTRACT. Let NÛK be a biquadratic extension of algebraic number fields, and
G = Gal(NÛK). Under a weak restriction on the ramification filtration associated
with each prime of K above 2, we explicitly describe the Z[G]-module structure of
each ambiguous ideal of N. We find under this restriction that in the representation
of each ambiguous ideal as a Z[G]-module, the exponent (or multiplicity) of each
indecomposable module is determined by the invariants of ramification, alone.

For a given group, G, define SG to be the set of indecomposable Z[G]-modules,
M , such that there is an extension, NÛK, for which G ≤ Gal(NÛK), and M is a
Z[G]-module summand of an ambiguous ideal of N. Can SG ever be infinite? In this
paper we answer this question of Chinburg in the affirmative.

1. Introduction. Suppose that K is a finite extension of the rational numbers, Q,
while N is some finite Galois extension of K. It is well-known that the ring of integers
of N, ÓN, is a free module over the ring of rational integers, Z. Since the Galois group,
G = Gal(NÛK), acts on the ring of integers;ÓN may be viewed, canonically, as a module
over the group ring, Z[G]. Is the ring of integers, ÓN, free over the group ring, Z[G]?

In 1932, E. Noether determined that in order forÓN to be free overZ[G], the extension,
NÛK, must be at most tamely ramified [18]. In the 1970’s, a lot of work was done in
determining necessary and sufficient conditions for the ring of integers, ÓN, to be free
over Z[G] when the extension NÛK is tame. This culminated in M. J. Taylor’s proof of
Fröhlich’s Conjecture. Fröhlich’s book is an excellent reference for this topic [9].

If the extension, NÛK, is not tamely ramified but in fact has some wild ramification,
we can not expect ÓN to be free over Z[G]. What can we expect? This is the question
that we seek to address in this paper.

Any effort to address the question of Z[G]-module structure of ÓN in wildly ramified
extensions must contend with two basic obstacles:

(1) The Krull-Schmidt Theorem generally does not hold. Consequently, while a given
Z[G]-module will decompose into a direct sum of indecomposable Z[G]-modules, the
decomposition will not necessarily be unique.

(2) The number of indecomposableZ[G]-modules is usually infinite, for a nice survey
see Dieterich [3].
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There are two ways that one may retrieve the Krull-Schmidt Theorem. On the one
hand, one might consider the analogous question for local number field extensions, NÛK
(where the Krull-Schmidt Theorem does hold). Alternatively, one may restrict oneself
to those Galois groups, G, and their group rings, Z[G] for which the Krull-Schmidt
Theorem happens to hold.

In the work of Rzedowski-Caldéron, et al. [19] and previous work of the author with
Madan [6], the first approach was adopted. Based upon this work, in particular [8], it is
clear that explicit expressions for the Galois module structure of the ring of integers in
wildly ramified extensions of local fields can be quite complicated.

In this paper we adopt an alternate approach. We restrict our attention to the class
of biquadratic number field extensions, because the Krull-Schmidt Theorem holds for
Z[C2ðC2]-modules. Fortunately, not only does the Krull-Schmidt Theorem hold, but the
infinitely many inequivalent, indecomposableZ[C2 ðC2]-modules have been classified
by Nazarova [16] with complete proofs in [17].

The approach which we employ in this paper enables us to explicitly determine
the Z[G]-module structure of ÓN (as well as any other ambiguous ideal) in terms of
indecomposable Z[G]-modules which are indexed at the end of the paper. In particular,
we determine this structure for the wide class of biquadratic extensions NÛK which arise
as the composite of two arithmetically disjoint quadratic extensions, see Maus [14]. This
is enough, for us to answer a question posed by Chinburg.

QUESTION 1.1 (CHINBURG). For a given group, G, define SG to be the set of in-
decomposable Z[G]-modules, M , such that there is an extension, NÛK, for which
G ≤ Gal(NÛK), and M is a Z[G]-module summand of an ambiguous ideal of N.
Can SG be infinite?

In this paper, we explicitly construct a family of extensions whose Galois module
structure of the ring of integers we determine. As a consequence, we are able to answer
this question in the affirmative. See Section 3.41.

Although we are able to apply the methods of this paper to determine theZ[G]-module
structure of ÓN for a wide class of biquadratic number fields, we are unable to apply the
methods of this paper to all biquadratic extensions. In Section 3.42 we examine this in
greater detail. In Section 5 we show that our results are tight by providing a family of
extensions (not covered by our Theorems) to which our approach can not be applied.

1.1. Organization of Paper The paper it organized as follows: Note that as some of the
proofs are rather technical, they have been collected in Section 3.43.
1. Introduction

1.1 Organization of the Paper
1.2 Related Topics

2. Reduction: from Global to Local
3. Quadratic and Biquadratic Local Extensions

3.1 Notation
3.2 Quadratic Extensions
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3.3 Partially Ramified Biquadratic Extensions
3.4 Fully Ramified Biquadratic Extensions

3.41 Results for Fully Ramified Biquadratic Extensions
Case 1: One Break in the Ramification Filtration
Chinburg’s Question
Case 2: Two Breaks in the Ramification Filtration

3.42 Outline and Evaluation of the Method of Proof
3.43 Proofs for Fully Ramified Biquadratic Extensions

Preliminary Results
Case 1: One Break in the Ramification Filtration
Case 2-odd: Two Breaks in the Ramification Filtration, t odd
Case 2-even: Two Breaks in the Ramification Filtration, t = 2e0

4. Index of Modules
4.1 The Modules Expressed in Terms of Generators and Relations
4.2 Nazarova’s Notation and the Indecomposability of the Modules

5. Examples
6. Conclusion
References

1.2. Related topics. We would be remiss, if we did not include a brief discussion of
other material related to the main topic of this paper. The main results of this paper are
local, and so in this section we are concerned with the question, “the Galois module
structure of the ring of integers in wildly ramified local extensions.” Let NÛL be a
wildly ramified Galois extension of local number fields, with [L : Qp] finite, Qp denoting
the field of p-adic numbers. Let G = Gal(NÛL). Use subscripts to denote the field of
reference, so that ÓL is the ring of integers of L, while ÓN is the ring of integers of N.

Here are two approaches to this question:

(1) For K any subfield of L, one can ask for the ÓK[G]-module structure of ÓN.
In this paper we are interested in the the situation where K = Qp and p = 2. Actually,
although we are principally interested in the situation, K = Q2; our approach answers
the question for K = T, the maximal unramified extension of Q2, which by restriction
determines the answer to the question for all K’s unramified extension over Q2, and in
particular K = Q2. At the other extreme, Miyata [15] and Vostokov [22] have examined
the situation when K = L. There, they find that when G is a p-group (NÛL fully ramified),
ÓN is usually indecomposable as a ÓL[G]-module. We find, on the other hand, that ÓN

usually decomposes as a Zp[G]-module.

(2) Another approach is motivated by the work of Leopoldt [12]. One may study the
structure of ÓN as a module over the associated order, fx 2 L[G] : xÓN � ÓNg. Martel
[13] has done this for biquadratic extensions of Q2. Burns [2] has studied this question
more generally.
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2. Reduction: from global to local. Let NÛK be a biquadratic extension of number
fields, with Galois group, G = Gal(NÛK) ≤ C2 ðC2. Let ÓN denote the ring of integers
of N. An ambiguous ideal, ¤, is a fractional ideal of ÓN with the property that õ¤ = ¤
for all õ 2 G. In our examination of the Z[G]-module structure of ambiguous ideals,
we will require a result from representation theory: Namely, that the local structure
completely determines the global structure. To precisely state and prove this result, we
require a definition:

DEFINITION 2.1. If Ë is a Z[G]-module, let Ë̂ denote the tensor product, Z2 
Z Ë.
The Z2[G] action on Ë̂ is defined by the following: For aå 2 Z2[G] with a 2 Z2, å 2 G,
and b 
Z ã 2 Z2 
Z Ë, let aå Ð b 
Z ã = ab
Z åã.

THEOREM 2.2 (LOCAL-GLOBAL). LetË andÁ be Z[G]-modules, with G ≤ C2ðC2.

If Ë̂ ≤ Á̂ as Z2[G]-modulesÒ then Ë ≤Á as Z[G]-modules
PROOF. If Ë̂ ≤ Á̂ as Z2[G]-modules, then Ë and Á belong to the same genus, see

[5, p. 642]. Let O = 1Û4(õ + 1)(ç + 1)Z + 1Û4(õ � 1)(ç + 1)Z + 1Û4(õ + 1)(ç � 1)Z +
1Û4(õ � 1)(ç � 1)Z denote the maximal order of Q[G]. If furthermore, OË ≤ OÁ
as O-modules (where OË = O 
Z[G] Ë) then Ë and Á belong to the same restricted
genus, see [11, p. 10]. Clearly, OË ≤ Za ý R bõ ý R cç ý R dõç for some nonnegative
integers a, b, c, d (for explanation of Z[G]-module notation, see Section 4). Note that
ÔË̂ ≤ Ẑa ý R̂ bõ ý R̂ cç ý R̂ dõç for the same nonnegative integers, a, b, c, d. Therefore,
if Ë̂ and Á̂ are in the same genus, the nonnegative integers a, b, c, d are determined, so
that Ë and Á must lie in the same restricted genus. Because the ring, Z[G], has direct
sum cancellation [23, p. 458], there is only one isomorphism class per restricted genus
[23, p. 443].

As a consequence of this theorem we turn our attention to examine the Z2[G]-module
structure of Z2 
Z ¤.

Let ƒj, j = 1Ò    Ò g be the list of distinct prime ideals ofÓK which lie over 2. Suppose
that ƒj splits into gj distinct prime ideals,Ÿ(iÒj) , in N, so that ƒjÓN = Πgj

i=1Ÿej

(iÒj). Clearly,
gj = 1Ò 2 or 4. Reorganize the subscripts of the ƒj’s, so that we have:

for j = 1Ò    Ò a gj = 1Ò
for j = a + 1Ò    Ò b gj = 2Ò õŸ(1Òj) = Ÿ(1Òj)
for j = b + 1Ò    Ò c gj = 2Ò çŸ(1Òj) = Ÿ(1Òj)

for j = c + 1Ò    Ò d gj = 2Ò çõŸ(1Òj) = Ÿ(1Òj)
for j = d + 1Ò    Ò g gj = 4Ò

for some a, b, c, d with 0 � a � b � c � d � g. Adopt the convention that when gj = 4,
õŸ(1Òj) = Ÿ(2Òj), çŸ(1Òj) = Ÿ(3Òj), and çõŸ(1Òj) = Ÿ(4Òj).

Let N(iÒj) be the completion of N at the prime, Ÿ(iÒj), let Kj be the completion of K at
the prime, ƒj, and let ¤(iÒj) be the embedding of ¤ into N(iÒj). If we identify Ÿ(iÒ j) with
the maximal ideal in N(iÒj), then ¤(iÒj) = Ÿ(iÒ j)t for some t 2 Z.
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THEOREM 2.3. Adopting the notation above,

Z2 
Z ¤ ≤ ý
gX

j=1

gjX
i=1
¤(iÒj) as Z2-modules

PROOF. See, for instance, [10, Ch. III].

Note that for j = d + 1Ò    Ò g, ¤(iÒj) ≤ Z2 as Z2-module while õ¤(1Òj) = ¤(2Òj),
ç¤(1Òj) = ¤(3Òj), and çõ¤(1Òj) = ¤(4Òj). Therefore ¤(1Òj) + ¤(2Òj) + ¤(3Òj) + ¤(4Òj) ≤ Ĝ as
Z2[G]-modules, where Ĝ denotes the group ring, Z2[G]. Similarly,

¤(1Òj) + ¤(2Òj) ≤ Z2[hçi]
Z ¤(1Òj) for j = a + 1Ò    Ò b,

¤(1Òj) +¤(2Òj) ≤ Z2[hõi] 
Z ¤(1Òj) for j = b + 1Ò    Ò c,

¤(1Òj) + ¤(2Òj) ≤ Z2[hõi] 
Z ¤(1Òj) for j = c + 1Ò    Ò d;

where the action of Z2[G] is the natural one: If açlõk 2 Z2[G] for some a 2 Z2 and
ã 
Z å 2 Z2[hçi] 
Z ¤(1Òj) for j = a + 1Ò    Ò b, or ã 
Z å 2 Z2[hõi] 
Z ¤(1Òj) for
j = b + 1Ò    Ò d; define the action of Z2[G] by

açlõk Ð ã 
Z å =

8><
>:

açlã 
Z õkå for j = a + 1Ò    Ò b,
aõkã 
Z çlå for j = b + 1Ò    Ò c,
aõk�lã 
Z (çõ)lå for j = c + 1Ò    Ò d.

Finally, for each j with gj = 1, note that ¤(1Òj) is closed under the action of the group,
and therefore is already a Z2[G]-module. As a consequence,we have the following result:

THEOREM 2.4. Adopting the notation from above,

Z2 
Z ¤ ≤ ý
aX

j=1
¤(1Òj) ý

bX
j=a+1

(Z2[hçi]
Z ¤(1Òj))

ý
cX

j=b+1
(Z2[hõi] 
Z ¤(1Òj)) ý

dX
j=c+1

(Z2[hõi] 
Z ¤(1Òj))

ý
gX

j=d+1
Ĝ as Z2[G]-modules

Because of this theorem, we now turn our attention to the local question: What is
the Z2[Gj]-module structure of ¤(1Òj), where Gj is the Galois group, Gal(N(1Òj)ÛKj). In
other words, we need to know the Galois module structure of ideals in quadratic and
biquadratic extensions of local number fields. This question is addressed in the remainder
of this paper.
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3. Quadratic and biquadratic local extensions.

3.1. Notation. There should be no confusion, if we now let K refer to a finite extension
of the 2-adic numbers,Q2. Let e0 denote the absolute ramification index, while f denotes
the degree of inertia, then [K : Q2] = e0f . Let N be a finite Galois extension of K, call the
Galois group of N over K, G = Gal(NÛK). Use subscripts to denote the field of reference
so that ÓN refers to the ring of integers of N,ŸN denotes the maximal ideal of ÓN, ôN a
prime element in N and vN the normalized valuation of N, so that vN(ôN) = 1. Let G�1,
G0, G1, G2 Ð Ð Ð denote the ramification filtration of G [21, Chapter IV]. So G�1 = G while
G0 is the inertia subgroup of G. A break (ramification) number of NÛK will always refer
to a lower break (ramification) number, so that b is a break number if Gb 6= Gb+1. Let T
denote the maximal unramified extension of Q2 contained in K. Clearly, [T : Q2] = f .
Let bxc denote the floor function (also called the greatest integer function), while dxe
denotes the ceiling function (the least integer function). Clearly, b(x�1)Ûnc = dxÛne�1
for any positive integer n.

3.2. Quadratic extensions. When NÛK is a quadratic extension, the Z2[G]-module
structure of Ÿi

N is known. We reprove this result to introduce the approach which we
will employ in the proofs of our later results.

THEOREM 3.1. Let NÛK be a quadratic extension of local number fields (ramified or
unramified), where [K : Q2] = e0f , e0 denoting the absolute ramification index. Let b be
the ramification number of NÛK, let G = Gal(NÛK) be generated by ç, and let

a =
( d(i + b)Û2e � diÛ2e if b 6= �1,

0 if b = �1.

Then

Ÿi
N ≤ Ẑaf ý R̂ af

õ ý Ê(e0�a)f
+ as Z2[G]-modules

PROOF. If NÛK is unramified, one may easily verify that each fractional ideal has a
normal integral basis.

Note that b is even means that b = 2e0, see [24]. Consequently, (ç + 1)Û2 is an
idempotent element which takes Ÿi

N into itself, yielding the desired result.
If b is odd, letã 2 N have valuation, vN(ã) = b. Letãm = ôm

Kã so that vN(ãm) = b+2m.
Because vN

�
(ç+ 1)ãm

�
= 2b + 2m, the elements in the following two sets serve as a basis

for Ÿi
N over ÓT:

fãmÒ (ç + 1)ãm : d(i � b)Û2e � m � e0 � b + diÛ2e � 1gÒ(3.1)

f(ç + 1)ãmÒ 2ãm : diÛ2e � b � m � d(i � b)Û2e � 1g

From this basis the ÓT[G]-structure is apparent which determines the Z2[G]-module
structure.

For an alternative proof, see [19, Theorem 1].
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REMARK 3.2. When we outline our approach in Section 3.42, we will refer back to
this proof as a prototype. Therefore, it is important to notice some things about the
argument we use in the case when b is odd.

Because the extension NÛK is wildly ramified, the Galois action (namely, the action of
ç+1) shifts the valuation ofãm. This is important because as m varies, vN(ãm) represents
every odd integer, while vN

�
(ç + 1)ãm

�
represents every even integer. Together the

elements ãm and (ç + 1)ãm whose valuations lie between i and 2e0 + i � 1 are listed in
(3.1). Note that we successfully created (3.1) knowing only the following information
about the quadratic extension: the absolute ramification index, e0, the ramification number
of NÛK, b, and the integer i which corresponds to Ÿi

N, and that the elements of (3.1)
satisfy the following two conditions:

1. The Galois relations among the members of (3.1) are very basic. In particular, the
Galois action on any member of (3.1) takes it to a rather simple linear combination of
members in (3.1) where the coefficients come from Z2.

2. The elements of (3.1) have valuations in one-to-one correspondence with the
integers fiÒ i + 1Ò    Ò 2e0 + i � 1g. Because NÛT is a fully ramified extension, they
provide a basis for Ÿi

N over ÓT .
Indeed, note that to determine the Z2[G]-module structure of an ideal we determined

theÓT[G]-module structure. This is both the strength and the weakness of our approach.

3.3. Partially ramified biquadratic extensions. Let NÛK be a biquadratic extension. Let
Gal(NÛK) be generated by õ and ç and let L denote the fixed field of õ, Nõ, while M = Nç.
Clearly, an extension is either fully ramified or it is not. If NÛK is not fully ramified, then
because unramified extensions are cyclic, there must be a unique unramified quadratic
extension of K contained in N. Without loss of generality, let it be L. The extensions NÛL
and MÛK are, therefore, fully ramified.

THEOREM 3.3. If the extension, NÛK, is partially ramified then there must be two
breaks in the ramification filtration, and the first break number must be b1 = �1. Let b2

denote the second lower ramification number, and assume that hõi = G0 = Ð Ð Ð = Gb2 . If
a = d(i + b2)Û2e � diÛ2e, then

Ÿi
N ≤ Êaf

+ ý Êaf
� ý Ĝ(e0�a)f as Z2[G]-modules

PROOF. Because NÛK is in this case the compositum of a fully ramified quadratic
extension of K (namely M) and an unramified quadratic extension of K (namely L);
each fractional ideal of N, is the compositum of a fractional ideal of ÓM and the ring,
ÓL: Ÿi

N = ÓLŸi
M. The ring of integers of an unramified quadratic extension has a

normal integral basis, so ÓL = ÓK[ç]ã (for some ã 2 ÓL), and so ÓN = Z2[ç]ã Ð Ÿi
M.

Therefore Ói
N = Z2[ç] 
Z2 Ÿi

M, where the action of Z2[G] is defined naturally. Clearly,
the lower ramification number of MÛK is b2. Determining the Z2[õ] structure of Ÿi

M as
in Theorem 3.1, and comparing the structure of Z2[ç]
ZŸi

M with the modules listed in
Section 4, we derive our theorem.
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3.4. Fully ramified biquadratic extensions.

3.4.1. Results for fully ramified biquadratic extensions. Let N be a fully ramified
biquadratic extension of K. Let Gal(NÛK) be generated by õ and ç and let L = Nõ,
M = Nç. As a result of ramification theory, there is either one or two breaks in the
ramification filtration of NÛK.

CASE 1: ONE BREAK IN THE RAMIFICATION FILTRATION. Suppose that there is only
one break in the ramification filtration of NÛK. Let b denote the ramification number
associated this break. Then the ramification groups of NÛK are: G = G0 = Ð Ð Ð = Gb,
and h1i = Gb+1 = Ð Ð Ð , and it is easily seen that b is the ramification number of each
extension: LÛK MÛK, NÛL, and NÛM, [21, Chapter IV].

It is well known that the lower ramification number of a ramified extension, KÛk,
of degree 2 is � 2ek (where ek is the absolute ramification index of kÛQp) and that the
ramification number is odd unless it is equal to 2ek, see [24]. Since b is the ramification
number of LÛK, b � 2e0. But b is also the ramification number of NÛL. So since
b � 2e0 Ú 4e0, b must be odd.

In every case, regardless of the ideal, Ÿi
N, or the ramification number, b; we are able

to use the basic approach of the proof of Theorem 3.1 and capture the ideal, Ÿi
N, in a

short exact sequence:

THEOREM 3.4. Let N be any fully ramified biquadratic extension of K with [K : Q2] =
e0f , e0 denoting the absolute ramification index. Assume that there is one break in the
ramification filtration of NÛK. Let b denote the ramification number associated with this
break, and let ñ = d(i + 2b)Û4e� diÛ4e, while ú = d(i� b)Û4e� d(i� 3b)Û4e. Then the
following short exact Z2[G]-sequence exits.

0 ! (Ẑ ý R̂õ)ñf ý Ê(e0�ñ)f
+ !Ÿi

N ! (R̂ç ý R̂õç)úf ý Ê(e0�ú)f
� ! 0

PROOF. See Section 3.43.

However it is only for a special class of ideals in a restricted class of extension
that we can use the approach of the proof of Theorem 3.1 to explicitly determine the
Galois module structure of the ideal. The underlying reasons for this are explained in
Section 3.42.

THEOREM 3.5 (CASE 1). Let N be any fully ramified biquadratic extension of K with
[K : Q2] = e0f , e0 denoting the absolute ramification index. Assume that there is
one break in the ramification filtration of NÛK. Let b denote the ramification number
associated with this break. If b = 1 and i � 0Ò 1Ò 2 mod 4, or b = 3 and i � 2 mod 4,

Then

Ÿi
N ≤ Ĉ (d i�3b

4 e�d i
4 e+b)f ý D̂(d i�b

4 e�d i�2b
4 e)f ý Ĝ(e0+d i

4 e�d i+3b
4 e)f if 3b Ú 4e0Ò

≤ Ĉ f ý D̂ f ý M̂ f if 3b Ù 4e0Ò as Z2[G]-modules.

Note that since b 2 f1Ò 3g; 3b Ù 4e0 implies b = 3 and e0 = 2.
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PROOF. See Section 3.43.

CASE 2: TWO BREAKS IN THE RAMIFICATION FILTRATION. Suppose that there are two
breaks in the ramification filtration of NÛK associated with the two lower ramification
numbers, b1, b2 where b1 Ú b2. It is well known that b1 � b2 mod 2, see [21, Chapter IV],
and because NÛK is not cyclic, that b1 Ú 2e0, see [21, Chapter IV, Exercise 3] or [24].
Therefore b1 � b2 � 1 mod 2. Now without loss of generality assume that hõi = Gb2 ,
so the ramification groups of NÛK are: G = G0 = Ð Ð Ð = Gb1 , hõi = Gb1+1 = Ð Ð Ð = Gb2 ,
and h1i = Gb2+1 = Ð Ð Ð . If s denotes the ramification number of LÛK while t denotes
the ramification number of MÛK, it is necessarily the case that s Ú t, and that s = b1

while t = (b2 + b1)Û2 (this is a consequence of Herbrand’s Theorem, see [21, Chapter IV
Section 3]). It is easily seen that the ramification number of NÛM is b1 = s, while
ramification number of NÛL is b2 = 2t� s (this is a basic property of lower ramification
numbers).

Each extension NÛK may be constructed in the following manner. Begin with LÛK
and MÛK arithmetically disjoint, ramified quadratic extensions. This is to say that the
ramification numbers s and t of LÛK and MÛK respectively, are distinct. See Maus
[14]. Without loss of generality, let s Ú t. From this we may conclude that N = LM
is a fully ramified biquadratic extension of K which has two breaks in its ramification
filtration, associated with two lower ramification numbers, b1 and b2, where b1 = s while
b2 = 2t � s.

Since s Ú t � 2e0, s is necessarily odd. On the other hand, t may be odd or even:
Case 2-odd. The case when t is odd, (b1 � b2 mod 4),
Case 2-even. The case when t = 2e0 is even, (b1 6� b2 mod 4).

Although each case requires the same basic approach of the proof of Theorem 3.1, the
technical details are substantially different, and as a consequence, the results themselves
are also substantially different.

THEOREM 3.6 (CASE 2-ODD). Let N be any fully ramified biquadratic extension of K
where [K : Q2] = e0f , e0 denoting the absolute ramification index. Assume that N is the
composite of two arithmetically disjoint quadratic extensions of K, denoted by L and
M. Let s Ú t Ú 2e0 denote the respective ramification numbers of LÛK and MÛK. Let
Gal(NÛK) = hõÒ çi, where L is the fixed field of hõi. Then

Ÿi
N ≤ Ĥ (d i+2t�s

4 e�d i+2s
4 e+k( t�s

2 ))f
k�1 ý Ĥ (d i�2t

4 e�d i�2t�s
4 e�k( t�s

2 ))f
k

ý
8<
: Ĝ(d i

4 e�d i+2t+s
4 e+e0)f ý Ĉ (d i+s

4 e�d i
4 e)f ý D̂(d i+2t+s

4 e�d i+2t
4 e)f if 2t + s Ú 4e0

M̂ (d i+2t+s
4 e�d i

4 e�e0 )f ý Ĉ (d i+s
4 e�d i+2t+s

4 e+e0)f ý D̂(d i
4 e+e0�d i+2t

4 e)f if 2t + s Ù 4e0

as Z2[G]-modules, where k is defined below
Let r 2 f0Ò 1Ò 2Ò 3g such that r � �i � 2 mod 4, then k = b(s + r)Û(2t � 2s)c.

PROOF. See Section 3.43.

Based upon the result of Theorem 3.6, we answer Chinburg’s Question in the affir-
mative with Corollary 3.8.
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DEFINITION 3.7. Let S2
G be the set of all indecomposable Z2[G]-modules, M, which

are realized as direct summands of ideals, Ÿi
N, in local number field extensions, NÛK,

[K : Q2] Ú 1, with Gal(NÛK) ≤ G.

COROLLARY 3.8. S2
C2ðC2

is infinite, and so SC2ðC2 is infinite.

PROOF. This is a consequence of Theorem 3.6, Proposition 4.3 and the following
family of biquadratic extensions. For e = 2n + 1, let e

p
2 be a root of xe � 2 = 0.

Then Ke = Q2( e
p

2) is a fully ramified extension of Q2 with absolute ramification index,
e0 = e. Let ã = 1 + e

p
2, then the quadratic defect of ã is 1. The quadratic defect of

å = 1 +( e
p

2)3 is 3. Let A be a root of x2�ã = 0 while B is a root of x2�å = 0. Following
Wyman [24], Ke(A)ÛK is a fully ramified quadratic extension with ramification number
2e�1, Ke(B)ÛK is a fully ramified quadratic extension with ramification number 2e�3.
Consequently, Ne = Ke(AÒB)ÛKe is a fully ramified biquadratic extension with break
numbers b1 = 2e � 3 and b2 = 2e + 1. As a result of Theorem 3.6, one copy of Hn�1

appears in the decomposition of ÓNe .

Clearly, as there is no constraint on n, the corollary is verified.

THEOREM 3.9 (CASE 2-EVEN). Let N be fully ramified biquadratic extension of K
where [K : Q2] = e0f , e0 denoting the absolute ramification index. Assume that N is the
composite of two arithmetically disjoint quadratic extensions of K, denoted by L and M.
Let s denote the ramification number of LÛK, while 2e0 is the ramification number of
MÛK. Let Gal(NÛK) = hõÒ çi, and assume that L is the fixed field of hõi. Then

Ÿi
N ≤ (Ẑ ý R̂õ)(d i�s�2

4 e�d i�2s�2
4 e)f ý (R̂ç ý R̂õç)(d i+s�2

4 e�d i�2
4 e)f

ý Î af
k�1 ý L̂bf

k�1 ý Ĵ cf
l ý K̂ df

l�1

as Z2[G]-modules, where a, b, c, d, k and l are defined below

Let r 2 f0Ò 1Ò 2Ò 3g such that r � �i mod 4, then let k0 =
l
(s + r + 1)Û

�
4(2e0 � s)

�m
. If

d(i+s�2)Û4e+k0(2e0�s) = 2e0+d(i+2s�2)Û4e and d(i�s�2)Û4e+(k0�1)(2e0�s)�1 =
d(i�2)Û4e, then let l = k = k0�1; otherwise let k = k0 and if d(i�s�2)Û4e+k(2e0�s) Ù
e0 + d(i � 2s � 2)Û4e or d(i + s � 2)Û4e + k(2e0 � s) Ù e0 + d(i � 2)Û4e let l = k � 1,
otherwise let l = k.

For l = k � 1

a =
¾ i � 2

4

³
�
¾ i � s � 2

4

³
� (k � 1)(2e0 � s)Ò

b =
¾ i + 2s� 2

4

³
�
¾ i + s � 2

4

³
� (k � 1)(2e0 � s)Ò

c =
¾ i + s� 2

4

³
�
¾ i � 2

4

³
+ k(2e0 � s) � e0Ò

d =
¾ i� s � 2

4

³
�
¾ i � 2s � 2

4

³
+ k(2e0 � s) � e0
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For l = k

a =
¾ i + s � 2

4

³
�
¾ i + 2s � 2

4

³
+ k(2e0 � s)Ò

b =
¾ i � s � 2

4

³
�
¾ i� 2

4

³
+ k(2e0 � s)Ò

c =
¾ i � 2s � 2

4

³
�
¾ i � s � 2

4

³
� k(2e0 � s) + e0Ò

d =
¾ i � 2

4

³
�
¾ i + s � 2

4

³
� k(2e0 � s) + e0

PROOF. See Section 3.43.

3.4.2. Outline and evaluation of the method. Our method is a generalization of the
method employed in a rudimentary form to prove Theorem 3.1 (see Remark 3.2). In our
attempt to generalize the proof of Theorem 3.1, we will attempt to construct a set of
elements, fñjg, satisfying the following two conditions:

CONDITION 1. The members of the Galois group should take each element, ñj0 , to
some linear combination of ñj’s with coefficients in Z2.

CONDITION 2. It should be possible to index the elements by their valuation, so that
vN(ñj) = j for j = iÒ    Ò 4e0 + i � 1.

We will attempt to construct the set, fñjg, satisfying Conditions 1 and 2, knowing
only the following information about the fully ramified biquadratic extension, NÛK: The
absolute ramification index of K, e0, the ramification filtration of the extension NÛK, and
the integer i corresponding to the ideal, Ÿi

N.
Generalizing the proof of Theorem 3.1, by achieving both conditions simultaneously

is difficult, especially while requiring so little information about the extension. Ideally,
in following the proof of Theorem 3.1 (where we found integers, vN(ã) and vN

�
(ç+ 1)ã

�
to have have opposite parity, i.e. to be distinct modulo 2), we would like to find an
element ã 2 N, with the analogous property, that the integers vN(ã), vN

�
(õ + 1)ã

�
,

vN

�
(ç + 1)ã

�
and vN

�
(ç + 1)(õ + 1)ã

�
are all distinct modulo 4. If this were possible,

we could immediately construct a set fñjg satisfying both conditions; follow the proof
of Theorem 3.1 letting ãm = ãôm

K , etc. The principal difficulty with which we must
contend is that this is not possible; because regardless of the choice of ã, the integers
vN

�
(õ + 1)ã

�
, vN

�
(ç + 1)ã

�
and vN

�
(ç + 1)(õ + 1)ã

�
are always even.

Fortunately, we are able to circumvent this obstacle somewhat. Using some basic
results from ramification theory (namely Lemmas 3.12, 3.13 and 3.14), we can select
four elementsã, (õ+1)ã, ö, (ç+1)(õ+1)ã which have distinct valuations modulo 4. We
can even make this selection with some control over the difference between (ç+ 1)ã and
ö (see Lemmas 3.15, 3.17, 3.22). When there are two breaks in the ramification filtration,
we are able to exert complete control, hence Theorem 3.6 and Theorem 3.9. When there
is only one break in the ramification filtration, we are not. As a result, our results for one
break are comparatively weak, Theorem 3.4 and Theorem 3.5.
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We should explain that our results for fully ramified biquadratic extensions with one
break number are weak, because it is not possible to generalize the proof of Theorem 3.1
for these extensions without knowing more information about the particular biquadratic
extension involved.

If based only upon e0, the ramification filtration and i we could generalize the proof of
Theorem 3.1, then for all extensions NÛK with absolute ramification index, e0, and one
break number b, it would necessarily be the case thatŸi

N ≤ ÓT
Z2
M asÓT[G]-modules

for some Z2[G]-module, M; the action of ÓT[G] being defined naturally: If a 2 ÓT and
õ 2 G, while b 
 å 2 ÓT 
Z2 M, then aõ Ð b 
 å = ab
 õå, see [5, Section 30B].

PROPOSITION 3.10. If fñjg is a subset of N which satisfies Conditions 1 and 2, then
Ÿi

N ≤ ÓT 
Z2
M as ÓT[G]-modules for some Z2[G]-module, M.

PROOF. Suppose that we have a set of elements fñjg, satisfying Conditions 1 and 2.
If the ñj satisfy the Condition 1, then for a given j0, each member of the Galois group
takes ñj0 to some linear combination of ñj’s with coefficients in Z2. If this is possible,
then M =

PZ2ñj is closed under the action of the group, so that M is a Z2[G]-module. If
furthermore, Condition 2 is satisfied, and we find that vN(ñj) = j for j = iÒ    Ò 4e0 + i�1;
then this set ofñj’s also serves as a basis forŸi

N overÓT , so thatŸi
N =

PÓTñj = ÓT ÐM.
Therefore Ÿi

N ≤ ÓT 
Z2 M as ÓT[G]-modules.

In Section 5, we exhibit a family of fully ramified biquadratic extensions NbÛKb

with one break in their ramification filtration (at b), along with ideals Ÿi
Nb

, such that
Ÿi

Nb
6≤ ÓT 
Z2

M as ÓT[G]-modules for any Z2[G]-module, M. Thereby we show
that one can not generalize the proof of Theorem 3.1 in the case where NÛK is fully
ramified with one break in its ramification filtration, except in the cases that we have
already successfully done so, namely when b = 1 and i 6� 3 mod 4, or when b = 3 and
i � 2 mod 4.

REMARK 3.11. If NÛK is a fully ramified biquadratic extension with one break in
the ramification filtration, because of the discussion above we should expect that Galois
relationships among any basis for Ÿi

N over ÓT to involve elements of ÓT � Z2. Note
that NÛK has only one break in the ramification filtration exactly when Nõ, Nç, and Nõç
are all generated by the square root of elements of K with the same quadratic defect. If
we have three elements:ã, å and ãå 2 K which all have the same quadratic defect, then
without loss of generality we can assume that ã � 1 = u Ð (å � 1) for some u a unit in
ÓT . So in the case where NÛK is a fully ramified biquadratic extension with one break
in the ramification filtration, it would seem that this unit, u, should play a significant role
in the Galois relationships among the members of any basis for Ÿi

N over ÓT .

3.4.3. Proofs for fully ramified biquadratic extensions. In this section we collect the
technical proofs.

PRELIMINARY RESULTS. In this subsection we collect a few basic results from rami-
fication theory. Serre’s book is a good reference, [21].
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LEMMA 3.12. Let k be a finite extension of Q2. Let KÛk be a cyclic ramified extension
of degree 2, with hõi = Gal(KÛk). Let vK denote the normalized valuation of K, and b,
the ramification number of KÛk. Then for ã 2 K if vK(ã) is odd, then vK

�
(õ � 1)(ã)

�
=

vK(ã) + b.

PROOF. Let ô denote a prime element in K, so that vK(ô) = 1. Clearly, vK

�
(õ�1)ô

�
=

1 + b. If ã 2 K has odd valuation, express ã uniquely as ã = m + nô, where mÒ n 2 k.
Since vK(m) is even while vK(nô) = vK(n) + 1 is odd, we find that, since vK(ã) is odd,
vK(ã) = vK(nô) Ú vK(m). Therefore, vK

�
(õ�1)(m+nô)

�
= vK

�
n(õ�1)ô

�
= vK(n)+1+b =

vK(ã) + b.

LEMMA 3.13. Let k be a finite extension of Q2. Let KÛk be a cyclic ramified extension
of degree 2, with hõi = Gal(KÛk). Let vkÒ vK denote the normalized valuations of k and
K, respectively. Let b denote the ramification number of KÛk. Then for each ñ 2 k with
vk(ñ) = n, there exists a ö 2 K with vK(ö) = 2n � b such that (õ + 1)ö = ñ.

PROOF. From [21, p. 83] we have Ÿm
K = Ÿb(m+b+1)Û2c

k which gives the result.

LEMMA 3.14. Let k be a finite extension of Q2. Let KÛk be a cyclic ramified extension
of degree 2, with hõi = Gal(KÛk). Let vK denote the normalized valuation of K, and b,
the ramification number of KÛk. Assume that b is odd If ú 2 K be an element with even
valuation, such that (õ + 1)ú = 0, then there is an element ã with vK(ã) = vK(ú)� b such
that (õ � 1)ã = ú.

PROOF. Since H�1(hõiÒK) = 0 there is an element ã such that (õ � 1)ã = ú. Clearly
we may change ã by an element of k without effecting the property that (õ � 1)ã = ú.
So we may assume that vK(ã) is odd. This with Lemma 3.12 proves the result.

CASE 1: ONE BREAK IN THE RAMIFICATION FILTRATION. Let b denote the ramification
number of NÛK.

LEMMA 3.15. Letãm be any element of N with vN(ãm) = b+4m. Then vN

�
(õ+1)ãm

�
=

2b + 4m, vN

�
(ç + 1)(õ + 1)ãm

�
= 4b + 4m, and there are elements ömÒ ím 2 N with

vN(öm) = 3b + 4m, vN(ím) = b + 4m such that öm � (ç + 1)ãm = (õ + 1)ím.

vN(ãm) = b + 4mÒ vN

�
(õ + 1)ãm

�
= 2b + 4mÒ

vN(öm) = 3b + 4mÒ vN

�
(ç + 1)(õ + 1)ãm

�
= 4b + 4m

PROOF. Clearly, vN

�
(õ + 1)ãm

�
= min

n
vN

�
(õ � 1)ãm

�
Ò vN((2ãm)

o
= vN

�
(õ � 1)ãm

�
,

since b Ú 4e0. Since vN(ãm) is odd, by Lemma 3.12, vN

�
(õ � 1)ãm

�
= 2b + 4m.

Similarly, vN

�
(ç + 1)ãm

�
= 2b + 4m. Since vL

�
(õ + 1)ãm

�
is odd, by Lemma 3.12,

vN

�
(ç + 1)(õ + 1)ãm

�
= 4b + 4m.

By Lemma 3.13, there is an element, öŁm 2 N with vN(öŁm) = 3b + 4m, and (õ + 1)öŁm =
(õ + 1)(ç + 1)ãm. Clearly, öŁm � (ç + 1)ãm is killed by (õ + 1), so by Lemma 3.14 there is
an element ím 2 N such that öŁm � (ç + 1)ãm = (õ � 1)ím and vN(ím) = b + 4m.
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Now b Ú 2e0, therefore vN(öŁm) = 3b + 4m Ú 4e0 + b + 4m = vN(2ím). So if we let
öm = öŁm + 2ím, then vN(öm) = 3b + 4m, and öm � (ç+ 1)ãm = (õ + 1)ím. Note that öm and
(ç + 1)ã differ by an element in L.

Since b is odd, fb + 4mÒ 2b + 4mÒ 3b + 4mÒ 4b + 4mg = f0̄Ò 1̄Ò 2̄Ò 3̄g where x̄ denotes
the residue modulo 4. Therefore we may use ãm, (õ + 1)ãm, öm and (ç + 1)(õ + 1)ãm

to construct a basis for Ÿi
N over ÓT . Clearly, 3b Ú 4e0 or 3b Ù 4e0. If 3b Ú 4e0,

then the following sequence is increasing Ð Ð Ð Ú vN(ãm) Ú vN

�
(õ + 1)ãm

�
Ú vN(öm) Ú

vN

�
(ç+ 1)(õ+ 1)ãm

�
Ú vN(2ãm) Ú vN(2(õ+ 1)ãm) Ú vN(2öm) Ú Ð Ð Ð , while if 3b Ù 4e0,

then there is an alternative increasing sequence Ð Ð Ð Ú vN

�
(õ + 1)ãm

�
Ú vN(öm) Ú

vN(2ãm) Ú vN

�
(ç + 1)(õ + 1)ãm

�
Ú vN

�
2(õ + 1)ãm

�
Ú vN(2öm) Ú vN(4ãm) Ú Ð Ð Ð .

Note that for example when 3b Ú 4e0, if vN(ãm) � i Ú vN

�
(õ+1)ãm

�
, then vN(2ãm) �

4e0 +i Ú vN(2(õ+1)ãm). Based upon observations such as this, we choose those elements
whose valuation, vN, lies in the set fiÒ i + 1Ò    Ò 4e0 + i� 1g. They make up an ÓT-basis
for Ÿi

N.

There are two cases to consider, either 3b Ú 4e0 or 3b Ù 4e0. In either case, there are
four possible orderings to consider. First we consider the case, 3b Ú 4e0.

CASE 1, 3b Ú 4e0.

(3.2)

ãmÒ (õ + 1)ãmÒ ömÒ (ç + 1)(õ + 1)ãmÒ for
¾ i� b

4

³
� m � e0 +

¾ i
4

³
� b � 1

(3.3)

(õ + 1)ãmÒ ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ for
¾ i � 2b

4

³
� m �

¾ i� b
4

³
� 1

(3.4)

ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ for
¾ i � 3b

4

³
� m �

¾ i� 2b
4

³
� 1

(3.5)

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ 2ömÒ for
¾ i

4

³
� b � m �

¾ i � 3b
4

³
� 1

We know that vN

�
(õ+1)ím

�
= vN

�
(õ+1)ãm

�
, where of course (õ+1)ím = öm�(ç+1)ãm.

REMARK 3.16. Clearly Ÿi
N = ŸdiÛ2e

L + X where X is spanned by the elements of type

ã and ö. Since we may alter anyÓT-basis element of X by an element in ŸdiÛ2e
L , and still

have an ÓT-basis for Ÿi
N, when the difference between ö and (ç + 1)ã lies in ŸdiÛ2e

L , we
may replace ö by (ç + 1)ã.

Therefore in (3.2), because (õ + 1)ím 2 ŸdiÛ2e
L , we replace öm with (ç + 1)ãm, while

in (3.3) and (3.5), because 2(õ + 1)ím 2 ŸdiÛ2e
L so we replace 2öm with 2(ç + 1)ãm. Only

in (3.4) is (õ + 1)ím 62 ŸdiÛ2e
L , and so in this particular case, we leave öm in our basis.
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CASE 1, 3b Ú 4e0 (REVISED).

(3.6)

ãmÒ (õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ for
¾ i� b

4

³
� m � e0 +

¾ i
4

³
� b � 1

(3.7)

(õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ for
¾ i � 2b

4

³
� m �

¾ i� b
4

³
� 1

(3.8)

ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ for
¾ i � 3b

4

³
� m �

¾ i� 2b
4

³
� 1

(3.9)

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ for
¾ i

4

³
� b � m �

¾ i� 3b
4

³
� 1

CASE 1, 3b Ù 4e0 (ALREADY REVISED). In this other case, we have gone ahead and
replaced öm with (ç + 1)ãm whenever we can. In (3.10), (õ + 1)ím 2 ŸdiÛ2e

L , so we have

replaced öm with (ç + 1)ãm, while in (3.12) and (3.13), 2(õ + 1)ím 2 ŸdiÛ2e
L , so we have

replaced 2öm with 2(ç + 1)ãm. Only in (3.11), have we left öm alone.

(õ + 1)ãmÒ (ç + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.10)

for
¾ i � 2b

4

³
� m � e0 +

¾ i
4

³
� b � 1

ömÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ(3.11)

for
¾ i � 3b

4

³
� m �

¾ i� 2b
4

³
� 1

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.12)

for
¾ i � b

4

³
� e0 � m �

¾ i� 3b
4

³
� 1

(ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ 4ãmÒ(3.13)

for
¾ i

4

³
� b � m �

¾ i � b
4

³
� e0 � 1

Based upon the ÓT-basis described in (3.6) through (3.13), we prove Theorem 3.4.

PROOF (THEOREM 3.4). Clearly 0 ! ŸdiÛ2e
L ! Ÿi

N ! Ÿi
NÛŸdiÛ2e

L ! 0 is a
short exact sequence. We need only determine the Z2[G]-module structure of the
ŸdiÛ2e

L and Ÿi
NÛŸdiÛ2e

L , and the structure of ŸdiÛ2e
L is already determined by Theo-

rem 3.1. The structure of Ÿi
NÛŸdiÛ2e

L results from a careful examination of (3.6)–(3.13),
and an understanding of the Galois action upon the öm which appear in the basis of
Ÿi

NÛŸdiÛ2e
L . In each case (3.8) or (3.11), öm and 2ãm contribute asÓT-basis elements of

Ÿi
NÛŸdiÛ2e

L . Note that (õ + 1)öm = 0̄, and (ç + 1)öm = 0̄, while (õ + 1)(2ãm + öm) = 0̄, and
(ç � 1)(2ãm + öm) = 0̄. Therefore ÓTöm is isomorphic to f copies of the Z2[G]-module,
R̂õç, while ÓT(2ãm + öm) is isomorphic to f copies of the Z2-module, R̂ç.
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However our stated aim is to determine the Z2[G]-module structure of Ÿi
N itself,

not to merely capture it in a short exact sequence. The öm’s in (3.8) and (3.11) present
an essential obstruction which we are unable to overcome (see Section 3.4.2). But if
d(i� 3b)Û4e = d(i� 2b)Û4e, the cases (3.8) and (3.11) do not occur. And d(i� 3b)Û4e =
d(i � 2b)Û4e, if and only if b = 1 and i � 0Ò 1Ò 2 mod 4, or b = 3 and i � 2 mod 4.
Under these circumstances, we may say that for each m the four elements listed in (3.6),
(3.7), (3.9), (3.10), (3.12), (3.13) collectively give rise to ÓT[G]-summands of Ÿi

N. In
Section 4, we have listed certain Z2[G]-modules which appear in the course of this paper.
Clearly, each m in (3.6) gives rise to f copies of the group ring, Ĝ. Each m in (3.9) and
(3.12) give rise to f copies of Ĉ ; each m in (3.7) and (3.10) provide f copies of D̂, while
each m in (3.13) contributes f copies of the maximal order, M̂ ≤ Ẑ ý R̂õ ý R̂ç ý R̂õç.
This is collected in Theorem 3.5.

CASE 2: TWO BREAKS IN THE RAMIFICATION FILTRATION. Let s, 2t � s be the lower
ramification numbers of NÛK. In particular, note that 2t � s is the ramification number
of NÛL. In the following situation, we assume that t is odd.

CASE 2-ODD.

LEMMA 3.17. Let ãm be any element of N with vN(ãm) = 2t � s + 4m. Then
vN

�
(õ + 1)ãm

�
= 4t � 2s + 4m, vN

�
(ç + 1)(õ + 1)ãm

�
= 4t + 4m. If t is odd, then

there are elements ömÒ ím 2 N with vN(öm) = 2t + s + 4m, vN(ím) = s + 4m such that
öm � (ç + 1)ãm = (õ + 1)ím.

vN(ãm) = 2t � s + 4mÒ vN

�
(õ + 1)ãm

�
= 4t� 2s + 4mÒ

vN(öm) = 2t + s + 4mÒ vN

�
(ç + 1)(õ + 1)ãm

�
= 4t + 4m

PROOF. Because 2t � s + 4m is odd, vN

�
(õ + 1)ãm

�
which is equal to

min
n

vN

�
(õ � 1)ãm

�
Ò vN(2ãm)

o
is equal to vN

�
(õ � 1)ãm

�
, since 2t � s Ú 4e0. By

Lemma 3.12, vN

�
(õ � 1)ãm

�
= 4t � 2s + 4m. Therefore vN

�
(õ + 1)ãm

�
= 4t � 2s + 4m.

Similarly, vN

�
(ç + 1)ãm

�
= vN

�
(ç � 1)ãm

�
= 2t + 4m. Furthermore, since vL

�
(õ +

1)ãm

�
= 2t � s + 2m is odd, vL

�
(ç + 1)(õ + 1)ãm

�
= 2t + 2m, so that by Lemma 3.12,

vN

�
(ç + 1)(õ + 1)ãm

�
= 4t + 4m.

By Lemma 3.13,there is an element öŁm 2 N with vN(öŁm) = 2t + s + 4m such that
(õ + 1)(öŁm) = (ç + 1)(õ + 1)ãm. Therefore öŁm � (ç + 1)ãm is killed by (õ + 1), and so by
Lemma 3.14 öŁm � (ç + 1)ãm = (õ� 1)ím, for some ím 2 N where vN(ím) = s + 4m. Now
we use the fact that t is odd and so t Ú 2e0. Let öm = öŁm + 2ím, then vN(öm) = vN(öŁm) and
we have öm � (ç + 1)ãm = (õ + 1)ím. Note that öm and (ç + 1)ã differ by an element in
L.

Since s is odd, f2t� sÒ 4t � 2sÒ 2t + sÒ 4tg = f0̄Ò 1̄Ò 2̄Ò 3̄g where x̄ denotes the residue
modulo 4. Consequently, we may use ãm, (õ + 1)ãm, öm and (ç + 1)(õ + 1)ãm as we did
in Case 1 to construct a basis for Ÿi

N over ÓT . Choose those elements whose valuation,
vN, lies in the set fiÒ i + 1Ò    Ò 4e0 + i � 1g.
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Before we list the ÓT-basis for ÓN, notice a complication which did not appear in
Case 1. If 3s Ú 2t, then vN(öm) Ú vN

�
(õ + 1)ãm

�
, while if 3s Ù 2t, then vN(öm) Ù

vN

�
(õ + 1)ãm

�
. Note 3s 6= 2t, since s is odd. (By contrast, in Case 1 it was always the

case that vN(öm) Ù vN

�
(õ + 1)ãm

�
.) Meanwhile, there is another condition, depending

on whether 2t + s Ú 4e0 or 2t + s Ù 4e0. (This condition is reminiscent of the con-
dition 3b Ú 4e0 or 3b Ù 4e0, from Case 1.) This condition affects the ordering of
the valuations of (ç + 1)(õ + 1)ãm and 2ãm. Taking these two conditions into account
we have the following four orderings of the valuations: If 3s Ú 2t and 2t + s Ú 4e0,
then the following sequence is increasing Ð Ð Ð Ú vN(ãm) Ú vN(öm) Ú vN

�
(õ + 1)ãm

�
Ú vN

�
(ç + 1)(õ + 1)ãm

�
Ú vN(2ãm) Ú vN(2öm) Ú vN

�
2(õ + 1)ãm

�
Ú Ð Ð Ð; if 3s Ú 2t and

2t + s Ù 4e0, then the following sequence is increasing Ð Ð Ð Ú vN(öm) Ú vN

�
(õ+ 1)ãm

�
Ú

vN(2ãm) Ú vN

�
(ç + 1)(õ + 1)ãm

�
Ú vN(2öm) Ú vN

�
2(õ + 1)ãm

�
Ú vN(4ãm) Ú Ð Ð Ð ; if

3s Ù 2t and 2t + s Ú 4e0, then the following sequence is increasing Ð Ð Ð Ú vN(ãm) Ú
vN

�
(õ + 1)ãm

�
Ú vN(öm) Ú vN

�
(ç + 1)(õ + 1)ãm

�
Ú vN(2ãm) Ú vN

�
2(õ + 1)ãm

�
Ú

vN(2öm) Ú Ð Ð Ð ; while if 3s Ù 2t and 2t + s Ù 4e0, then the following sequence is
increasing Ð Ð Ð Ú vN

�
(õ + 1)ãm

�
Ú vN(öm) Ú vN(2ãm) Ú vN

�
(ç + 1)(õ + 1)ãm

�
Ú

vN

�
2(õ + 1)ãm

�
Ú vN(2öm) Ú vN(4ãm) Ú Ð Ð Ð . Now as we did in Case 1, we choose

those elements whose valuation, vN, lies in the set fiÒ i + 1Ò    Ò 4e0 + i� 1g. They make
up an ÓT-basis for Ÿi

N.

CASE 2-ODD, 3s Ú 2t, 2t + s Ú 4e0.

(3.14)

ãmÒ ömÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ for
¾ i� 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1

(3.15)

ömÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ for
¾ i� 2t � s

4

³
� m �

¾ i� 2t + s
4

³
� 1

(3.16)

(õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2ömÒ for
¾ i + 2s

4

³
� t � m �

¾ i � 2t � s
4

³
� 1;

(3.17)

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2ömÒ 2(õ + 1)ãmÒ for
¾ i

4

³
� t � m �

¾ i + 2s
4

³
� t � 1

CASE 2-ODD, 3s Ú 2t, 2t + s Ù 4e0. :

ömÒ (õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.18)

for
¾ i� 2t � s

4

³
� m � e0 +

¾ i
4

³
� t � 1

(õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2ömÒ(3.19)

for
¾ i + 2s

4

³
� t � m �

¾ i� 2t � s
4

³
� 1;
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2ãmÒ (ç + 1)(õ + 1)ãmÒ 2ömÒ 2(õ + 1)ãmÒ(3.20)

for
¾ i� 2t + s

4

³
� e0 � m �

¾ i + 2s
4

³
� t � 1Ò

(ç + 1)(õ + 1)ãmÒ 2ömÒ 2(õ + 1)ãmÒ 4ãmÒ(3.21)

for
¾ i

4

³
� t � m �

¾ i� 2t + s
4

³
� e0 � 1

CASE 2-ODD, 3s Ù 2t, 2t + s Ú 4e0.

(3.22)

ãmÒ (õ + 1)ãmÒ ömÒ (ç + 1)(õ + 1)ãmÒ for
¾ i � 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1;

(3.23)

(õ + 1)ãmÒ ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ for
¾ i + 2s

4

³
� t � m �

¾ i� 2t + s
4

³
� 1

(3.24)

ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ for
¾ i � 2t � s

4

³
� m �

¾ i + 2s
4

³
� t � 1;

(3.25)

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ 2ömÒ for
¾ i

4

³
� t � m �

¾ i � 2t � s
4

³
� 1

CASE 2-ODD, 3s Ù 2t, 2t + s Ù 4e0.

(õ + 1)ãmÒ ömÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.26)

for
¾ i + 2s

4

³
� t � m � e0 +

¾ i
4

³
� t � 1

ömÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ(3.27)

for
¾ i� 2t� s

4

³
� m �

¾ i + 2s
4

³
� t � 1;

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2ömÒ(3.28)

for
¾ i� 2t + s

4

³
� e0 � m �

¾ i � 2t � s
4

³
� 1

(ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2ömÒ 4ãmÒ(3.29)

for
¾ i

4

³
� t � m �

¾ i � 2t + s
4

³
� e0 � 1;

CASE 2-ODD, REVISITED. As we did in Case 1, whenever we can using Remark 3.16,
we replace öm with (ç+1)ãm. Note that because 3sÚ 2t, vN(ãm) � vN((õ+1)ím � vN(öm),
therefore, in (3.30), (3.33), (3.34), (3.37), (3.38), we go ahead and replace öm by (ç+1)ãm.
Also vN

�
(ç+1)(õ+1)ãm

�
� vN

�
2(õ+1)ím

�
since t Ú 2e0, therefore, in (3.39), we replace

2öm by 2(ç+1)ãm. Finally, we split (3.15) into two cases, (3.31) and (3.32) depending on
whether or not (õ + 1)ím 2 or62 ŸdiÛ2e

L . In (3.31), we replace öm by (ç + 1)ãm. Similarly,
(3.18) is now split into two cases, (3.35) and (3.36), where in (3.35) we replace öm with
(ç + 1)ãm.
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CASE 2-ODD, 3s Ú 2t, 2t + s Ú 4e0.

ãmÒ (ç + 1)ãmÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ(3.30)

for
¾ i � 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1

(ç + 1)ãmÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.31)

for
¾ i � 2t

4

³
� m �

¾ i � 2t + s
4

³
� 1

ömÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.32)

for
¾ i � 2t � s

4

³
� m �

¾ i � 2t
4

³
� 1

(õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ(3.33)

for
¾ i + 2s

4

³
� t � m �

¾ i � 2t � s
4

³
� 1;

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ(3.34)

for
¾ i

4

³
� t � m �

¾ i + 2s
4

³
� t � 1

CASE 2-ODD, 3s Ú 2t, 2t + s Ù 4e0.

(ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.35)

for
¾ i � 2t

4

³
� m � e0 +

¾ i
4

³
� t � 1

ömÒ (õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.36)

for
¾ i� 2t � s

4

³
� m �

¾ i� 2t
4

³
� 1

(õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.37)

for
¾ i + 2s

4

³
� t � m �

¾ i� 2t � s
4

³
� 1;

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ(3.38)

for
¾ i� 2t + s

4

³
� e0 � m �

¾ i + 2s
4

³
� t � 1Ò

(ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ 4ãmÒ(3.39)

for
¾ i

4

³
� t � m �

¾ i � 2t + s
4

³
� e0 � 1
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The only place where öm still remains, is (3.32) and (3.36). In these cases note that
öm = (ç+1)ãm +(õ+1)ím where vN(ím) = s +4m = (2t� s)+4

�
m� (t� s)Û2

�
. Note that

when we initially chose the ãm, we chose them based on their valuation alone. In fact
any element with the same valuation would do, so we make another stipulation. Once,
we have selected the ãm for each m, for d(i � 2t � s)Û4e � m � d(i � 2t)Û4e � 1, and
have determined the ím’s, choose ãm for d(i + s)Û4e � t � m � d(i + 2s)Û4e � t � 1, to
be ím+(t�s)Û2. As a consequence, we can list the following ÓT-basis for Ÿi

N, from which
we determine the Z2[G]-module structure immediately.

CASE 2-ODD, 3s Ú 2t, 2t + s Ú 4e0, (FINAL REVISION).

ãmÒ (ç + 1)ãmÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ(3.40)

for
¾ i� 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1

(ç + 1)ãmÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.41)

for
¾ i � 2t

4

³
� m �

¾ i � 2t + s
4

³
� 1

(ç + 1)ãm + (õ + 1)ãnÒ (õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ

(ç + 1)(õ + 1)ãnÒ 2ãnÒ 2(ç + 1)ãnÒ 2(õ + 1)ãnÒ(3.42)

for
¾ i � 2t � s

4

³
� m �

¾ i � 2t
4

³
� 1 where n = m� (t � s)Û2

(õ + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ(3.43)

for
¾ i + 2s

4

³
� t � m �

¾ i � 2t � s
4

³
� 1;

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ(3.44)

for
¾ i

4

³
� t � m �

¾ i + s
4

³
�t � 1

CASE 2-ODD, 3s Ú 2t, 2t + s Ù 4e0, (FINAL REVISION).

(ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.45)

for
¾ i � 2t

4

³
� m � e0 +

¾ i
4

³
� t � 1

(ç + 1)ãm + (õ + 1)ãnÒ (õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ

2ãnÒ (ç+1)(õ + 1)ãnÒ 2(ç + 1)ãnÒ 2(õ + 1)ãnÒ(3.46)

for
¾ i� 2t � s

4

³
� m �

¾ i � 2t
4

³
� 1 where n = m � (t � s)Û2
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(õ + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.47)

for
¾ i + 2s

4

³
� t � m �

¾ i� 2t � s
4

³
� 1;

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ(3.48)

for
¾ i� 2t + s

4

³
� e0 � m �

¾ i + s
4

³
� t � 1Ò

(ç + 1)(õ + 1)ãmÒ 2(ç + 1)ãmÒ 2(õ + 1)ãmÒ 4ãmÒ(3.49)

for
¾ i

4

³
�t � m �

¾ i � 2t + s
4

³
� e0 � 1

Clearly, each m in (3.40) yields f copies of the group ring, Ĝ. One may check that
each m in (3.44) and (3.48) yields f copies of Ĉ ; each m in (3.41) and (3.45) yields f
copies of D̂; each m in (3.42) and (3.46) yields f copies of Ĥ0; each m in (3.43) and
(3.47) yields f copies of Ê+ ý Ê� = Ĥ�1; while each m in (3.49) yields f copies of the
maximal ideal, M̂ ≤ Ẑ ý R̂õ ý R̂ç ý R̂õç. All this is collected into Theorem 3.6.

REMARK 3.18. Note that Theorem 3.6 is stated without respect to the condition 3s Ú
2t. Certainly, if k = 0, then 3s Ú 2t, however if 3s Ú 2t then k = 0 or k = 1. To
be sure that the statement of the Theorem is consistent with the the basis expressed
in (3.60) through (3.69), above observe the following: If 3s Ú 2t while k = 1, then
d(i + 2t� s)Û4e�d(i + 2s)Û4e = 0, so Ĥ�1 does not appear inŸi

N. Clearly, d(i�2)Û4e�
d(i � 2t � s)Û4e � (t � s)Û2 = 0, so Ĥ1 doesn’t really appear in the statement of the
Theorem. While d(i+2t�s)Û4e+(t�s)Û2�d(i+2s)Û4e = d(i�2t)Û4e�d(i�2t�s)Û4e.

CASE 2-ODD, 3s Ù 2t. Note that in this case, vN(ãm) � vN((õ + 1)ím �
vN

�
(õ + 1)ãm

�
, and so in (3.50), (3.54), (3.58) based upon Remark 3.16, we have gone

ahead and replaced öm by (ç+1)ãm. Also vN

�
(ç+1)(õ+1)ãm

�
� vN

�
2(õ+1)ím

�
, therefore,

in (3.59), we have replaced 2öm by 2(ç+1)ãm. Now d(i�2t)Û4e ½ d
�
i�2t�2(t�s)

�
Û4e =

d(i + 2s)Û4e � t, and if m ½ d(i � 2t)Û4e, then 2t + 4m ½ i and consequently,

(õ + 1)ím 2 ŸdiÛ2e
L . So we can break (3.23), (3.26) up into two parts depending on

whether or not (õ + 1)ím 2 or 62 ŸdiÛ2e
L yielding (3.51) and (3.52), and (3.55) and (3.56).

CASE 2-ODD, 3s Ù 2t, 2t + s Ú 4e0.

ãmÒ (õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ(3.50)

for
¾ i� 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1;

(õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.51)

for
¾ i � 2t

4

³
� m �

¾ i � 2t + s
4

³
� 1
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(õ + 1)ãmÒ ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.52)

for
¾ i + 2s

4

³
� t � m �

¾ i� 2t
4

³
� 1

ömÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ(3.53)

for
¾ i � 2t � s

4

³
� m �

¾ i + 2s
4

³
� t � 1;

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.54)

for
l i

4

³
� t � m �

¾ i � 2t � s
4

³
� 1

CASE 2-ODD, 3s Ù 2t, 2t + s Ù 4e0.

(õ + 1)ãmÒ (ç + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.55)

for
¾ i � 2t

4

³
� m � e0 +

¾ i
4

³
� t � 1

(õ + 1)ãmÒ ömÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.56)

for
¾ i + 2s

4

³
� t � m �

¾ i� 2t
4

³
� 1

ömÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ(3.57)

for
¾ i� 2t� s

4

³
� m �

¾ i + 2s
4

³
� t � 1;

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.58)

for
¾ i� 2t + s

4

³
� e0 � m �

¾ i � 2t � s
4

³
� 1

(ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ 4ãmÒ(3.59)

for
¾ i

4

³
� t � m �

¾ i � 2t + s
4

³
� e0 � 1;

Before we proceed, we need to collect certain observations:

LEMMA 3.19. Let r 2 f0Ò 1Ò 2Ò 3gwith r � �i�2 mod 4, and let k = b(s+r)Û(2t�2s)c.
Then k is the least integer such that d(i + 2s)Û4e � t � k(t � s)Û2 Ú d(i � 2t � s)Û4e.

PROOF. Since s is odd, r � �i � 2 � �i � 2s mod 4, so i + 2s = 4n � r for some
integer n. The inequality reduces to �t � k(t � s)Û2 � d(�3s � r � 2t)Û4e � 1. This
is equivalent to �t � k(t � s)Û2 � d(�3s � r � 2t � 1)Û4e, or �t � k(t � s)Û2 �
(�3s � r � 2t � 1)Û4 which is equivalent to k(t � s)Û2 ½ (3s + r � 2t + 1)Û4. This is
equivalent to k ½ (3s+r�2t+1)Û(2t�2s), and also to k ½ d(3s+r�2t+1)Û(2t�2s)e =
d(3s + r � 2t)Û(2t � 2s)e + 1 = d(s + r)Û(2t � 2s)e.

LEMMA 3.20. Since sÒ t are odd, d(i � 2t � s)Û4e � d(i � 2t)Û4e + d(i + 2s)Û4e =
d(i+s)Û4e. Therefored(i�2t)Û4e�d(i+2s)Û4e+t � e0�d(i�2t+s)Û4e+d(i�2t�s)Û4e.
Also d(i � 2t)Û4e � d(i + 2s)Û4e � d(i � 2t � s)Û4e + diÛ4e.
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PROOF. Let i = 4a + b, b = 0Ò 1Ò 2Ò 3; t = 2c + 1; s = 4e + f , f = 1 or 3. The equality in
the lemma is true if and only if d(b�2� f )Û4e�d(b�2)Û4e+d(b+2f )Û4e = d(b+ f )Û4e,
which one can easily verify is true, by checking all possibilities for f and b. The first
inequality in this lemma reduces to d(i + 2t + s)Û4e � d(i + s)Û4e � e0, which is easily
verified using t Ú 2e0. Replace i, t and s in the second inequality and it reduces to
d(b � 2)Û4e � d(b + 2f )Û4e � e � d(b � 2 � f )Û4e, which one can verify by checking
all possibilities for f and b.

As we did when 3s Ú 2t, we are going to choose the ãm listed in (3.53), (3.54),
(3.57) and (3.58) again. First note that d(i � 2t)Û4e � (t � s)Û2 = d(i + 2s)Û4e � t.
Therefore if m is listed in (3.52) with d(i + 2s)Û4e � t � m � d(i � 2t)Û4e � 1, then
m� (t � s)Û2 � d(i + 2s)Û4e � t � 1, and listed in (3.53). Let

f (mÒ i) = m� i(t � s)Û2

Begin with an m listed in (3.52) or (3.56), redefine ãf (mÒ1) to be ím. Now ãf (mÒ1) is listed
in (3.53) or (3.57) respectively. So long as m� i(t� s)Û2 ½ d(i�2t� s)Û4e, recursively
define ãf (mÒi+1) = íf (mÒi). Define k as in Lemma 3.19, then depending on m, the last ãf (mÒr)

to be redefined is eitherãf (mÒk+1) orãf (mÒk+2). In either case the last element to be redefined
is listed in (3.54) or (3.58) respectively, because as one can check using Lemma 3.20,
the number of m’s in (3.52) and (3.56) are respectively fewer than the number of m’s
in (3.54) and (3.58). Then, as one may verify, the following elements do constitute a
ÓT-basis for Ÿi

N.

CASE 2-ODD, 3s Ù 2t, 2t + s Ú 4e0, (FINAL REVISION).

ãmÒ (õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ(3.60)

for
¾ i � 2t + s

4

³
� m � e0 +

¾ i
4

³
� t � 1;

(õ + 1)ãmÒ (ç + 1)ãmÒ (ç + 1)(õ + 1)ãmÒ 2ãmÒ(3.61)

for
¾ i � 2t

4

³
� m �

¾ i � 2t + s
4

³
� 1

(õ + 1)ãmÒ (ç + 1)ãm + (õ + 1)ãf (mÒ1)Ò (ç + 1)(õ + 1)ãmÒ 2ãmÒ
(ç + 1)ãf (mÒ1) + (õ + 1)ãf (mÒ2)Ò

(ç + 1)(õ + 1)ãf (mÒ1)Ò 2ãf (mÒ1)Ò 2(õ + 1)ãf (mÒ1)Ò
...(3.62)

(ç + 1)ãf (mÒk+1) + (õ + 1)ãf (mÒk+2)Ò
(ç + 1)(õ + 1)ãf (mÒk+1)Ò 2ãf (mÒk+1)Ò 2(õ + 1)ãf (mÒk+1)Ò

(ç + 1)(õ + 1)ãf (mÒk+2)Ò 2ãf (mÒk+2)Ò 2(õ + 1)ãf (mÒk+2)Ò 2(ç + 1)ãf (mÒk+2)Ò
for

¾ i� 2t � s
4

³
+ k

� t � s
2

�
� m �

¾ i� 2t
4

³
� 1

(õ + 1)ãmÒ (ç + 1)ãm + (õ + 1)ãf (mÒ1)Ò (ç + 1)(õ + 1)ãmÒ 2ãmÒ
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(ç + 1)ãf (mÒ1) + (õ + 1)ãf (mÒ2)Ò
(ç + 1)(õ + 1)ãf (mÒ1)Ò 2ãf (mÒ1)Ò 2(õ + 1)ãf (mÒ1)Ò

...(3.63)

(ç + 1)ãf (mÒk) + (õ + 1)ãf (mÒk+1)Ò
(ç + 1)(õ + 1)ãf (mÒk)Ò 2ãf (mÒk)Ò 2(õ + 1)ãf (mÒk)Ò

(ç + 1)(õ + 1)ãf (mÒk+1)Ò 2ãf (mÒk+1)Ò 2(õ + 1)ãf (mÒk+1)Ò 2(ç + 1)ãf (mÒk+1)Ò
for

¾ i + 2s
4

³
� t � m �

¾ i � 2t � s
4

³
+ k

� t � s
2

�
� 1

(ç + 1)(õ + 1)ãmÒ 2ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.64)

for
¾ i

4

³
� t � m �

¾ i + s
4

³
� t � 1

CASE 2-ODD, 3s Ù 2t, 2t + s Ù 4e0, (FINAL REVISION).

(õ + 1)ãmÒ (ç + 1)ãmÒ 2ãmÒ (ç + 1)(õ + 1)ãmÒ(3.65)

for
¾ i � 2t

4

³
� m � e0 +

¾ i
4

³
� t � 1

(õ + 1)ãmÒ (ç + 1)ãm + (õ + 1)ãf (mÒ1)Ò 2ãmÒ (ç + 1)(õ + 1)ãmÒ
(ç + 1)ãf (mÒ1) + (õ + 1)ãf (mÒ2)Ò

2ãf (mÒ1)Ò (ç + 1)(õ + 1)ãf (mÒ1)Ò 2(õ + 1)ãf (mÒ1)Ò
...(3.66)

(ç + 1)ãf (mÒk+1) + (õ + 1)ãf (mÒk+2)Ò
2ãf (mÒk+1)Ò (ç + 1)(õ + 1)ãf (mÒk+1)Ò 2(õ + 1)ãf (mÒk+1)Ò

2ãf (mÒk+2)Ò (ç + 1)(õ + 1)ãf (mÒk+2)Ò 2(õ + 1)ãf (mÒk+2)Ò 2(ç + 1)ãf (mÒk+2)Ò
for

¾ i � 2t� s
4

³
+ k

� t � s
2

�
�
¾ i� 2t

4

³
� 1

(õ + 1)ãmÒ (ç + 1)ãm + (õ + 1)ãf (mÒ1)Ò 2ãmÒ (ç + 1)(õ + 1)ãmÒ
(ç + 1)ãf (mÒ1) + (õ + 1)ãf (mÒ2)Ò

2ãf (mÒ1)Ò (ç + 1)(õ + 1)ãf (mÒ1)Ò 2(õ + 1)ãf (mÒ1)Ò
...(3.67)

(ç + 1)ãf (mÒk) + (õ + 1)ãf (mÒk+1)Ò
2ãf (mÒk)Ò (ç + 1)(õ + 1)ãf (mÒk)Ò 2(õ + 1)ãf (mÒk)Ò

2ãf (mÒk+1)Ò (ç + 1)(õ + 1)ãf (mÒk+1)Ò 2(õ + 1)ãf (mÒk+1)Ò 2(ç + 1)ãf (mÒk+1)Ò
for

¾ i + 2s
4

³
� t � m �

¾ i � 2t � s
4

³
+ k

� t � s
2

�
� 1

2ãmÒ (ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.68)

for
¾ i � 2t + s

4

³
� e0 � m �

¾ i + s
4

³
� t � 1
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(ç + 1)(õ + 1)ãmÒ 2(õ + 1)ãmÒ 2(ç + 1)ãmÒ 4ãmÒ(3.69)

for
¾ i

4

³
� t � m �

¾ i � 2t + s
4

³
� e0 � 1;

Clearly, each m in (3.60) yields f copies of the group ring, Ĝ. One may check that
each m in (3.64) and (3.68) yields f copies of Ĉ ; each m in (3.61) and (3.65) yields f
copies of D̂; each m in (3.63) and (3.67) yields f copies of Ĥk�1; each m in (3.62) and
(3.66) yields f copies of Ĥk; while each m in (3.69) yields f copies of the maximal ideal,
M̂ ≤ Ẑ ý R̂õ ý R̂ç ý R̂õç. All this is consistent with the statement of Theorem 3.6.

CASE 2-EVEN. Since t, the ramification number of MÛK, is 2e0, M = K(
pô), wherepô is a square root of a prime element of K. Since s the ramification number of LÛK is

odd; L = K(
p

u), where
p

u is a square root of unit, u 2 K, with quadratic defect, 2e0� s
[24].

REMARK 3.21. Because t = 2e0 is even, if we attempt to repeat the process which we
used successfully in the proof of Lemma 3.17, we would find that vN(öŁm) = 2t + s + 4m =
4e0 + s = vN(2ím). This makes the valuation of öm = öŁm + 2ím difficult to determine,
preventing us from simply replacing öŁm by öm as we did in the proof of Lemma 3.17.
But this is not the only obstacle which prevents us from handling the two cases similarly.
In Lemma 3.17, because t is odd, vN(ãm) 6= vN(ím), while, vN(ãm) � vN(ím) mod 4.
Therefore, ím could be considered to be another ãn for some other n 6= m. However, if
t is even, then vN(ãm) 6� vN(ím) mod 4, and so we may not consider ím as another ãn.
These two differences prevent us from handling Case 2-odd and Case 2-even in the same
way.

Fortunately, we may handle the case when t is even, with the following lemma.

LEMMA 3.22. Let úm be any element of K with vK(úm) = m. Then there exist elements
ãm and öm such that (õ � 1)ãm = (ç � 1)öm =

p
u Ð pô Ð úm. Furthermore, 2(ç + 1)ãm =

(õ + 1)(ç + 1)ãm, 2(õ + 1)öm = (õ + 1)(ç + 1)öm, (ç � 1)öm = (õ + 1)ãm � 2ãm, and

vN(ãm) = 2 + s + 4m� 4e0Ò vN(öm) = 2 + 4m� s

vN

�
(õ + 1)öm

�
= 2 � 2s + 4e0 + 4mÒ vN

�
(ç + 1)ãm

�
= 2 + 2s + 4m� 4e0

PROOF. Since õ fixes L while ç fixes M we see that õ + 1 and ç + 1 both killp
u Ð pô Ð úm 2 N, where clearly vN(

p
u Ð pô Ð úm) = 2 + 4m. Therefore, by Lemma 3.14,

there are elements ãm, öm 2 N with the desired properties. The other statements are
consequences of (õ � 1)ãm = (ç � 1)öm =

p
u Ð pô Ð úm.

Now f2 + sÒ 2 + 2sÒ 2 � sÒ 2g = f0̄Ò 1̄Ò 2̄Ò 3̄gwhere x̄ denotes the residue modulo 4. We
may therefore use ãm, (ç + 1)ãm, öm and (õ + 1)ãm to construct a basis for Ÿi

N over ÓT .
If 3s Ú 4e0, then the following sequence is increasing Ð Ð Ð Ú vN(ãm) Ú vN

�
(ç + 1)ãm

�
Ú

vN(öm) Ú vN

�
(õ + 1)ãm

�
Ú vN(2ãm) Ú vN(2(ç + 1)ãm) Ú vN(2öm) Ú Ð Ð Ð , while if

3s Ù 4e0, then the following alternative sequence is increasing Ð Ð Ð Ú vN(ãm) Ú vN(öm) Ú
vN

�
(ç+1)ãm

�
Ú vN

�
(õ+1)ãm

�
Ú vN(2ãm) Ú vN(2öm) Ú vN

�
2(ç+1)ãm

�
Ú Ð Ð Ð . Choose

those elements whose valuation, vN, lies in the set fiÒ i + 1Ò    Ò 4e0 + i � 1g.
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CASE 2-EVEN, 3s Ú 4e0. The following elements comprise an ÓT-basis of Ÿi
N.

ãmÒ (ç + 1)ãmÒ ömÒ (õ + 1)ãm(3.70)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1

(ç + 1)ãmÒ ömÒ (õ + 1)ãmÒ 2ãm(3.71)

for e0 +
¾ i� 2s� 2

4

³
� m � e0 +

¾ i � s � 2
4

³
� 1

ömÒ (õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãm(3.72)

for
¾ i + s � 2

4

³
� m � e0 +

¾ i � 2s � 2
4

³
� 1

(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2öm(3.73)

for
¾ i � 2

4

³
� m �

¾ i + s � 2
4

³
� 1

CASE 2-EVEN, 3s Ù 4e0.

1
2

(õ + 1)ãmÒ ãmÒ ömÒ (ç + 1)ãm(3.74)

for e0 +
¾ i � 2

4

³
� m � 2e0 +

¾ i� 2s� 2
4

³
� 1

ãmÒ ömÒ (ç + 1)ãmÒ (õ + 1)ãm(3.75)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1

ömÒ (ç + 1)ãmÒ (õ + 1)ãmÒ 2ãm(3.76)

for
¾ i + s � 2

4

³
� m � e0 +

¾ i � s � 2
4

³
� 1

(ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ 2öm(3.77)

for e0 +
¾ i� 2s� 2

4

³
� m �

¾ i + s � 2
4

³
� 1

REVISION OF THE BASIS. It is sometimes the case that öm (2öm) appears in our ÓT-
basis of Ÿi

N, while
�
(õ + 1)Û2

�
öm 2 Ÿi

N ((õ + 1)öm 2 Ÿi
N). Based upon Remark 3.16,

when this happens we may replace öm by åm = öm �
�
(õ + 1)Û2

�
öm (2öm by 2åm =

2öm � (õ + 1)öm) and still have a basis. As one may easily check, (õ + 1)åm = 0 and
(ç � 1)åm = (ç � 1)öm = (õ + 1)ãm � 2ãm. Since the Galois action on åm is more easily
described than the Galois action on öm, we replace öm by åm whenever possible.

CASE 2-EVEN, 3s Ú 4e0. In this case, because 4e0 Ù 3s one may easily check that,

since m ½ e0 + d(i� s� 2)Û4e, vN

��
(õ + 1)Û2

�
öm

�
½ i + (4e0 � 3s) ½ i, for each öm in

(3.70). Therefore we replace each öm in (3.70) by åm. One can also easily see that each
2öm in (3.73) may be replaced by 2åm. However in (3.71) and (3.72) we do not always

have vN

��
(õ + 1)Û2

�
öm

�
½ i. Consequently, for clarity’s sake, we now break

CASE 2-EVEN, 3s Ú 4e0. Into three cases depending upon whether s Ú e0, s = e0 or
s Ù e0.
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CASE 2, s Ú e0. In this case, since m ½ e0 + d(i� 2s� 2)Û4e, vN

��
(õ + 1)Û2

�
öm

�
½

i + 4(e0 � s) ½ i, we may replace every öm in (3.71) by a åm. However not every öm in
(3.72) may be replaced, and so we separate (3.72) into two cases depending on whether

or not vN

��
(õ + 1)Û2

�
öm

�
½ i.

The following elements comprise an ÓT-basis of Ÿi
N:

ãmÒ (ç + 1)ãmÒ åmÒ (õ + 1)ãm(3.78)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1

(ç + 1)ãmÒ åmÒ (õ + 1)ãmÒ 2ãm(3.79)

for e0 +
¾ i� 2s� 2

4

³
� m � e0 +

¾ i � s � 2
4

³
� 1

åmÒ (õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãm(3.80)

for
¾ i + 2s� 2

4

³
� m � e0 +

¾ i � 2s � 2
4

³
� 1

ömÒ (õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãm(3.81)

for
¾ i + s� 2

4

³
� m �

¾ i + 2s� 2
4

³
� 1

(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2åm(3.82)

for
¾ i � 2

4

³
� m �

¾ i + s � 2
4

³
� 1

Now for each m from d(i + s � 2)Û4e + (e0 � s) up to e0 + d(i � 2s � 2)Û4e
recursively redefine the úm’s employed in Lemma 3.22. Once úm has been defined,

define úm+(e0�s) to be 1Û2
��

(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð úm. Note that

vK

 
1Û2

��
(õ+1)(ç+1)öm

�
Û
�
(õ+1)(ç+1)ãm

��!
= e0�s. Then we may assume without

loss of generality that ãm+(e0�s) = 1Û2
��

(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð ãm.

Therefore (õ + 1)öm = 2(ç + 1)ãm+(e0�s).
Then for each m in (3.80) we can replace the four elements: åm, (õ + 1)ãm, 2ãm,

2(ç + 1)ãm; by (õ + 1)ãm, ç(õ + 1)ãm and åm, (õ + 1)ãm � 2ãm. We can also replace the
four elements in (3.81): öm, (õ + 1)ãm, 2ãm, 2(ç + 1)ãm; by (õ + 1)ãm, ç(õ + 1)ãm and
öm, (õ + 1)ãm � 2ãm. For d(i + s� 2)Û4e � m � d(i + 2s� 2)Û4e� 1, we group the four
elements: (õ + 1)ãm+(e0�s), ç(õ + 1)ãm+(e0�s), öm, (õ + 1)ãm � 2ãm, together. This leaves
the elements (õ + 1)ãm, ç(õ + 1)ãm for d(i + s� 2)Û4e � m � d(i + s� 2)Û4e+ (e0 � s),
and åm, (õ + 1)ãm � 2ãm for d(i + 2s� 2)Û4e � m � e0 + d(i� 2s� 2)Û4e� 1. All this
is collected in the revised basis:

CASE 2, s Ú e0 (REVISED). The following elements comprise an ÓT-basis of Ÿi
N:

ãmÒ (ç + 1)ãmÒ åmÒ (õ + 1)ãm(3.83)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1
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(ç + 1)ãmÒ åmÒ (õ + 1)ãmÒ 2ãm(3.84)

for e0 +
¾ i� 2s� 2

4

³
� m � e0 +

¾ i � s � 2
4

³
� 1

åmÒ (õ + 1)ãm � 2ãmÒ(3.85)

for
¾ i + 2s� 2

4

³
� m � e0 +

¾ i � 2s � 2
4

³
� 1

(õ + 1)ãm+(e0�s)Ò ç(õ + 1)ãm+(e0�s)Ò ömÒ (õ + 1)ãm � 2ãmÒ(3.86)

for
¾ i + s� 2

4

³
� m �

¾ i + 2s� 2
4

³
� 1

(õ + 1)ãmÒ ç(õ + 1)ãmÒ(3.87)

for
¾ i + s � 2

4

³
� m �

¾ i + s� 2
4

³
+ (e0 � s)� 1

(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2åm(3.88)

for
¾ i � 2

4

³
� m �

¾ i + s � 2
4

³
� 1

One may easily check at this point that each m in (3.83) yields f copies of B̂, each m
in (3.84) yields f copies of Ẑ ý R̂õ ý Ê�, each m in (3.85) yields f copies of Ê�, each
m in (3.86) yields f copies of Â , each m in (3.87) yields f copies of Ê+, while each m in
(3.88) yields f copies of Ê+ ý Rç ý Rõç. This has been collected into the statement of
Theorem 3.9.

REMARK 3.23. Note that the condition 8e0 Ù 5s is not equivalent to k0 = 1. If
8e0 Ù 5s, nor is the natural condition 3s Ú 4e0 identical with the condition stated in
Theorem 3.9 for l = m� 1. This complication is similar to the complication dealt with in
Remark 3.18. As one may check, when a discrepancy arises the exponents given in the
theorem for the modules involved are zero, while the modules do not actually appear in
our description here. For instance, when 8e0 Ù 5s and k0 = 2, then a = b = 0 while I0,
L0, are listed with zero occurrence.

CASE 2-EVEN, s = e0. If however, s = e0, then we may not replace any öm in
(3.72) by a åm, while all öm’s in (3.71) may be replaced. We are therefore principally
concerned with the Z2[G]-structure arising from the four elements listed in (3.71). As
in the case s Ú e0, for each m in d(i + s � 2)Û4e � m � e0 + d(i � 2s � 2)Û4e �
1, let ú0m = 1Û2

��
(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð úm. Then define ã0

m =

1Û2
��

(õ+1)(ç+1)öm

�
Û
�
(õ+1)(ç+1)ãm

��
Ðãm. Therefore (õ+1)öm = 2(ç+1)ã0

m. Now

replace (õ + 1)ãm and 2(ç + 1)ãm with (õ + 1)ã0
m and 2(ç + 1)ã0

m. By Remark 3.16, we
may replace 2ãm with (õ + 1)ãm � 2ãm. Observe that we now have copies of (õ + 1)ã0

m,
ç(õ + 1)ã0

m, öm, (õ + 1)ãm � 2ãm in (3.71) which give rise to Â’s. Otherwise everything
else is the same as when s Ú e0, and the theorem results.

CASE 2-EVEN, 3e0 Ú 3s Ú 4e0. In this case, we may not replace any öm in (3.72) by
a åm, while certain öm’s in (3.71) may be replaced. We separate (3.71) into two cases.
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The following elements comprise an ÓT-basis of Ÿi
N:

ãmÒ (ç + 1)ãmÒ åmÒ (õ + 1)ãm(3.89)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1

(ç + 1)ãmÒ åmÒ (õ + 1)ãmÒ 2ãm(3.90)

for
¾ i + 2s � 2

4

³
� m � e0 +

¾ i� s � 2
4

³
� 1

(ç + 1)ãmÒ ömÒ (õ + 1)ãmÒ 2ãm(3.91)

for e0 +
¾ i � 2s� 2

4

³
� m �

¾ i + 2s � 2
4

³
� 1

ömÒ (õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãm(3.92)

for
¾ i + s � 2

4

³
� m � e0 +

¾ i � 2s � 2
4

³
� 1

(õ + 1)ãmÒ 2ãmÒ 2(ç + 1)ãmÒ 2åm(3.93)

for
¾ i � 2

4

³
� m �

¾ i + s � 2
4

³
� 1

In this case, we begin by assuming that the ãm, öm have been defined for e0 +
d(i � 2s � 2)Û4e � m � d(i + 2s � 2)Û4e � 1. Then as when s Ú e0, define úm�(s�e0) =

1Û2
��

(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð úm. Then we may assume without loss of

generality that ãm�(s�e0) = 1Û2
��

(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð ãm. Therefore

(õ + 1)öm = 2(ç + 1)ãm�(s�e0 ).
Because 3s Ú 4e0, d(i + s � 2)Û4e � (s � e0) ½ d(i � 2)Û4e, and so the following

elements comprise an ÓT-basis of Ÿi
N:

ãmÒ (ç + 1)ãmÒ åmÒ (õ + 1)ãm(3.94)

for e0 +
¾ i � s � 2

4

³
� m � e0 +

¾ i� 2
4

³
� 1

(ç + 1)ãmÒ åmÒ (õ + 1)ãmÒ 2ãm(3.95)

for
¾ i + 2s � 2

4

³
� m � e0 +

¾ i� s � 2
4

³
� 1

(ç + 1)ãmÒ (õ + 1)ãmÒ(3.96)

for e0 +
¾ i � 2s� 2

4

³
� m �

¾ i + 2s � 2
4

³
� 1

(õ + 1)ãm�(s�e0)Ò 2(ç + 1)ãm�(s�e0 )Ò ömÒ (õ + 1)ãm � 2ãm(3.97)

for
¾ i + s� 2

4

³
� m �

¾ i + 2s� 2
4

³
� 1

(õ + 1)ãmÒ 2(ç + 1)ãmÒ(3.98)

for
¾ i� 2

4

³
� m �

¾ i + s � 2
4

³
� (s � e0)� 1

2ãm � 2åm � (õ + 1)ãmÒ 2åm � (õ + 1)ãm(3.99)

for
¾ i� 2

4

³
� m �

¾ i + s � 2
4

³
� 1
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One may easily check that each m in (3.94) yields f copies of B̂, while each m in
(3.95) yields f copies of Ẑ ý R̂õý Ê�, each m in (3.96) yields f copies of Ẑ ý R̂õ, each
m in (3.97) yields f copies of Â , each m in (3.98) yields f copies of Ê+, while each m
in (3.99) yields f copies of R̂ç ý R̂õç. Because of Remark 3.23, this is consistent with
Theorem 3.9.

CASE 2-EVEN, 3s Ù 4e0. In this case, one may easily check that for each 2öm in
(3.77), vN

�
(õ+ 1)öm

�
½ i, therefore we replace 2öm by 2åm. One also easily sees that we

may replace every öm in (3.74) by a åm, and that we may not replace any öm in (3.76).
Not every öm in (3.75) may be replaced. Therefore we separate (3.75) into two cases

depending on whether or not vN

��
(õ + 1)Û2

�
öm

�
½ i.

The following elements comprise an ÓT-basis of Ÿi
N:

1
2

(õ + 1)ãmÒ ãmÒ åmÒ (ç + 1)ãm(3.100)

for e0 +
¾ i � 2

4

³
� m � 2e0 +

¾ i� 2s� 2
4

³
� 1

ãmÒ åmÒ (ç + 1)ãmÒ (õ + 1)ãm(3.101)

for
¾ i + 2s� 2

4

³
� m � e0 +

¾ i � 2
4

³
� 1

ãmÒ ömÒ (ç + 1)ãmÒ (õ + 1)ãm(3.102)

for e0 +
¾ i� s � 2

4

³
� m �

¾ i + 2s � 2
4

³
� 1

ömÒ (ç + 1)ãmÒ (õ + 1)ãmÒ 2ãm(3.103)

for
¾ i + s � 2

4

³
� m � e0 +

¾ i � s � 2
4

³
� 1

(ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ 2åm(3.104)

for e0 +
¾ i� 2s� 2

4

³
� m �

¾ i + s � 2
4

³
� 1

CASE 2-EVEN, 6s Ù 8e0 Ù 5s. In this case, e0 + d(i � s � 2)Û4e + (2e0 � s) ½ e0 +
d(i � 2)Û4e, and d(i + s � 2)Û4e + (2e0 � s) ½ d(i + 2s � 2)Û4e, while
d(i + 2s � 2)Û4e + (2e0 � s) = 2e0 + d(i � 2s � 2)Û4e. We now redefine the elements
ãm and åm for d(i + s � 2)Û4e + (2e0 � s) � m � 2e0 + d(i � 2s � 2)Û4e � 1. Given
any m such that d(i + s � 2)Û4e � m � d(i + 2s � 2)Û4e � 1, define úm+(2e0�s) =��

(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð úm, so that (õ + 1)öm = (ç + 1)ãm+(2e0�s).

As a consequence we have the following ÓT-basis for Ÿi
N.

ãmÒ ömÒ (ç + 1)ãmÒ (õ + 1)ãm(3.105)

1Û2(õ + 1)ãm+(2e0�s)Ò ãm+(2e0�s)Ò åm+(2e0�s)Ò (ç + 1)ãm+(2e0�s)

where (õ + 1)öm = (ç + 1)ãm+(2e0�s)Ò
for e0 +

¾ i� s � 2
4

³
� m �

¾ i + 2s � 2
4

³
� 1

ömÒ (ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ(3.106)
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1Û2(õ + 1)ãm+(2e0�s)Ò ãm+(2e0�s)Ò åm+(2e0�s)Ò (ç + 1)ãm+(2e0�s)

where (õ + 1)öm = (ç + 1)ãm+(2e0�s)Ò
for e0 +

¾ i � 2
4

³
� (2e0 � s) � m � e0 +

¾ i� s � 2
4

³
� 1

ömÒ (ç + 1)ãmÒ (õ + 1)ãmÒ 2ãm(3.107)

ãm+(2e0�s)Ò åm+(2e0�s)Ò (ç + 1)ãm+(2e0�s)Ò (õ + 1)ãm+(2e0�s)

where (õ + 1)öm = (ç + 1)ãm+(2e0�s)Ò
for

¾ i + s � 2
4

³
� m � e0 +

¾ i � 2
4

³
� (2e0 � s)� 1

ãmÒ åmÒ (ç + 1)ãmÒ (õ + 1)ãm(3.108)

for
¾ i + 2s � 2

4

³
� m �

¾ i + s� 2
4

³
+ (2e0 � s)� 1

(ç + 1)ãmÒ (õ + 1)ãmÒ 2ãmÒ 2åm(3.109)

for e0 +
¾ i � 2s� 2

4

³
� m �

¾ i + s � 2
4

³
� 1

One may easily check that each m in (3.105) yields f copies of Ŵ ý R̂ç ý R̂õç,
while each m in (3.106) yields f copies of Â ý M̂ , each m in (3.107) yields f copies of
Ŷ ý Ẑ ý R̂õ, each m in (3.108) yields f copies of B̂, while each m in (3.109) yields f
copies of M̂ . Because of Remark 3.23, this is consistent with Theorem 3.9.

CASE 2-EVEN, 5s Ù 8e0. Because. as we observed earlier, d(i+2s�2)Û4e+(2e0�s) =
2e0 + d(i � 2s � 2)Û4e, the numbers of m’s in (3.101) and (3.100) is exactly 2e0 � s.
Because 2e0 � s can be quite small, even as small as 2e0 � s = 1, we may have to
recursively define the úm’s many times from m = d(i + s� 2)Û4e till we end up in (3.101)
or (3.100). There is one complication: Although the number of m’s in (3.100), (3.101)
and (3.103) are approximately the same, they are not the same. The number of m’s in
(3.103) can be less than the number of m’s in (3.100) by one, the same, or more than the
number of m’s in (3.100) by one.

LEMMA 3.24. Let k be the smallest integer such that d(i + s � 2)Û4e +
k(2e0 � s) Ù d(i + 2s � 2)Û4e, then if r 2 f0Ò 1Ò 2Ò 3g so that r � �i mod 4, we
have k = d(s + r + 1)Û4(2e0 � s)e.

PROOF. Since s is odd, �i � �(i + 2s � 2) mod 4. And so this lemma is easily
verified, as in Lemma 3.19.

Beginning with m = d(i + s � 2)Û4e redefine úm+(2e0�s) to be

��
(õ + 1)(ç + 1)öm

�
Û
�
(õ + 1)(ç + 1)ãm

��
Ð úmÒ

so that (õ + 1)öm = (ç + 1)ãm+(2e0�s). Continue until all the ãm’s and öm’s for
d(i + s � 2)Û4e + (2e0 � s) ½ 2e0 + d(i � 2s � 2)Û4e have been redefined. Based upon
Lemma 3.24 and the preceding comments, one may verify the statement of Theorem 3.9.
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4. Index of modules. In this section we provide explicit descriptions in terms for
generators and relations of the Z[G]-modules that appear in this paper.

In Nazarova’s Classification, [16], the Z[G]-modules are represented as pairs of
matrices. Note that the proofs for the results of [16] are explained in greater detail in
[17]. In Section 4.2 we translate our notation to verify the indecomposability of the our
modules.

4.1. The modules expressed in terms of generators and relations. For each Z[G]-
module, Ë, let Ë̂ denote the Z2[G]-module, Z2 
Z Ë. The Z2[G] action on Ë̂ is the
natural one, explicitly stated in Definition 2.1. For practical purposes, each Z[G]-module
becomes a Z2[G]-module when you replace each occurrence of a Z in our description
with a Z2.

In each description of the representation as a module, the action of õ 2 G is given by
multiplication by x, while ç 2 G acts via multiplication by y.

First we introduce notation for the four modules whose rank over Z is one.

Z =
Z[xÒ y]

hx � 1Ò y � 1i Ò Rõ =
Z[xÒ y]

hx � 1Ò y + 1i Ò

Rç =
Z[xÒ y]

hx + 1Ò y � 1i Ò Rõç =
Z[xÒ y]

hx + 1Ò y + 1i

Clearly, Z is the module with trivial group action, while for instance both õ and ç act on
Rõç via multiplication by �1. Notice that Z ýRõýRçýRõç ≤ M , the maximal order
of Z[G].

Next we introduce two modules whose rank over Z is two.

E+ =
Z[xÒ y]

hx � 1Ò y2 � 1i Ò E� =
Z[xÒ y]

hx + 1Ò y2 � 1i 

Notice that both of these modules are free over Z[ç], while õ acts trivially upon E+ and
through multiplication by �1 on E�.

REMARK 4.1. Since õ acts trivially upon Z, Rõ and E+, these Z[G]-modules may be
considered Z[hçi]-modules, which explains the notation in Theorem 3.1.

One module of rank 4 over Z distinguishes itself by being the group ring:

G =
Z[xÒ y]

hx2 � 1Ò y2 � 1i ≤ Z[G]

Besides the group ring, we require four other modules of rank 4 over Z, two of these are
elements of infinite families, the other two are listed here:

C =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx�1Òy�1i ý Z[xÒy]

hx�1Òy+1i
h(x + 1Ò 1Ò 1)i Ò

D =
Z[xÒy]

hx2�1Òy�1i ý Z[xÒy]
hx2�1Òy+1i ý Z[xÒy]

hx�1Òy2�1i
h(x + 1Ò 0Ò y + 1)Ò (0Ò x + 1Ò y � 1)i
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Finally to complete the list of indecomposable Z[G]-modules which we require, we
construct five different infinite families of Z[G]-modules: fHjg, fIjg, fJjg, fKjg, fLjg.

REMARK 4.2. In the next section, we show that the Hj decompose. Because these
modules arise naturally in the proof of Theorem 3.6, they are included along with these
other families of indecomposable modules.

THE INFINITE FAMILY OF Hj’S. We construct the Hj’s j ½ 1, where the Z-rank of Hj

is 4j + 8. To define Hj, we introduce Ω(H )j and its submodule, Λ(H )j . Each Hj is then
defined to be the quotient of Ω(H )j by Λ(H )j. Let

Ω(H )j =
 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx � 1Ò y2 � 1i

!
c

+
jX

i=1

 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i

ý Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
bi

+
 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
b0

Let Λ(H )j be the submodule of Ω(H )j generated by the following elements:

(x + 1Ò 0Ò y + 1)c + (0Ò 0Ò 1Ò 1)bjÒ (y � 1Ò 0Ò 0)c + (0Ò 0Ò 0Ò 1)bjÒ
(0Ò x + 1Ò y � 1)c + (0Ò 0Ò 1Ò 1)bjÒ (0Ò y + 1Ò 0)c + (0Ò 0Ò 1Ò 0)bjÒ and

(x + 1Ò 0Ò 1Ò 0)bi + (0Ò 0Ò 1Ò 1)bi�1Ò (y � 1Ò 0Ò 0Ò 0)bi + (0Ò 0Ò 0Ò 1)bi�1Ò
(0Ò x + 1Ò 0Ò 1)bi + (0Ò 0Ò 1Ò 1)bi�1Ò (0Ò y + 1Ò 0Ò 0)bi + (0Ò 0Ò 1Ò 0)bi�1Ò

for each i = jÒ j � 1Ò j � 2Ò    Ò 3Ò 2Ò and

(x + 1Ò 0Ò 1Ò 0)b1 + (0Ò 1Ò 1)b0Ò (y � 1Ò 0Ò 0Ò 0)b1 + (0Ò 0Ò 1)b0Ò
(0Ò x + 1Ò 0Ò 1)b1 + (0Ò 1Ò 1)b0Ò (0Ò y + 1Ò 0Ò 0)b1 + (0Ò 1Ò 0)b0Ò

and finally (x + 1Ò 1Ò 1)b0

Then, we define

Hj =
Ω(H )j

Λ(H )j


Consistent with this definition is the next module which has Z-rank eight.

H0 =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx2�1Òy2�1i ý Z[xÒy]

hx�1Òy2�1i ý Z[xÒy]
hx2�1Òy2�1i ý Z[xÒy]

hx�1Òy�1i ý Z[xÒy]
hx�1Òy+1i

h(x+1Ò0Òy+1Ò0Ò1Ò1)Ò(y�1Ò0Ò0Ò0Ò0Ò1)Ò(0Òx+1Òy�1Ò0Ò1Ò1)Ò(0Òy�1Ò0Ò0Ò1Ò0)Ò(0Ò0Ò0Òx+1Ò1Ò1)i


Finally to simplify the statements in our theorems, define H�1 = E+ ýE�.
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THE INFINITE FAMILY OF Ij’S. We construct the Ij’s j ½ 1, where the Z-rank of Ij is
4j + 4. Let

Ω(I )j =
jX

i=0

 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
bi

Let Λ(I )j be the submodule of Ω(I )j generated by the following elements:

(x + 1Ò 0Ò �1Ò �1)biÒ (y + 1Ò 0Ò �1Ò 0)biÒ (0Ò y � 1Ò 0Ò �1)biÒ
(0Ò x + 1Ò 1Ò 1)bi + (0Ò 0Ò 1Ò 0)bi�1Ò for each i = jÒ j � 1Ò j � 2Ò    Ò 3Ò 2Ò 1Ò and

(x + 1Ò 0Ò �1Ò �1)b0Ò (y + 1Ò 0Ò �1Ò 0)b0Ò (0Ò x + 1Ò 1Ò 1)b0Ò (0Ò y � 1Ò 0Ò �1)b0Ò
Then, we define

Ij =
Ω(I )j

Λ(I )j


Consistent with this formulation is the rank 4 module,

I0 ≤ B =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx2�1Òy2�1i ý Z[xÒy]

hx�1Òy�1i ý Z[xÒy]
hx�1Òy+1i

h(x + 1Ò 0Ò 1Ò �1)Ò (0Ò x + 1Ò 1Ò �1)Ò (y � 1Ò 0Ò 0Ò 1)Ò (0Ò y + 1Ò 1Ò 0)i

The next three families are extensions of Ij.

THE INFINITE FAMILY OF Jj’S. We construct the Jj’s, j ½ 1, where the Z-rank of Jj is
4j + 2. Let

Ω(J )j =
jX

i=1

 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
bi

+
 Z[xÒ y]
hx � 1Ò y2 � 1i

!
b0

Let Λ(J )j be the submodule of Ω(J )j generated by the following elements:

(x + 1Ò 0Ò �1Ò �1)biÒ (y + 1Ò 0Ò �1Ò 0)biÒ (0Ò y � 1Ò 0Ò �1)biÒ
(0Ò x + 1Ò 1Ò 1)bi + (0Ò 0Ò 1Ò 0)bi�1Ò for each i = jÒ j � 1Ò j � 2Ò    Ò 3Ò 2Ò and

(x + 1Ò 0Ò �1Ò �1)b1Ò (y + 1Ò 0Ò �1Ò 0)b1Ò (0Ò y � 1Ò 0Ò �1)b1Ò
(0Ò x + 1Ò 1Ò 1)b1 + (y + 1)b0

Then, we define

Jj =
Ω(J )j

Λ(J )j


Consistent with this definition is the rank 6 module,

J1 ≤ W =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx2�1Òy2�1i ý Z[xÒy]

hx�1Òy�1i ý Z[xÒy]
hx�1Òy+1i ý Z[xÒy]

hx�1Òy2�1i
h(x+1Ò0Ò1Ò�1Òy+1)Ò(0Òx+1Ò1Ò�1Ò0)Ò(y�1Ò0Ò0Ò1Ò0)Ò(0Òy+1Ò1Ò0Ò0)i

Ò

as well as the rank 2 module, J0 ≤ E+.
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THE INFINITE FAMILY OF Kj’S. We construct the Kj’s j ½ 1, where the Z-rank of Kj

is 4j + 6. Let

Ω(K )j =
 Z[xÒ y]
hx2 � 1Ò y2 � 1i

!
c +

jX
i=0

 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i

ý Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
bi

Let Λ(K )j be the submodule of Ω(K )j generated by the following elements:

(x + 1)c + (0Ò 0Ò 1Ò 0)bj and

(x + 1Ò 0Ò �1Ò �1)biÒ (y + 1Ò 0Ò �1Ò 0)biÒ (0Ò y � 1Ò 0Ò �1)biÒ
(0Ò x + 1Ò 1Ò 1)bi + (0Ò 0Ò 1Ò 0)bi�1Ò for each i = jÒ j � 1Ò j � 2Ò    Ò 3Ò 2Ò 1Ò and

(x + 1Ò 0Ò �1Ò �1)b0Ò (y + 1Ò 0Ò �1Ò 0)b0Ò (0Ò x + 1Ò 1Ò 1)b0Ò (0Ò y � 1Ò 0Ò �1)b0Ò

Kj =
Ω(K )j

Λ(K )j


Consistent with this definition is the following rank 6 module:

K0 ≤ Y =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx2�1Òy2�1i ý Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx�1Òy�1i ý Z[xÒy]

hx�1Òy+1i
h(x+1Ò0Ò0Ò1Ò0)Ò(0Òx+1Ò0Ò1Ò�1)Ò(0Ò0Òx+1Ò1Ò�1)Ò(0Òy�1Ò0Ò0Ò1)Ò(0Ò0Òy+1Ò1Ò0)i

Ò

as well as the rank 2 module, K�1 ≤ E�.

THE INFINITE FAMILY OF Lj’S. We construct the Lj’s j ½ 1, where the Z-rank of Lj

is 4j + 4. Let

Ω(L)j =
 Z[xÒ y]
hx2 � 1Ò y2 � 1i

!
c +

 Z[xÒ y]
hx � 1Ò y2 � 1i

!
b0

+
jX

i=1

 Z[xÒ y]
hx2 � 1Ò y2 � 1i ý

Z[xÒ y]
hx2 � 1Ò y2 � 1i

ý Z[xÒ y]
hx � 1Ò y � 1i ý

Z[xÒ y]
hx � 1Ò y + 1i

!
bi

Let Λ(L)j be the submodule of Ω(L)j generated by the following elements:

(x + 1)c + (0Ò 0Ò 1Ò 0)bj and

(x + 1Ò 0Ò �1Ò �1)biÒ (y + 1Ò 0Ò �1Ò 0)biÒ (0Ò y � 1Ò 0Ò �1)biÒ
(0Ò x + 1Ò 1Ò 1)bi + (0Ò 0Ò 1Ò 0)bi�1Ò for each i = jÒ j � 1Ò j � 2Ò    Ò 3Ò 2Ò and

(x + 1Ò 0Ò �1Ò �1)b1Ò (y + 1Ò 0Ò �1Ò 0)b1Ò (0Ò y � 1Ò 0Ò �1)b1Ò
(0Ò x + 1Ò 1Ò 1)b1 + (y + 1)b0Ò

Then, we define

Lj =
Ω(L)j

Λ(L)j
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Consistent with this formulation is the following rank 4 module:

L0 ≤ A =
Z[xÒy]

hx2�1Òy2�1i ý Z[xÒy]
hx�1Òy2�1i

h(x + 1Ò y + 1)i 

4.2. Nazarova’s notation and the indecomposability of the modules. To be consistent
with the notation in Nazarova’s paper [16], we describe each infinite family of modules
in terms of a matrix for the action of ç, and another matrix for the action of õç.

For each module, Nazarova [16] supplements the kernel of õç � ç to obtain a basis
for the entire module. Then the matrices representing the action of ç and õç have the
form:

ç =

0
@ A11 A12

0 A22

1
A õç =

0
@ A11 B12

0 �A22

1
A 

Using what is known about representations of the cyclic group of order two, Nazarova
decomposes A11 and A22 into indecomposable boxes. Let I denote the identity matrix
and E be a matrix with copies of the regular representation of Z[ç] along the diagonal.
One may easily verify that the matrices have the following form.

ç =

0
BBBBBBBBBB@

I 0 0 0 A15 A16

0 �I 0 A24 0 A26

0 0 E A34 A35 0

0 0 0 I 0 0
0 0 0 0 �I 0
0 0 0 0 0 E

1
CCCCCCCCCCA

õç =

0
BBBBBBBBBB@

I 0 0 B14 0 B16

0 �I 0 0 B25 B26

0 0 E B34 B35 0

0 0 0 �I 0 0
0 0 0 0 I 0
0 0 0 0 0 �E

1
CCCCCCCCCCA

In what follows we provide a translation into Nazarova’s Classification. Let M denote
a square matrix with ones on the diagonal and just above the diagonal, zeroes everywhere
else. Let N denote a matrix with two rows and zeroes everywhere except for the first
column which contains ones. Let Nt be the transpose of N.

Each module Ij j ½ 1 which is given in Section 4.1 corresponds to a pair of matrices
with B14 = M and B25 = A15 = A24 = I rank j + 1, and where A16, A26 A31, A32 B16, B26

B31, B32 do not appear. Each module Jj j ½ 1 corresponds to a pair of matrices with
B14 = M and B25 = A15 = A24 = I rank j, B31 = N, B32 = A31 = A32 = 0, and where
A16, A26 B16, B26 do not appear. Each module Kj j ½ 1 corresponds to a pair of matrices
with B14 = M and B25 = A15 = A24 = I rank j + 1, B16 = Nt, B26 = A16 = A26 = 0, and
where A31, A32 B31, B32 do not appear. Each module Lj j ½ 1 corresponds to a pair of
matrices with B14 = M and B25 = A15 = A24 = I rank j, B16 = Nt, B26 = A16 = A26 = 0,
and B31 = N, B32 = A31 = A32 = 0.
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The Ij are listed in [16, p. 1306 middle of page], and in [17, p. 1310, Lemma 1’] as
J4n for n = j + 1. The Jj, Kj, Lj are listed near the bottom of the page in [16, p. 1307],
and respectively as J4n(e) for n = j, J4n(f ) for n = j + 1, J4n(eÒ f ) for n = j, in [17, p. 1312,
Corollary]. They are all proven to be indecomposable in [17, Section 5]. One may check
following [17, p. 1316, Lemma 5] that the Hj decompose. We include an brief proof for
the benefit of the reader.

PROPOSITION 4.3. The modules Hj decompose in the following manner,

Hj ≤
(LjÛ2 ý IjÛ2 if j is even,

J(j+1)Û2 ýK(j�1)Û2 if j is odd.

PROOF. Take the basis for Hk given in (3.66) and replace it with the following two
sets:

(õ + 1)ãmÒ (ç + 1)(õ + 1)ãm

(ç � 1)(õ + 1)ãf (mÒ1) + 2(õ + 1)ãf (mÒ2)Ò (ç + 1)(õ + 1)ãf (mÒ2)Ò
(ç � 1)ãf (mÒ1) + (õ + 1)ãf (mÒ2)Ò (ç + 1)ãm + (õ � 1)ãf (mÒ1)(4.1)

(ç � 1)(õ + 1)ãf (mÒ3) + 2(õ + 1)ãf (mÒ4)Ò (ç + 1)(õ + 1)ãf (mÒ4)Ò
(ç � 1)ãf (mÒ3) + (õ + 1)ãf (mÒ4)Ò (ç + 1)ãf (mÒ2) + (õ � 1)ãf (mÒ3)

...

and

(ç � 1)(õ + 1)ãm + 2(õ + 1)ãf (mÒ1)Ò (ç + 1)(õ + 1)ãf (mÒ1)Ò
(ç � 1)ãm + (õ + 1)ãf (mÒ1)Ò (õ � 1)ãm

(ç � 1)(õ + 1)ãf (mÒ2) + 2(õ + 1)ãf (mÒ3)Ò (ç + 1)(õ + 1)ãf (mÒ3)Ò(4.2)

(ç � 1)ãf (mÒ2) + (õ + 1)ãf (mÒ3)Ò (ç + 1)ãf (mÒ1) + (õ � 1)ãf (mÒ2)

(ç � 1)(õ + 1)ãf (mÒ4) + 2(õ + 1)ãf (mÒ5)Ò (ç + 1)(õ + 1)ãf (mÒ5)Ò
(ç � 1)ãf (mÒ4) + (õ + 1)ãf (mÒ5)Ò (ç + 1)ãf (mÒ3) + (õ � 1)ãf (mÒ4)

...

Note that in each set the i in the f (mÒ i) is incremented by 2 each time. How each set ends
depends upon whether k is even or odd. Hence the result.

5. Examples. In this section we provide the family of biquadratic extensions alluded
to in Section 3.4.2. The existence of fully ramified bicyclic extensions, NÛK, with the
property that Ÿi

N is not expressible as ÓT 
Zp[G] M as ÓT[G]-modules for any Zp[G]-
module M , was first observed in a paper of Burns and Bley for p = 3 [1, Section 6].

Let N = Q2(iÒ 4
p

12) and Gal(NÛQ2) = hõÒ ç j õ4 = ç2 = 1Ò çõç = õ3i, where
õ( 4
p

12) = i 4
p

12, õ fixes i, and ç is complex conjugation. One may check that ô =
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1Û2(
p

3 + i 4
p

12 + 1) is a prime element in N. We used the computer package Pari to
find this element. (The package was written by C. Batut, D. Bernardi, H. Cohen and
M. Olivier, see [4].)

Let K = Q2(
p�3) = Q2(ê3). Then one may easily verify that NÛK is a fully ramified

biquadratic extension with one break in its ramification filtration. The lower ramification
number associated with this break is b = 1. Also note that in this case, e0 = 1, f = 2,
T = K, and G = Gal(NÛK) = hõ2Ò õçi.

We are interested in determining the Z2[G]-module structure of Ÿ3
N, as this is not

covered by Theorem 3.5. We begin by selecting a basis for Ÿ3
N over ÓT . Clearly,

vN

�
1Û2(

p
3+i 4

p
12+1)(1+

p
3)
�

= 3, vN(2) = 4, vN(
p

3+i 4
p

12+1) = 5, vN

�
2(1+

p
3)
�

= 6.
So

1Û2(
p

3 + i 4
p

12 + 1)(1 +
p

3)Ò 2Ò
p

3 + i 4
p

12 + 1Ò 2(1 +
p

3))

is an ÓT-basis for Ÿ3
N. We may alter this basis to get:

w1 = 2Òw2 = 2
p

3Òw3 = i 4
p

12 + (
p

3 + 1)Òw4 = 1Û2(i 4
p

12)(1 +
p

3) +
p

3

Clearly, the Galois action upon this basis is:

õ2 !

2
66664

1 0 1 0
0 1 1 1
0 0 �1 0
0 0 0 �1

3
77775 õç !

2
6666664

1 0 3�p�3
6

�p�3
3

0 �1 �3+
p�3
6

�3�p�3
6

0 0 �
p�3

3
2
p�3

3

0 0 �2
p�3
3

�p�3
3

3
7777775

Now if we make the following change of basis w0
1 = w1, w0

2 = �(1 +
p�3)Û2w2,

w0
3 = w3 � (1 �p�3)w4Û2, w0

4 = w4 � (1 �p�3)w3Û2, we find that

õ2 !

2
66664

1 0 1 ê3
0 1 �1 �1
0 0 �1 0
0 0 0 �1

3
77775 õç !

2
66664

1 0 1 0
0 �1 0 1
0 0 �1 0
0 0 0 1

3
77775 

If it were possible to express this ÓT[G]-representation using matrices with Z2-coeffi-
cients, then it would be the case that this representation is isomorphic to

õ2 !

2
66664

1 0 1 ê2
3

0 1 �1 �1
0 0 �1 0
0 0 0 �1

3
77775 õç !

2
66664

1 0 1 0
0 �1 0 1
0 0 �1 0
0 0 0 1

3
77775 

In other words, the Frobenius element acts upon the pair of matrices associated with
the action of õ2 and õç, taking them to an ÓT[G]-isomorphic pair. Let v1, v2, v3, v4

denote the basis of the first representation while w1, w2, w3, w4 denote the basis of the
second representation. Since v1 is the basis element killed by (õ2 � 1) and (õç � 1), any
isomorphism between these two modules must send v1 to w1. Similarly v2 must be sent
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to w2. Certainly v3 must be sent to w3 + aw1 + bw2, from this one easily sees that v3 must
be sent to w3. Finally, v4 must be sent to w4 +aw1 +bw2 +cw3. By comparing õç(v4) with
õç(w4 +aw1 +bw2 +cw3), we see that b = c = 0. By comparing õ2(v4) with õ2(w4 +aw1),
we find that a must be (ê2

3 � ê3)Û2 which is not an integer. So these two modules are not
isomorphic overÓT[G].

We now generalize this example. Let b be any odd positive integer. Let N and K be as
before, and let Nb = N( b

p
2) while Kb = K( b

p
2), then sinceQ2( b

p
2)ÛQ2 is tame, NbÛKb is a

fully ramified biquadratic extension with one break in its ramification filtration. The lower
ramification number associated with this break is b. Clearly vNb

�
1Û2(

p
3+i 4

p
12+1)

�
= b,

vNb(1 +
p

3) = 2b, vNb

�
1Û2(

p
3 + i 4

p
12 + 1)(1 +

p
3)
�

= 3b, while vNb(
b
p

2j) = 4j. By
choosing elements with valuation, vNb , equal to iÒ i + 1Ò i + 2Ò    4b + i � 1 we will have
a basis for Ÿi

Nb
over ÓT . So

Ÿi
Nb

=
b�1X
j=0

(
b
p

2j)
 
ÓT

1

2b
4j�i
4b c + ÓT

1Û2(
p

3 + i 4
p

12 + 1)

2b
4j+b�i

4b c + ÓT
1 +

p
3

2b
4j+2b�i

4b c

+ ÓT
1Û2(

p
3 + i 4

p
12 + 1)(1 +

p
3)

2b
4j+3b�i

4b c

!


From this explicit description, we determine that

Ÿi
Nb
≤ (ÓN)d

b+i
4 e�d i

4 e ý (ŸN)b+d i
4 e�d 3b+i

4 e ý (Ÿ2
N)d

3b+i
4 e�d 2b+i

4 e

ý (Ÿ3
N)d

2b+i
4 e�d b+i

4 e as ÓT[G]-modules.

Clearly the only time thatŸ3
N does not appear is when d 2b+i

4 e� d b+i
4 e = 0, which only

happens when b = 3, i � 2 mod 4 or when b = 1 and i � 0Ò 1Ò 2 mod 4.

6. Conclusion. This research began in an attempt to determine the Zp[Gal(NÛK)]-
module structure of the ring of integers of N, a fully ramified bicyclic extension of K, a
finite extension ofQp, the field of p-adic numbers. The goal was to generalize the results
of [7] by determining the structure without restriction on the ramification filtration.

Because of the complexities involved with the infinite families of modules and the
problems presented by the computer generated examples of Burns and Bley [1] (as well
as the examples of Section 5), it seemed prudent to restrict to biquadratic extensions and
concentrate on a complete analysis. Fortunately, this restriction allowed us to present our
results in global terms.

We mention the following questions concerning ambiguous ideals in biquadratic
extensions which may be addressed based upon the explicit descriptions in Theorems 3.5,
3.6 and 3.9:

1. Cohomology of ambiguous ideals.
2. Galois isomorphisms among ambiguous ideals.
3. Duality relationships among the modules in an ambiguous ideal.

https://doi.org/10.4153/CJM-1998-050-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1998-050-4


1046 G. GRIFFITH ELDER

We note that the original question, the Zp[G]-module structure of the ring of integers
in fully ramified bicyclic extensions, remains an open and very interesting question. Is
it reasonable to expect that a resolution of this original question will result in structure
theorems analogous to those in this paper, however with significantly more complicated
expression?

Finally, as mentioned in Remark 3.11, a structure theorem for the ring of integers
in local, fully ramified biquadratic extension with only one break in its ramification
filtration will require more than just a knowledge of the ramification invariants of the
extension. It remains an interesting and open problem to determine the nature of this
additional, necessary information and the sort of structure of the ring of integers that will
result as a consequence.
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