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With a holomorphic function f{z) defined in a domain H which includes the 
closed interval [— 1,1] we associate the Neumann series 

(1) Ë a» Pn(?), an = ~K± S f(f)Qn® dt, 
71=0 ATTï *J y 

where Pn(z), Qn(t) are, respectively, the nth Legendre polynomials of the first 
and second kind and 7 is a closed and rectifiable Jordan curve which includes 
[ — 1,1] in its interior and is included, together with its interior, in H. 

It is known that the Neumann series (1) is convergent in the largest ellipse 
with foci ± 1 which does not include in its interior singular points of f(z) 
(3, p. 322, §15.41 ). It is also known that the Heine series 

00 

(2) £ (2» + l)Pn{z)Qn(t) 

is convergent to (/ — z ) - 1 for a fixed complex number t, not in [ — 1, 1], for all z 
in the ellipse with foci ± 1 and passing through t (3, p. 321, §15.4). 

In this paper we obtain some results on the domain in which the series (1) 
and (2) are summable by linear transformations. We use the notations, defini
tions, and conventions of (1). 

THEOREM 1. Let t be a complex number not in the closed interval [—1, 1]. 
Suppose that A, the infinite matrix ||awm|] (n, m = 0, 1, 2, . . .), is efficient (1, 
Definition 2.1) in a certain domain D satisfying Conditions (i), (ii), and (iii) 
of (1, Definition 1.1) and that D(t) is defined as the union of all convex domains 
that contain the disk {z: \z\ < \t — (t2 — 1)"|2} and are included in D. Denote 

Dt*= H r{t,u)D{t) 
0<M<oo 

and define 
Dt = {|(w + w-1): w £ D* - {z: \z\ < 1}}. 

Then the series (2) is A-summable to (t — s)_ 1 , that is 
00 m 

(3) lim Y. a™ E (2r + l ) P r («)&(*) = (* - z)"1 

for all z G D t. For each closed and bounded set H C D u the series (2) is uniformly 
A-summable to (t — z)~linz G H. 
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If D satisfied, in addition to the assumptions of Theorem 1, Condition (iv) 
of (1, Definition 1.1), then for each t not in [—1, 1] we have D(t) = D. Thus 
(1, Theorem 1.1) is a special case of Theorem 1. R. E. Powell's Theorem 4.3 
of the preceding paper (2) is also included in Theorem 1. 

THEOREM 2. Let f(z) be a holomorphic function in some domain that includes 
the closed interval [—1, 1]. Suppose that A, the infinite matrix \\anm\\ (n, m = 0, 1, 
2, . . .), is efficient in a certain domain D satisfying conditions (i), (ii), and (iii) 
0 / (1 , Definition 1.1 ). Denote by à = A (f(z) ) the domain 

A ^ O Dt. 
t£Mc 

If H is a closed and bounded set included in A, then the series (I) is uniformly 
A-summableinz Ç H to f (z); that is 

oo m 

f(z) = lim ^2 anmYa akPk(z) uniformly in z 6 H. 

It is evident that (1, Theorem 2.1 ) is a special case of Theorem 2. 

Proof of Theorem 1. If H C D t is a closed and bounded set, then by (1, 
Lemma 6.2) the set 

G(H, t) = {v(z, <t>)/r(t, u): z £ H, 0 < <t> < *, 0 < u < œ j 

is also closed and bounded. The assumption z G D t implies that 

z+ ( s 2 - 1)* 6 Du 

that is 
z+ (z2 - 1)*6 O r(t,u)D(f) 

0<w<oo 

or (z + 0 2 - l)^)/r(t, u) e D{t) îoru > 0. We show now that 

(4) M 0 , 4>)/r(t, u) e D(t) for 0 < <j> < TT and 0 < u < oo. 

For a given w > 0 we divide the proof of (4) into three cases: 
(i) If |(ai + 0 2 ~ l ) e ) / r ( ; , *0 | < 1, then \z + (s2 - l)*| > 1 and 

\z - 0 2 - 1)*| < l imply that 

| M ( * , * ) / T ( / , W ) | < \(Z+ (S2 - l )*)/r( / ,w) | < 1. 

Hence by assumption (ii) of Definition 1.1 and the fact that D(t) includes the 
unit disk {z: \z\ < 1}, we have (4) for 0 < $ < TT in this case. 

(ii) Suppose that \{z + (z2 - 1 )* ) /T(J , w)| = 1 . From \z - (z2 - 1)*| < 1 
and 

\r(t,u)\ > \r(t,0)\ ^\t+ {t2 - l)*| > 1, 

we have \(z — (z2 — l)*)/r(t,u)\ < 1. Now since D(t) includes the unit 
disk, we obtain the same result. 
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(iii) If | (s + (s2 - l)*)/r(*. u)\ > 1, then from (2 + (z2 - lf)/r{t, u) <E D ( 0 
and the definition of D (t), there is a convex domain that includes 

(* + (z2 - l)*)/r(/ f «) 

and the disk {^: |ze;| < |£ — (t2 — 1)*|2} and is included in D. Now 

| ( Z _ ( S 2 _ l ) i ) / T ( / , „ ) | = | r ( * , « ) ( s - ( z 2 - 1 ) * ) | / | T ( * , « ) * | < | r ( ^ , 0 ) | - 2 

= |/ - (*2 - 1)*|2. 

Thus this convex domain includes the segment with end points 

(z + ( z * - l ) * ) / r ( t , u ) 

and (z — (z2 — l)T) /r( / , ^ ) . This proves again (4). Thus we proved that 
G(H,t) CD(f) CD. Now by (1, Lemma 7.2), (3) is valid uniformly in 
z e H. 

Proof of Theorem 2. The proof is the same as the proof of Theorem 2.1 in (1), 
but for the following three obvious changes: we now use the argument of the 
proof of Theorem 1 instead of the argument of the proof of (1, Theorem 1.1); 
D is replaced by D (t) up to (8.3) in ( l )and (1, (8.3)) is replaced by 

FCA*=nD*=n n r(t,u)D(t) c n n T&U)D = n ID. 
t£Mc t£Mc 0<«<oo t£Mc 0<w<co f€Zc 
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