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ABSTRACT 
Artificial intelligence is transforming how we interact with vehicles. We examine the case of Maritime 
Autonomous Surface Ships (MASS), which are emerging as a safer and more effective solution for 
maritime transportation. Despite the focus on autonomy, humans are predicted to have a central role in 
MASS operations from a Shore Control Centre (SCC). Here, operators will provide back-up control in 
the event of system failure. There are signification design challenges with such a system. The most 
critical is human-system interaction in autonomy (H-SIA). We consider humans as the source of 
resilience in the system for adapting to unexpected events and managing safety. We ask, can Human-
Centred Design (HCD) be used to create resilient interactions between MASS and SCC? Work has 
been done in resilience engineering for complex systems but has not been extended to H-SIA in 
transportation. “Resilient interaction design” is relevant as we progress from design to operational 
phase. We adopted the ISO 9421-210 guideline to structure our HCD approach. The result is an SCC 
designed for 1 Autonomy Operator (AO). The contribution is a demonstration of how resilient 
interaction design may lead to safer and more effective H-SIA in transportation. 
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1 INTRODUCTION 

1.1 Designing for resilience in autonomous systems: the case of unmanned ships 

Artificial Intelligence (AI) is changing how we interact with vehicles. In this paper, we look at the case 

of unmanned ships with autonomous navigation capability. Unmanned ships are termed Maritime 

Autonomous Surface Ships (MASS) by the International Maritime Organization (IMO), the United 

Nations agency regulating international maritime safety. We use the terms ‘MASS’ and ‘unmanned 

ship’ interchangeably in this paper. 

Historically, researchers have taken a measured approach when assessing the potential for MASS to 

improve safety by reducing human-related accidents, pointing out that new failures modes related to 

interaction with the autonomy system will present themselves (Ahvenjärvi, 2016; Chang et al., 2020; 

Ramos et al., 2020a). Researchers largely concede that full autonomy, whereby the AI is so complete 

as to remove the need for humans completely, is not a realistic operating model for which to currently 

plan. It emerges that humans remain central to safe operation of MASS, despite the promise of more 

machine autonomy. This ‘irony of automation’ has been observed before in automation applications 

(Bainbridge, 1982; Parasuraman and Wickens, 2008). We observe a similar ‘irony of automation’ 

emerging in the wake of unmanned ships, manifested in the Shore Control Centre (SCC) concept. In 

current operating models of MASS, the SCC serves predominantly a back-up role: when the AI fails to 

solve a navigation problem, the autonomy shifts to a fail-safe state until operators at the SCC intervene 

to resolve the problem and, once resolved, return the system to an autonomous state. 

Risk researchers have predicted that the interaction between humans and the autonomy system will be 

the root cause for the most consequential propagation of accidents (Chang et al., 2020; Ramos et al., 

2020b). The term Human-System Interaction with Autonomy (H-SIA) was introduced as way to assess 

the safety of this interaction (Ramos et al., 2020a). Despite the focus on risk, human interaction 

elements also represent an opportunity for designers to strengthen the system. Should operators at the 

SCC be better equipped to flexibly react and adapt to problems not only when they arise, but also 

before they arise, then the overall effect would be a safer and more effective system. The premise of 

adaptive control of safety while balancing productivity is the aim of resilience engineering (Hale and 

Heijer, 2006). Yet despite significant efforts in resilience engineering towards safer complex systems 

design and the innovations in modelling H-SIA risk, no research to date has sought to apply a Human-

Centred Design (HCD) process with the aim of improving interaction resilience between SCC and 

MASS. This paper aims to fill that gap. The research question we ask is: can we use HCD to design 

for resilient interactions between MASS and SCC?  

In Section 2, we describe the HCD method that we used to design a SCC. Section 3 presents findings 

and our SCC design. Section 4 discusses implications of this work, including for broader applications. 

Section 5 presents a conclusion and suggestions for future work in resilient interaction design for 

human-AI interaction in autonomous transportation. 

1.2 Scope 

In this paper, we consider SCC design applications that encompass four MASS types: urban, inland, 

coastal, and ocean-going (Figure 1). These are also defined in Table 1 along with some relevant 

reference projects. 

 

Figure 1. Autonomous maritime system comprising of MASS and SCC 
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Table 1. Scope of MASS types in this paper 

Type Description Reference projects 

Urban  Small vessels (length approx. 5-10 m) transporting 

passengers or goods in urban canals or waterways 

Autoferry (Reddy et al., 2019); 

RoBoat (MiT, 2020) 

Inland  Inland cargo vessels for European inland waterways H2H Project (Peeters et al., 

2020) 

Coastal Short-sea shipping routes in trafficked channels with 

aids to navigation present along the shore, Vessel 

Traffic Services (VTS) communication, and 

demanding navigation 

Land-Based Operation of 

Autonomous Ships (LOAS); 

SFI AutoShip (NTNU, 2021a) 

Ocean Open-ocean transportation with non-demanding 

navigation 

MUNIN (Burmeister et al., 

2014) 

1.3 Levels of autonomy 

Levels of Autonomy (LoA) refers to how autonomous a system is on a spectrum from full manual 

control to full automatic control. For the Autonomous Maritime System (AMS) case, LoA has been 

shown to be an effective way to classify SCC-MASS interactions (Dybvik et al., 2020). There are 

many taxonomies for LoA and one comprehensive review finds that its definition is context specific 

(Vagia et al., 2016). For this study, we use the taxonomy in Table 2 proposed by NFAS (Rødseth, 

2017) and assume the AMS is in “Constrained Autonomous” mode (Level 7). 

Table 2. LOA for MASS from Rødseth (2017) 

LoA Label Definition 

1  Direct control Direct control of ship from bridge crew, no decision support. 

2  Decision support Decision support and advice to crew on bridge. Crew decides. 

3 Automatic bridge Automated operation, under continuous supervision by crew. 

4 Periodically unmanned Continuously supervised by shore. Muster crew if necessary. 

5 Remote control Unmanned with monitoring and direct control from shore. 

6 Automatic Unmanned under automatic control, monitored from shore. 

7 Constrained autonomous Unmanned, partly autonomous, continuous shore supervision. 

8 Fully autonomous Unmanned and without supervision. 

1.4 Shore control lab 

The Shore Control Lab (SCL) is an SCC owned and operated by the Norwegian University of Science 

and Technology (NTNU) with the mission of advancing AMS research (NTNU, 2021b). Its design is 

the main result of this paper. In our initial scoping of similar infrastructures, we found only a handful 

of SCCs in existence today. Of those that do exist, none have a proven operational concept, instead 

ranging from early to advanced prototypes. The earliest prototypes were limited by conventional ship 

bridge paradigms (MacKinnon et al., 2015). Recently, a new paradigm is emerging for SCC-based 

navigation (Veitch et al., 2020). For example, an advanced functional prototype of an SCC for inland 

MASS has been built (Peeters et al., 2020) and a ship management company specializing in coastal 

MASS has led to innovative SCC designs (Massterly, 2021). Both projects have demonstrated efforts 

to base designs on specific SCC requirements rather than fitting the model of a conventional ship’s 

bridge to the shore-based control centre mould. 

As SCC prototypes advance, they are expected to unlock operational capabilities of MASS. However, 

before MASS can operate in marine traffic with conventional ships, there is a need for systematic and 

repeatable testing of human-AI interaction scenarios in the SCC to ensure safer and effective future 

maritime operations. The SCL is therefore a platform for addressing this research need. Its implications 

also have relevance to broader human-AI interaction issues in other transportation applications.  

2 METHOD 

We applied HCD principles to design the SCC. To do this in a way that was rigorous, tracing design 

decisions transparently to observations, we adopted the ISO design guideline 9241: Ergonomics of 

human-system interaction, Part 210: Human-centred design for interactive systems standard (ISO, 
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2019). We refer to this as ISO 9241-210 for short. This method is depicted in Figure 2. It is a relevant 

design guideline because it is meant for interactive systems like that typified by the SCC; although, 

design for autonomous interactive systems is not explicitly its focus. 

 

Figure 2. Human-centred design process adapted from ISO (2019) 

2.1 Design activities 

We used various design activities to collect information for Stages 1-4 of the HCD process in Figure 2. 

These design activities are depicted in Figure 3 along with their corresponding design stages. Details 

about each design activity are found in Sections 3.1 to 3.3.  

 

Figure 3. Design activities corresponding to stages 1-4 of the ISO 9241-210 HCD guideline. 
(a) Autonomous bus case study (b) Stakeholder Workshop (c) Co-Creation workshop (d) 

Basic prototyping (e) Detailed prototyping (f) Full-scale prototyping 
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3 FINDINGS 

In this section we present a human-centred SCC design based on results from applying the ISO 9241-

210 guideline. It is divided into three subsections (and corresponds to the three columns in Figure 3): 

1. Understanding and specifying the context-of-use: This phase involved information gathering 

and analysis with the purpose of describing the future context-of-use of SCCs. Context-of-use is 

broken down into four distinct elements, which are defined in Table 3. The corresponding design 

activities used to inform these four context-of-use elements are further listed in Table 4. 

2. Specifying user requirements: Core user needs are listed in Figure 4 in terms of technical, 

physical, organizational, and cultural aspects and provide the basic functional requirements for 

the SCC. 

3. Producing and evaluating design solutions: Concrete design solutions in form of physical 

prototypes were used to generate user-centred evaluation and design refinements. We present the 

full-scale SCC design (the SCL), in Figure 5. 

3.1 Understanding and specifying the context of use 

This was the first stage of the HCD design process (Figure 2). Our methods of data collection in this 

stage involved a workshop and two design ethnographic case studies. Descriptions of what these 

activities involved are listed in Table 4. There are two additional aspects to note about these design 

activities. The first is that participants in the Stakeholder Workshop (Figure 3b) were experienced 

university faculty members representing a variety of backgrounds, including engineering cybernetics, 

innovation management, interaction design, electronic systems, lab management, and sensor fusion. 

The second involves the formal definition of “design ethnography,” which we adopt from Hanington 

and Martin (2012, pp. 60) as a method that “approximates the immersion methods of traditional 

ethnography, to… understand the user’s world for design empathy and insight.”  

Table 3. Elements of context-of-use description (adopted from ISO, 2019) 

Context-of-use 

element 

Tag Definition 

Users and 

stakeholder groups 

US Groups representing a relationship with futures SCCs that can be 

described in terms of key goals and constraints. 

Characteristics of 

the users 

C Relevant characteristics of the users including knowledge, skill, 

experience, education, training, preferences, and capabilities.  

Goals and tasks of 

the users 

GT Overall goals of the system as well as of users and the characteristics 

of the tasks that can influence usability and accessibility. 

Environment of the 

system 

E Technical environment (e.g. hardware, software, materials), physical 

environment (e.g. lighting, spatial layout, furniture), and relevant 

aspects of organizational structure and culture. 

Table 4. Data collection methods informing relevant context-of-use elements 

Design method Case study Tag (Table 3) 

Stakeholder 

Workshop 

Structured workshop to identify stakeholders and their core 

needs. Participants were six experienced university faculty 

members from various disciplines. It was led by the authors. 

US, C, GT 

Ethnographic 

case study 1 

Contextual inquiry and interviews of remote air-traffic 

controllers at Avinor Remote Towers1 at Bodø Airport   

C, GT, E 

Ethnographic 

case study 2 

Contextual inquiry of “safety host” during normal operations 

and manual takeover of public autonomous city bus2  

C, GT, E 

 
1 For more information, refer to Avinor (2021) 
2 For more information, refer to Vy (2020) 

 

The results of the data collection activities in this phase are presented in the context-of-use description 

below. The results were integrated into a basic prototype of the SCC (Figure 3d) which was used to 

interactively discuss physical aspects of context-of-use like space usage and basic infrastructure (see 

Section 3.3 for more information about prototyping). 
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3.1.1 Context of use description 

Who are the SCC stakeholders? We distinguished between two main stakeholder groups: developers 

of AMS mobilizing for MASS operational phases and the end users of the SCC operating the controls 

first-hand. The latter group was representative of the operators who would work at the SCC. We called 

these primary SCC users the “Autonomy Operators” (AOs) to illustrate their main role: as a bridge 

between autonomous navigation tasks handled by AI and the human navigation responsibilities 

stemming from oversight, back-up intervention, and safety management. After the Stakeholder 

Workshop, we arranged a second workshop (the “Co-Creation Workshop”) with invited participants 

representing these two groups’ interests. Although the AOs did not yet exist, the relevant backgrounds 

of the workshop participants allowed us to infer information about them (see Section 3.3). 

What are the characteristics of SCC users? The AOs where characterized as control room operators 

with skills in marine navigation. Conventional Bridge Resource Management (BRM) weighed heavily 

on how these users were characterized, with terms like “Captain” and “Master” being used to label 

their roles within a team hierarchy. Considering the novelty of AMSs, we avoided applying 

terminology used in conventional BRM to describe AO roles and tasks and instead characterized them 

broadly: as operators with competence in interacting with a dynamic LoA system and in decision-

making related to intervention under time pressure and elevated risk. 

What are the goals and primary tasks of the users? We inferred goals and primary tasks of the AOs 

in terms of two operational categories: single- and multi-vessel operations. Single-vessel operation is 

the focus in the beginning phase of SCC development, where the primary task is safe operation of a 

single vessel. Tasks span planning (pre-operation stage), monitoring (operation stage), intervention 

(situation handling and emergencies), and assessment (post-operation stage). After single-vessel 

operation is verified within an acceptable risk level, the goal will be to operate multiple vessels. New 

primary tasks will involve fleet management (multiple vessels) and resource management (multiple 

AOs in a team hierarchy). Note that it is not in the scope of this paper to describe all tasks in full. 

What are the characteristics of the system environment compared to similar applications? The 

ethnographic case studies (Table 4) led to a richer understanding of the environmental context-of-use 

in relation to similar applications. For example, the visit to the Avinor Remote Towers at Bodø 

International Airport let us observe operators turning on ambient sound to hear the in-situ airplane 

engines for a more immersive experience, which illustrated to us the importance of audio feedback in 

situation awareness when operating from a remote location.  

3.2 Specifying user requirements 

Here we specify functional requirements for the SCC in terms of core user requirements. The data 

came from the Stakeholder Workshop (Figure 3b) and the Co-Creation Workshop (Figure 3c). Results 

focussed on identifying users and their needs were distilled into core user requirements and presented 

in Figure 4. It is outside the scope of this paper to dissect the specific operator information needs. For 

detailed information on this topic, the reader is referred to Lunde-Hanssen et al. (2020). 

3.3 Producing and evaluating design solutions  

Here design solutions for the SCC are generated based on core user requirements (Section 3.2). Design 

solutions took the physical form of prototypes in various levels of detail and culminated in the full-

scale SCC (Figure 5). During the design process, prototypes were used to generate user-based 

evaluation to drive further, more detailed, iterations. This paper refers to four distinct prototypes, three 

of which are built today (the third is still under construction). These are listed below: 

1. Basic Prototype: assembled with Medium-Density Fibreboard (MDF), plywood, cardboard, 

clear plastic, and grey modelling foam with some plastic components made on a Prusa MkII 3D 

printer, constructed to 1:20 scaled and mounted on a printed floor plan. This prototype helped to 

interactively discuss high-level aspects like general arrangement, space and lighting, and power 

and data connectivity. (See Figure 3d.)  

2. Detailed Prototype: assembled from Basic Prototype with added details. As discussions with 

users and experts became more detailed, so did the Detailed Prototype. (See Figure 3e). 

3. Full-scale SCC (for virtual simulator): At the time of writing, the full-scale SCC, called the 

Shore Control Lab (SCL), is under construction. (See Figure 5.) 

4. Full-scale SCC (for real MASS): Evaluation of Prototype 3 will feed into this design. 
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In the Co-Creation Workshop (Figure 3c), the basic prototype was interactively presented to thirteen 

participants representing stakeholder and expert groups to generate detailed user-oriented feedback. 

Participants came from a variety of backgrounds, including control room design for space 

applications, AI for autonomous cars, engineering design, marine navigation, and human factors. 

Results from this workshop fed into the detailed prototype and filtered into the full-scale SCC. The 

full-scale SCC, currently equipped for virtual simulation, is depicted in Figure 5 along with 

component descriptions.  

 

Figure 4. Core user requirements across four dimensions 

 

Figure 5. SCC physical attributes, system architecture & core technical components 
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4 DISCUSSION 

In this section we discuss the relevance of the results in terms of future work and application to other 

autonomous transportation systems. 

4.1 ‘Resilient interaction design’ and applications to other fields 

We have shown how HCD methods helped to uncover needs of AOs in the SCC and led to informed 

design of interaction solutions for the AMS. The term ‘resilient interaction design’ (resilient IxD) is 

now introduced to describe contributions of designers in the face of emerging human-AI interaction 

design challenges in complex systems like those present in transportation applications. The work 

presented in this paper can be considered as a contribution to resilient IxD for AMSs. 

One of the keys to resilient IxD lies in multi-disciplinary collaboration among specialist groups 

working on the issues specific to the MASS and to the SCC. However, as researchers in safety 

engineering have discovered, compartmentalizing aspects of complex operations often lies at the root 

of accidents (Leveson, 2016). Resilient IxD should therefore work towards closing the gap between 

the autonomy system and the human interacting with it, thus taking steps towards safer operations in a 

system perspective 

The work presented also has relevance to applications outside of maritime operations. There is a 

general trend for autonomous transportation systems that rely on human intervention for safety. This 

human intervention is often done remotely from a coordinate centre that can handle multiple vehicles 

simultaneously. As we have seen, human-AI interactions are vulnerable to error propagation if poorly 

implemented. Recent examples where poorly implemented AI-interaction design has contributed to 

loss of vehicle control and fatal accidents include the Boeing 737 MAX accidents (Nicas et al., 2019) 

and Tesla ‘Autopilot’ crashes (U.S National Transportation Safety Board, 2017). Takeover instances 

in autonomous cars are exposed to the same underlying interaction vulnerabilities as in the SC case; 

namely, cognitive information gathering and processing under time pressure and high risk. 

4.2 Virtual simulator 

It emerged during the design process that the need for training, testing, verification, and assurance 

were all closely linked to the ability to run controlled and repeatable scenarios: something that is only 

practical in a simulator. Therefore, one of the main aims of the SCL was to provide integrated virtual 

simulation of the AMS. This is not trivial; there are many full-mission bridge simulators, but no 

analogues to the SCC. Future work at the SCL will aim to fill that gap. The ability to simulate AMS 

operations may also contribute to verification of frameworks for monitoring operational safety 

indicators, such as that proposed by Thieme and Utne (2017). The literature also points to a lack of 

empirical data to inform risk assessment models needed to quantify probabilistic error models related 

to interaction between MASS and SCC (Thieme et al., 2018; Wróbel et al., 2018). Simulation in the 

SCC can generate empirical data in virtual scenarios to help fill this gap. 

We checked the literature for autonomous vehicle simulators and found promising development in the 

car industry, such as that exemplified by the open platform CARLA (Dosovitskiy et al., 2017). A 

similar open source technology platform is being development for MASS applications, called Gemini 

(Vasstein et al., 2020). The SCL will use the Gemini platform for future test campaigns. Future testing 

will incorporate the needs of AI testing and verification with human-AI interaction needs reflecting the 

resilient IxD framework. 

4.3 Strengths and limitations of the method 

The biggest advantage of adopting an HCD approach was that it led to specification of the SCC based 

on user requirements, instead of abstract requirements. We have drawn clear links between user 

requirements and design specifications in this paper. However, there are some important limitations in 

the method. The most obvious was that the core users, which we termed Autonomy Operators (AOs), 

do not yet exist in fully operational SCCs. The role is novel, and thus we had to infer needs of AOs 

from various sources, including from similar applications (remote air-traffic controllers and 

autonomous bus safety host in Section 3.1) and from domain experts in space control rooms, 

engineering design, car automation, and other fields that participated in our Co-Creation Workshop 

(Sections 3.2 and 3.3). In the Co-Creation Workshop, there was one experienced marine navigator 

with a certificate for bulk carriers who joined remotely. More information from seafarers would have 
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been helpful because seafarers represent the most similar occupation to that of the AO in the SCC and 

therefore the most likely to become actual AOs. A cross-check in the literature suggests the same but 

points to necessary amendments of training conventions to make this possible (Katsivela, 2020; Kim 

and Mallam, 2020). Future work should include more user-testing on seafarers, set up specifically to 

gauge feedback on experience and to measure performance in pre-defined tasks. Virtual simulation 

may provide a useful tool for this purpose.  

5 CONCLUSION 

We have designed an SCC for MASS in constrained autonomous mode using an HCD method. This 

SCC is called the ‘Shore Control Lab’ and will be used for research. The contribution is a novel 

approach to designing more resilience into the AMS by addressing safety-critical interactions between 

humans and AI using HCD principles. We systematically and transparently designed for AO needs, 

framing AOs as a central source of operational resilience in aspects such as decision-making and 

safety monitoring. The implications are safer and more effective operations of MASS. Other 

autonomous vehicles that depend on human-AI interaction for operational management and control 

can benefit from this approach, such as vehicle traffic with remote operator assistance. In this paper 

we examined the case of a single operator-single vehicle control station, although the solution is 

scalable for multiple vehicles managed from a single coordination centre with a team of operators. We 

introduce the term ‘resilient interaction design’ to refer to research and development contributing to 

solutions for safer and more effective design of human-AI interaction aspects through application of 

HCD principles. 
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