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REMARKS TO THE UNIQUENESS PROBLEM OF

MEROMORPHIC MAPS INTO PN(C), IV

HIROTAKA FUJIMOTO

§ 1. Introduction

Let H19 H2, ,HN+2 be hyperplanes in PN{C) located in general po-
sition and v19v2, -9ι>N+2 divisors on C\ We consider the set !F(Huvϊ) of
all non-degenerate meromorphic maps of Cn into PN(C) such that the pull-
backs v(f, H^ of the divisors (Hi) on PN(C) by / are equal to vt for any
i = 1, 2, , N + 2. In the previous paper [6], the author showed that J**
:=^r(Hi,vi) cannot contain more than N+ 1 algebraically independent
maps. Relating to this, the following theorem will be proved.

THEOREM. The set !F is finite.

We give here an example which shows that the number %tF of elements
in ^ is not less than (N + 1)!. Take N + 1 nowhere zero entire functions
hu , hN+ί such that h^hj -φ. const if i Φ j , and define

We

( 1 )

consider

F:

hyperplanes

H

= Λ,

wt =

+

0

w2

K •

+ ... +

+• hN,

wN+1

-l

+ 1)
= 0

in PN(C) and divisors

on Cn, where wx:w2: •: ι^+1 are homogeneous coordinates on PN(C) and
iv denotes the divisor defined by the zero-multiplicity of F. Then, 2F\ =

jt) contains
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154 HIROTAKA FUJIMOTO

for any permutation σ = ( ^ J ) .'.'.' σ(N + \))' T h e r e f o r e > # ^ ^ (N+ V1

It is an interesting problem to ask if %& is bounded from above by

a constant depending only on N. But, the author cannot yet reply to it.

As an application of the above theorem, we shall show the following:

Let /: Cn -> PN(C) be a non-degenerate meromorphic map and γ: Cn

-> Cn a biholomorphic map. If v(f, H^iγiz)) = v(f, HtXz) for N + 2 hyper-

planes Hi (1 <^ i <I N + 2) in general position, then there exists some positive

integer j0 such that foγj» = /, where γJ* = γoγo' -. oγ (;0-times).

Here, we cannot always take j0 = 1. Consider a holomorphic map

f(<?\ />sin (z/(2V+l)) . p s i n ((z+2jr)/(2V+l)) . . >,sin «β+2Λpjr)/(iV+l))

of C into PN(C) and a biholomorphic map p: C->C defined by γ(z) = z +

2π(z e C). For hyperplanes if* (1 <£ i ^ iV + 2) defined by (1), we see

*/, £O(r(β)) = ,(/, #*)(*) (1 ^ i ^ ΛΓ + 2),

but /(^ + 2π) Φ f(z). In this case, we have to take j0 = N + 1.

In the proof of the above theorem, the classical theorem of E. Borel

([1]) plays an essential role. We can generalize it to the case that mero-

morphic functions of order less than one are taken as coefficients. By

the similar arguments as in the proof of the above theorem, we shall give

some results on relations between meromorphic functions of order less

than one and meromorphic functions with ^-invariant zeros and poles for

a biholomorphic map γ: Cn-^>Cn. One of them includes the following

result as a special case.

THEOREM. Let φu , <pp be meromorphic functions on C of order less

than one and gu >,gp meromorphic functions on C with vgi(z + ω) = vgi(z)

for a non-zero constant ω. If Σ?=i ψiSt = 0 and Σίez ψiSi & 0 for any proper

subset I of {1, 2, ••-,#}, then there exists some positive integer j0 such that

hijhu is a periodic function with period joω for any ix and i2.

By applying this, we shall generalize a recent result by Urabe-Yang

in [11] and [12] which motivated the studies in this paper.

§ 2. Preliminaries

Let φ(z) be a non-zero holomorphic function on a domain D in Cn.

For each point a = (aί9 , an) e D, we expand φ as a convergent series
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MEROMORPHIC MAPS 155

φia, + uιy ., an + un) = ΣZ-oPΛut, , un)

on a neighborhood of α, where Pm is a homogeneous polynomial of degree

m or P m = 0. We define

*,(α): = min {m; Pm(ul9 , un) ^ 0}.

In case that 9 is meromorphic, taking non-zero holomorphic functions φx

and <p2 in a neighborhood of a such that ^ = <pjφ2 and

codim {̂ ! = ψ2 = 0} I> 2,

we define v° = v91, v~ = vφi and vψ = vfl — vφ2, which are determined inde-

pendently of the choices of φx and <p2. By definition, a divisor on D is an

integer-valued function on D such that for any point aeD there is a non-

zero meromorphic function φ with v = vψ on a neighborhood of α and the

carrier of v is an analytic set

\v\\ ={zeD;v(z)φO}ΠD.

DEFINITION 2.1. Let v be a divisor on Cn. Take a positive constant

s arbitrarily. We define the counting function of v by

-^o-M (r>8)ifn>l

-(Σ
Js t \\z\ίkt

z\£t

where

. . ._ v^I
(rfgi Λ d^ + . . + dzn A dzn)

__ Ui Λ y i Λ Λ ϋ i ((n — l)-t imes)

(n - 1)!

and the integral over |v|ΠB(ί) means that the integral over the manifold

consisting of all regular points of |i;|ΠS(ί).

DEFINITION 2.2. Let φ be a non-zero meromorphic function on Cn.

The order function of ψ is defined by
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156 HIROTAKA FUJIMOTO

T(r, φ): = N(r,»;) + - A - f log*|j<*)|*r<*) (r > s),

where log+ x = max (log x, 0), Φ(r) = (2ττn/(n - l)!)r2 w-\ S(r): = {2; | |z| | = r}

and σr denotes the area element of S(r). In case ^ J Ξ O , we define T(r9 φ)

= 0. The order of φ is defined by

p(φ): = lim sup l o g + Γ ( r > ?> ( £ + QQ) .
r-oo log r

As in the case of meromorphic functions on C, we can prove

(2.3) // φ is holomorphic, then

p{φ) = l i m s u p 1 0 ^ 1 0 ^ ^ ^ ,
log r

where

M(r,φ): = max{\φ(z)\;\\z\\ = r}.

For the proof, see W. Stoll [9].

(2.4) Let φx and <p2 be non-zero meromorphic functions on Cn of order

less than a positive number p. Then, ψx + <p2, φx — <p2, ψxψ2 and φjφ2 are also

of order less than p.

In fact, we can find some positive constants M and ρ0 with 0 < ρ0 < p

such that Γ(r, φt) ^ Mrpo (i = 1, 2) for sufficiently large r. Putting ψ: =

ψi ± ψ2, or ψxψi1, we have easily

Γ(r, ψ) ^ T(r, φd + T(r, ψ2) + 0(1) ^ 2Afr' + 0(1)

and so ^(ψ) <L ρ0 < p.

DEFINITION 2.5. Let y be a divisor on Cn. We define the order of v

by

log r

Take a pure (n — l)-dimensional analytic set in C \ We can define a divisor

vv on Cn such that \vr\ — V and vΓ(2:) = 1 for any regular point z of V.

We call the order of vv the order of V.

(2.6) Lei φ be a non-constant meromorphic function on Cn. Then, for

any aeC
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For the proof, see H. Fujimoto [2], pp. 34-35.

(2.7) For a divisor v on Cn there exists a meromorphic function φ on Cn

such that vψ — v and ρ(φ) <I p{v).

For the proof, see W. Stoll [9].

(2.8) Let φ be a holomorphic function on Cn and ω = (ωί9 , ωn) e Cn

— {0}. We define a holomorphic function ψω on C by φω{z): = φ(zω), where

zω = (zωί9 , zωn). Then, p(φω) ̂  p(φ).

This is an immediate consequence of (2.3), because

M(r, φω) = max \φ(zω)\ ^ Af(||ω||r, φ) .
llz|| = r

(2.9) // h(z) is a nowhere zero non-constant holomorphic function on

C \ then p(h) ^ 1.

This is well-known for the case n = 1 (c.f., [8]). Let n ^ 2. We can

take a point ω e Cn — {0} such that hω(z): = h(zω) ^ const. By (2.8), we see

p(h) ^ p{hω) ^ 1 .

We denote the set of all nowhere zero holomorphic functions on Cn

by H* and the set of all meromorphic functions of order less than one by

Φo. And, for h, hf eH*, we mean by h ~ hf and h >£ hf that h\hr = const

and h\hf ^ const respectively.

Now, we give a generalization of the classical theorem of E. Borel.

THEOREM 2.10. Let hu , hp e H* and φu , φp e Φo. If ht >£ h3 for

any i, j with i Φ j and

( 2 ) φA + φ2h2 + + <pPhp = 0,

then

ψί = ψ2 = * * * = ψp = 0 .

Proof. This is a well-known fact if n = 1 (c.f., for example, [7], p. 100).

Let us consider the case n ^ 2. To prove Theorem 2.10 by induction on

p9 it suffices to show that at least one ψt vanishes. Assume that ψ% =£ 0

for any i. For a point ω e Cn — {0}, we define (ψi)ω(z): = ψi(zω) and (hi)ω(z)

: = hi(zώ). We see easily

yK Ŵ o> uy {.:•§£.-3$} cc-ffl.
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Therefore, we can find some ω e Cn — {0} such that (φX φO (1 <; i <L p)

and (ht)J(hj)Λ φ. const (1 <* i < j ' <̂  />). The assumption (2) gives the identity

(φiUhX + + ( P , ) . ( U = 0 .

This contradicts Theorem 2.10 for the case n — 1. We have thus the desired

result.

COROLLARY 2.11. Lei Λ^ , hp e H* and assume that

h{xh{* . . h'f Φ const

for any non-zero vector (£19 £29 , £p) of integers. If finitely many φtl...t9 e Φo

satisfy

Σ

then φiιm..fp = 0 for any (£l9 . . ,£p).

Proof. Since hi1 h'/eH* and

whenever (^, . - ,£p) φ (ml9 , mp), Corollary 2.11 is a direct result of

Theorem 2.10.

COROLLARY 2.12. Lei Alf , hp e H* and φu , p p e Φo satisfy the con-

dition that ψi φ 0

Consider the partition of indices

{1,2, . . . , p } = /1 U i U U I β

that, for any ie Ia and V € /„/, ht ~<hi*if a = or7, αλid A€ 7^ Λ^ if aψa!.

Then, for any a,

2] p,Af = 0 .
ieia

Proof. Taking an index ia e Ia for each a, we define

Then, ψα e Φo, hia </> hw if α φ a', and Σ« Ψ«̂ i« = ° B y Theorem 2.10, we

have f = Ξ f α Ξ 0. This gives Corollary 2.12.
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§ 3. Basic lemmas

Take hυ e H* and φtJ e Φo with φtJ φ 0, where i = 1, 2, ,p and j =
1, 2, . Defining fiS: = ψ^h^ we consider a matrix

Jt\ = (/„; i = 1, 2, . ,p, j = 1, 2, . . .)

with p rows and countably many columns.

LEMMA 3.1. If we perform the operations (a) changing the order of the

indices i = 1, 2, , p, (b) replacing a suitable subsequence of the indices

j's by j = 1, 2, αraϋ (c) multiplying each row and each column by a com-

mon element of H*, then Jί = {fis\ = φi5hi3) may be assumed to satisfy the

conditions;

( i ) htjl </< hih if l<^i<±r and j , Φ j 2 ,

(ii) hi:f = const for any j if r + 1 <* i <L p,

where 0 <̂  r < p and r — 0 means that htj = const for any i, j .

Proof Dividing htj (1 <I ί ^ p) by Λpy, we may assume Λpy = 1 for

each j . We consider the smallest integer r such that, after performing the

operations (a) — (c), the condition (ii) is satisfied, where we may assume

0 < r < p . Then, for any i = 1, 2, , r and y = 1, 2, , there are only

finitely many/ such that hiS — /^,. Because, if not, we have some i0 with

1 ^ ί0 ^ r and j 0 such that Λίoio — Λίoi for infinitely many j . After per-

forming suitable operations (a) — (c), we may assume hrj = const, which

contradicts the property of r. We can choose indices j u j 2 , such that

Λ-i < Λ and, for any i = 1, 2, , r,

If we replace the indices j = jujt9 by jf = 1, 2, , we obtain the con-

clusion of Lemma 3.1.

LEMMA 3.2. Assume that JC = {ftj: = ψijh^ satisfies the conclusion of

Lemma 3.1 and, furthermore, for any j u , j p ,

( 3 ) det(/^; £ = 1, 2, -- , p , j =ji,Λ, --,jp) = 0.

J/ /or any j ί/iβrβ ejcisί indices j * + 1 , , j * swcΛ ίΛaί j < j *+1 < < j * and

( 4 ) d e t (/„ ί = r + 1, . . , p , j = *+1, • . . , # ) = £ < > ,

det (/^ i = 1, 2, ., r, j = Λ,Λ, , j r) Ξ 0
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160 HIROTAKA FUJIMOTO

for any j ί 9 j 2 9 , j r .

Proof. If r == 0, we have nothing to prove. Let r > 0. The set //*

can be regarded as a multiplicative group and includes C*: = C — {0} as a

subgroup. The factor group G: = H*/C* is a torsionfree abelian group.

We denote the class in G containing an element h e H* by [A]. We choose

finitely many or countably many elements ηu η29 , jyτ, in //* such

that

( i ) bji]9 [%]> > fyJ, * * are linearly independent over Z and
(ii) each htj can be represented as

( 5 ) htJ = Cijtf'rtf' - if" > ,

where c^eC*, £\j e Z and £r

tJ = 0 except finitely many τ for each (i,j).

Define

/7 //71 /72 /7r \
•̂ ij — \rij> *ij9 * * * 9 &ij9 * * * /

By the assumption, ^ f i l ^ ^<iβ if 1 <ς i ̂  r and jΊ ̂  j 2 , and ^^ = 0 for any

j if r + 1 ̂  i ̂  p.

Now, assume

( 6 ) det(/i,; 1 ̂  i £ r,j=ju . ,j r) E£ 0

for some jj, -Jr with jΊ < < Λ Then, we can prove

(3.3) There exist indices j r + l 9 ,jp withjr+1 < <jp such that, for

any s = r + 1, -,p,

(A) rank (/„; ί = r + 1, - , p, j = j r + 1 , . ,js) = s - r,

(B) ίiu Φ £9χH + + βσs_ljs_x - (STljl + - + V ^ - x )

whenever 1 <L ί ̂  r and σ^ , σ,_!, τj, , rs_i € {1, 2, 9p}.

To see this, we first choose j r + ί with j r <Λ+i such that

Let JV+1* * * *>Λ-i b e chosen so that j r + 1 < <Λ_! and they satisfy the

conditions (A) and (B). By m we denote the field of all meromorphic func-

tions on C \ If we set fs = ι{fr+lύ9 . . , fpj) e mp~r

9 then fjr+l9 , fu_x are

linearly independent over m. Therefore, there are at most s — r — 1 line-

arly independent elements g's in mp~r such that

rank(/ i r + 1 , . . ,fh_l9g) ^ s - r - 1.
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On the other hand, for any j , there are indices j*+i> , j * with j < j * + 1

< < 7 * satisfying the condition (4). We can choose an index j s among

Λ*+if ' >J * such that

rank (/ir+1, . . . , fu_τ, fjs) = s - r .

Accordingly, there are infinitely many j / s satisfying the condition (A).

Next, let us examine the condition (B). The set

is finite. Since ίiH Φ £ij2 iΐ 1 ^i ^ r and jx Φ j 2 , there are only finitely

many j/s such that

for some ί e {1, 2, •, r) and σ1? , σ,_,, r1? , rs_! 6 {1, 2, . , p}. Con-

sequently, we can find infinitely many js's satisfying the conditions (A) and

(B). And, we have the desired indices j r + ί , , j p inductively.

Now we go back to the proof of Lemma 3.2. Let j u , j p satisfy the

conditions (6) and (A), (B) of (3.3). We denote by Sp the symmetric group

of all permutations of p letters 1,2, , p and set

I \ata2 σ/ata2

Op . — Op Op .

The assumption (3) may be rewritten

(7) Σ ΨA+ Σ * A = ΣΣ * A = Σ

where, for a =

ψ α : = Sgn {σ)φσiHφβ2h φ σ p J p 6 Φ o

hσ: = hσihhσ2h ••• h,pJpeH*:

We shall show /*„ ̂  /ιr whenever σ e S™ and τ e S®\ On the contrary,

suppose hσ — Λr for some σ e S™ and τ e Sj2). By substituting (5) and ob-

serving the exponents, we get
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By definition, {σr+l9 , σp] = {r + 1, , p}, and {τr+1, , τp) Φ {r + 1, -, p}.

Choose index s with r + 1 <̂  s <̂  p such that τs £ {r + 1, , p) and τs+ί, ,

rp e {r + 1, ,p}. Since ^ = 0 for any j and i = r + 1, ,p,

This contradicts the condition (B) of (3.3). We now apply Corollary (2.12)

to the indentity (7). From the above shown fact, we can conclude

On the other hand,

Σ ΨA

= ( Σ s^11 WΛiyi * * forj) X ( Σ sgn (τ)fTr+ljr+1 /τ Λ
\ σ = A2...r \ / \ t - ( r + l P.)

σ Xσxσz 'σr/ \rr + i tp/

= det(/ ί y; ί = 1, 2, , r, j=ju ,; r)

X det (/^ ί = r + 1, ,p,j = j r + l 9 , j p ) .

This does not vanish because of (6) and the conclusion of (3.3). The proof

of Lemma 3.2 is completed.

LEMMA 3.4. As in Lemma 3.2, suppose that Jί = {ftj} satisfies the con-

dition (3). Then, after performing the operations (b) and (c) of Lemma 3.1,

we can find indices iu , im with l<h< < im f^p such that

hij = const

for i = iί9 , in and j = 1, 2, , and

d e t ( f t j ; i = ij, . . . , ίm, y =jί9 -, j m ) = 0

/ o r α n ^ Λ, y2, , jfm.

Proof. This is shown by induction on p. If p = 2, the conclusion is

trivial. Suppose that Lemma 3.4 is true for the case ^ p — 1. We may

assume that Jί satisfies the conditions (i) and (ii) of Lemma 3.1. If the

assumption of Lemma 3.2 is satisfied, then we can apply the induction

hypothesis to functions fi} for i = 1, 2, , r and j = 1, 2, and so obtain

the desired conclusion. Otherwise, there is some jQ such that

det (ftJ; i = r + 1, ,p, j = ; r + 1 , Jp) = 0
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for any j r + 1 , , j p larger than j 0 . If we replace j0 + 1, j0 + 2, . . by 1,2,

and set ix = r + 1, , im = A we have also the desired conclusion.

§4. The main theorem

Firstly, we shall recall some notation and terminologies. Let / be a

meromorphic map of Cn into PN(C) which is non-degenerate, that is, the

image of / is not included in any hyperplane in PN(C). For arbitrarily

fixed homogeneous coordinates w^. w2: : wN+1, f has a reduced repre-

sentation

/ = = /1 / 2 ' ' ' / N +1 >

where fί9 - -,fN+1 are holomorphic on Cn and satisfy the condition

codim{/; = f2 = . = fN+1 = 0} ^ 2 .

Take a hyperplane

H: a'w, + a2w2 + + aN+ίwN+ί = 0

in PN(C). Regarding it as a divisor on PN(C), we define its pull-back

*/, fl) by

with a holomorphic function

F: = α1/, + α% + + α^+ 1/^+ 1.

Now, we consider hyperplanes Hl9 H2, ,HN+2 in PN(C) located in

general position and divisors vly v2, , i^+2 on Cπ. As is stated in § 1, we

denote by &:= ^{Huv^ the set of all non-degenerate meromorphic maps

of Cn into PN(C) such that v(f, Ht) = vt for ί = 1, 2, . ., N + 2. The main

Theorem is the following.

THEOREM 4.1. TΛe seί ^ contains at most finitely many maps.

For the proof, we identify PN(C) with the subspace

{wι + w2+ > + wN+2 = 0}

in PN+1(C), where wxι : wN+2 are homogeneous coordinates on PN+ί(C).

Moreover, by a suitable change of coordinates, we may assume

Ht = {wt = 0} n PN(C) (l^i^N+2).
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Suppose that & contains infinitely many mutually distinct maps f\

A > f*9 . Using the above coordinates, we take a reduced represen-

tation

f ' = f l : f i : •••: fJ

N+i

of each fJ. By (2.7) there exist entire functions kt with vht = \>% for i =

1,2, . . . , i V + 2 . Since v(f

They satisfy 2f=+i2 Λ« A = 0 for any = 1, 2, . . .

LEMMA 4.2. Let htj e £Γ* (1 <^* <; p, j = 1, 2, •) and AJ, (1 ^ * <̂  p) 6e

non-zero entire functions satisfying

(8) Σϊ-iΛ*A = 0

for any j and, furthermore,

(9) ΣtsihtJktmθ

for any j and any proper subset I of {1, 2, , p}. Then, there exists a sub-

sequence {ju j 2 , } of {1, 2, } such that htj Ξ const for any i = 1, 2, , p

and j = jΊ, j 2 , after dividing each row and each column of (h^) by a

common element of H*.

Proof The proof is given by induction on p. If p = 2, we have easily

Lemma 4.2 because hUx\h1H — hίhlh2ji for any jγ and j 2 . Suppose that Lemma

4.2 is true in the case <; p — 1. Eliminating kt from the identities (8), we

get

det{htj\ i = l,2, - ,p, j = juj2, - , jp) ΞΞ 0

for any j ί 9 j 2 , , j ^ . We now apply Lemma 3.4. After performing the

operations (a) — (c) of Lemma 3.1, it may be assumed that htJ = const for

any j and i with r + I <^i<Lp, and

det (hi5; i = r + 1, .,p, j = j r + 1 , . , jp) = 0

for any j r + 1 , , j p , where 0 ^ r ^ p — 1. Suppose that r > 0. We may

assume that hlh >£ hίh for any j l 9 j2 with jx Φ j2 by the same argument as

in the proof of Lemma 3.1. When we multiply the ί-th row of {his) by a

function in H*, (8) does not alter if we replace kt by one divided by the

same function. When we multiply the j-th column of (h^) by a function
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in //*, (8) remains valid if (8) is replaced by one divided by the same func-

tion. Therefore, we may assume in the original identities (8) that h1H */>

hlj2 if ji Φ j2 and htJ = const if r + 1 ̂  i <; p.

Since

rank (htj; r + 1 <; i <Z p, j = 1, 2, . •) < p — r,

we can find a non-zero vector (λr+l9 , λp)e Cv~r such that

± λAj^O (7 = 1,2, . . . ) .

Take a regular matrix A = {aiS\ r + 1 ̂  i, j ^ p) of order p — r such that

<*<p = *i ( r + 1 is i ^ P) Define functions k*+1, , &* by the relations

Then, (8) becomes

where

V

3 i=r+l

For convenience' sake, we set kf: = kt and hfό: = hi5 for / = 1, 2, , r.

After changing the indices j'a suitably, we can take a subset I of {1, 2, ,

p — 1} such that 1 e /,

and for any proper subset Γ of I and any j = 1, 2, ,

J ΛfΛ* *°

By the assumption (9), there is some ί0 e I Π {r + 1, , p}. Since #1 <; p

— 1, by the induction hypothesis we see hf3 = const for i e I and j =

1, 2, . . . after suitable changes of indices and hfj. This is a contradiction.

Because, hfoj = const for any 7 and hfh </> hfJt for any j u j2 with 7Ί Φ j 2 .

Consequently, r = 0 and we have Lemma 4.2.

Proof of Theorem 4.1. As a consequence of Lemma 4.2, changing kt

suitably, taking a suitable subsequence of the indices 7's and choosing a
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suitable reduced representation of each fj, we may assume htj = const for

any i, j, and particularly

Γ i n = A l 2 i = = • • • = flpί Ξ Ξ 1 ,

where p = N + 2. Then

for j = 2, 3, , which satisfy

Λ,j/? + Kft + + ft*+ί,/£+i = 0.

By the assumption that f1 is non-degenerate, we obtain

hxi = ίi2j = = hN+2j.

This shows that

r = r = - ,
which is absurd. We have thus Theorem 4.1.

THEOREM 4.3. Let γ: Cn -+Cn be a bίholomorphic map and f: Cn ->

PN(C) a non-degenerate meromorphic map. If there exist hyperplanes H19 ,

HN+2 ^ general position such that v(f, Ht) o γ = v(f, Ht) (1 ̂  i < N + 2), then

f0γίo _ f for some positive integer j 0 .

Proof. Consider

,HN+2, v(f, HJ, itf, HN+2)) .

Obviously, the assumption implies that foγj e IF for any positive integer

j . Since P*~ < oo, /o γjl = /Ό f* for some Ί, ; 2 with j t < y2. Then, fo γ** = /

for y0: = j 2 — Λ.

§ 5. Meromorphic functions of semi-invariant type

Let γ: Cn ->Cn be a biholomorphic map and Φ a family of meromor-

phic functions on Cn.

DEFINITION 5.1. We call Φ a γ-admissible family if it satisfies the fol-

lowing conditions;

( i ) Φ is a field which includes C,

(ii) any φeΦ is of order less than one,

(iii) Φ is ^-invariant, namely, ψ © γ e Φ whenever ψ e Φ,
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(iv) if φoγJ = cφ for some φeΦ, ceC and a positive integer j , then

ψ = const.

EXAMPLE 5.2. 1°. The field C of all constant functions is obviously

a ^-admissible family for any biholomorphic map γ: Cn->Cn.

2°. Let us consider a linear map γ(z) — Az + B, where A is a regular

matrix of order n and BeCn. If there is no pure (n — l)-dimensional

analytic set V in Cn which is of order less than one and ^-invariant for

some positive integer j09 then the field Φo of all meromorphic functions of

order less than one is a ^-admissible family. In fact, by (2.4) Φo is a field

and obviously satisfies the conditions (i) ~ (iii). We now suppose that

<poγjo = c<p for some nonconstant φeΦ0, ceC* and a positive integer j 0 .

Then, V: = \v°φ\ U |i£| is a ^°-invariant analytic set which is not empty

because of (2.9). And, V is of order less than one by (2.6), which con-

tradicts the assumption. Therefore, ΦQ satisfies also the condition (iv).

In the case of n = 1, the map γ defined by γ(z) — z + ω for some ω e C*

has the above-mentioned property. For, if a discrete set V is ^-invariant

and contains a point z0, we have also z0 + jjoω e V for j = 1, 2, . Then,

there exists a positive constant c such that

V; \z\^t}^ct

for a sufficiently large t, and so

N(r, vv) ^ cr

for a sufficiently large r. The set V is not of order less than one.

In the following, γ denotes a biholomorphic map of Cn onto Cn itself

and Φ denotes a ^-admissible family.

DEFINITION 5.3. A meromorphic function F(z) on C is called to be of

(f, Φ)-semi-invariant type if it has a representation

(10) F(z) = 9l(z)gl(z) + + Ψp(z)gp(z)

with <pl9 - - , φp e Φ and meromorphic functions gu , gp on Cn such that

gi°ϊ = Cigi for some ct e C.

DEFINITION 5.4. A representation (10) is called a reduced representa-

tion if it satisfies the conditions;

( i ) F(z) Ξ£ Σiei ψigt for any proper subset I of {1, 2, , p}9

(ii) whenever ciχ = cu = = c4m, {̂ ,, , ̂ J and {£έl, , ft J are

https://doi.org/10.1017/S0027763000019462 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000019462


168 HIROTAKA FUJIMOTO

both linearly independent over C.

(5.5) any meromorphic function of (γ9 Φ)-semi-inυariant type has a

reduced representation.

Let F(z) have a representation (10) with ψteΦ and gt such that gt o γ

= Cigi for some ct e C. Changing indices, we may assume

C j = = Cpi9 Cpi+ι = = Cp2, , CPa_1+ι = = Cpα .

and cPa Φ cp<x, ϊ£ a Φ a', where 1 <; px < < pa = p. For example, for

indices 1,2, •• ,p1, it may be assumed that φU' 9φr ( l ^ r ^ p j ) are

linearly independent and

ψι = Σ c < ^ (r+l<*i£ Pi)

for some cis e C. Then, if we set

we see gj°γ = cPlgj and

Σ ptft = Σ
<i yi

Moreover, we may choose indices such that gu , gs are linearly inde-

pendent and

for some d£j e C We have then

Σ p^ί = Σ Φtgt >
i l

where ψt\ — φe + Σ 5 = s + i ^ i ^ e ^ a n ( i ψu '' %>ψs are linearly independent.

By the same reason, Σ?-P«-I+I ψigt has a reduced representation for each

or, whence we conclude (5.5).

THEOREM 5.6. Let F(z) have two reduced representations

F(z) = Σ Ψifi = Σ *,gj 9

t e Φ, ψ^ e Φ, /ί oγ = c/ί and gj°γ = djgj for some ct, d3 eC.
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p = q and, after a suitable change of indices, we can find a partition of

indices

{ 1 , 2 , . . . , p } = 7 1 U l t U ••• U l β

satisfying the conditions that, for each a — 1, 2, , a,

( i ) ct = cv and dt = dit if i, V e Ia,

(U) ΣiiGla ψifi = Σiiθla Ψίgu

(iii) there is a regular matrix Ca = (c?y; i,jela) such that

gj = Σ cfy/o p* = Σ C ? Λ

For the proof, we need some lemmas.

LEMMA 5.7. Let φl9 , pp, &, , gp be non-zero meromorphic func-

tions on Cn such that φteΦ and gtoγ — c^ for some ct e C. If

(11) det ((p< o f->)(gi o yi-i); 1 <: j , ^ p) EE 0 ,

^ = 0 ^ = = cim and <pil9 ψH, , ψim are linearly dependent for some

iί9 '",im with l<Lh<--'<im<Lp.

Proof. This is shown by induction on p. If p = 2, ψx o ^/ 2̂ o γ =

XφJφώ a n ( i ̂ 1/̂ 2 € Φ by (11). By Definition 5.1, (iv), φjφ2 = const and

d = c2, which gives Lemma 5.7. Suppose that Lemma 5.7 is valid in the

case <*p — 1. For brevity's sake, we define ftJ: = (φioγj~ί)(gioγj~ί)- For

each j = p — 1, p — 2, we subtract the j-th column multiplied by fpj+1

from the (j + l)-th column multiplied by fpj in order. Consequently we

obtain

(12) det (fpjfij+1 - fpj+1ftj; 1 ̂  i, j £ p - 1) Ξ= 0.

Define

for i = 1, 2, ,p - 1. Then, ^ e Φ, g t oγ = c ^ g , and

det ((ft o ̂ -o(ft - r '" 1); i ^ i , i ^ P - i ) Ξ θ .

If ^ ^ i = /pi/ί2 - fpϊfn Ξ 0, we have easily c, = cp, φjφp = const and so the

conclusion of Lemma 5.7. We may assume ψigi φ. 0 for any i. We now

apply the induction hypothesis to functions φi9 gt. There are indices iu ,
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ίm.ί with 1 <: ίj < < im_1 <; p — 1 such that ciχ = = cim_x and

Σ ^ = ^ P ( Σ <*A,(?>*, ° r)) - CP(<PP ° r ) ( Σ **?>«,) = 0

for some non-zero vector (al9 , αm_i). This implies that a function ψ : =

Σ*a£ψJψp i n Φ satisfies ψo^ = (Cplc^ψ, where we may assume ψ φ. 0. By

Definition 5.1, (iv), ψ=const and c€l = cp. Consequently, c€l = = c<w-1

= cp and p iχ, ',φim_l9 φp are linearly dependent. The proof is completed.

LEMMA 5.8. Let φu , pp, ft, , gp be functions as in Lemma 5.7 and

assume that

(13) φxgx + <p2g2 + \-φPgP = 0 .

Consider the partition of indices

{ 1 , 2 , . . . , p } = /1 U J , U ••• U i α

ί/iαί, /or any / e Ja and V e Ja/, ĉ  = cv if a — ά', and ct Φ ct, if a Φ af.

Then, for any a,

( i ) Σιez«?>i&Ξθ,

(ii) {φt; iela} are linearly dependent.

Proof. By (13), we have

(ψi o f~l)(g, o f-i) +... +(φpO γ^)(gp o γ>-*) = 0

for / = 1, 2, , p. Therefore,

det ((Vi o r>'*χgi o f-i); l£i,j£p) = 0.

By Lemma 5.7, {φt; iela} are linearly dependent for some a. This shows

that (ii) is a consequence of (i). To prove (i), it suffices to get an absurd

conclusion under the assumption that

Fa\ = Σ Ψigi & 0
iela

for any a. Take a reduced representation

Fa{z) = Σ Φi(z)gi(z) >
ieϊa

where ϊtt £ /α, φt e Φ and gt°γ = ciagi for some ία e Iα. Then, the identity

Σ Σ Ψ*gi = o
α=li€/α
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contradicts Lemma 5.7. We have thus Lemma 5.8.

LEMMA 5.9. Let <pί9 •• , p p e Φ andgί9 ,gp be meromorphicfunctions

on Cn such that gtoγ — c^ for some cteC and

ψlgl + ψ2g2 + * * + ψpgp = 0 .

If ψu -'' > ψP

 a r e linearly independent, then gί= = gp = 0 .

Proof. If gio ^ 0 for some iθ9 {ψt\ ct — cio} are linearly dependent by

Lemma 5.8. This contradicts the assumption. We have thus the conclu-

sion of Lemma 5.9.

Proof of Theorem 5.6. Take the partitions of indices

{1,2, . . . , p } = Λ U / 2 U ••• U / β

{1,2, ••-,«} = «/, Uc/2 U ••• U Jb

such that, for i e Ia9 ir e /„/, j e Jβ, jf e Jβ,, we have Ci = ct,9 dό — dy if a — a',

β = p, and ct Φ ct,9 d3 Φ dy if a Φ a\ β Φ β\ Define

which do not vanish by Definition 5.4, (i). Apply Lemma 5.8 to the identity

Σψifi -
i l

We see easily a — b and Fa = Ga (1 <̂  a <L a) after a suitable change of

indices. This gives (i) and (ii) of Theorem 5.6.

To prove (iii), we may assume a = b = 1 and so Cj = = cp = dλ

= . . . = dq. Since ψ19 , ψq are linearly independent, we can choose indi-

ces such that ψj, . . . , ψq9 φ19 -.., φr are linearly independent and

q r

(14) φt = Σ CijΨj + Σ dtjψj ( r + 1 = ^ = P) 9

where 0 ^ r < p and cij9 dtj e C. Then

Σ Ψi(ft - ,Σ+ 1

C^) - Σ Pi(Λ + < έ i * / * ) = o.

It follows from Lemma 5.9 that

8j= Σ tuft ( l ^ i ^ ^ ) ,
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fj+ 4 dt,ft = O tt^j^r).

We note here the case r ^ 1 is impossible because fu , fp are linearly

independent. Therefore, (14) becomes

ψi = Σ cυΨjΣ
The similar argument is available if we exchange the roles of //s and g/s.

We can conclude that p — q and C = (c^) is a regular matrix.

$6. Meromorphic functions with ^-invariant zeros and poles

In this section, γ denotes a biholomorphic map of Cn onto Cn itself

and Φ denotes a ^-admissible family. For non-zero meromorphic functions

gx and g2 on Cw, we mean by notation gx ^^ g2 that gjg2 is f

namely, gx o γhjg2 o ̂ °̂ = ^/^2 for some positive integer jf0.

THEOREM 6.1. Let <pu , ψv e Φ andgu ,gp be non-zero meromorphic

functions with vgi o γ = vgt. If

(15) ^ i^ + <p2g2 + + ?>p&, Ξ 0

0 /or any proper subset I of {1, 2, ,p}, then

For the proof, we give

LEMMA 6.2. Let <pί9 , <pp e Φ and gu , gp be meromorphic functions

such that ψi φ. 0, gt & 0 and vgioγ = vgi. If

(16) d e t ( ( Ψ t o r * iχgior'-*); i = l,2,...,p,j=ju. ,jp) = 0

for any j ί 9 j2, , ; p , ίΛβλi

Ai ^ ft. ^ ^ ft.» ^ ^ 2

and φtl9 , φim are linearly dependent over C for some indices iu , im with

Proof. We prove this by induction on p. If p = 2, we have
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This is reduced to a constant c because the left side is in Φ and the right

side is in H* by the assumption. Therefore,

φ2oγ ψ2

And, ψjφ2 = const and c = 1 by virtue of Definition 5.1, (iv). This implies

the f-invariance of ft/ft.

Suppose that Lemma 6.2 is true in the case <L p — 1. Changing indi-

ces, we may assume that

(a) if r + 1 ^ ι\ < ί2 ^ p, then giχ o p'/ft. ° r ' == ^ft^ft, for some positive

integer j and a constant c,

(β) if 1 ^ h <L r and r + 1 <; i2 ^ P, then there is no constant c with

such a property for any j .

Moreover, replacing γ3 by γ, we may take j = 1 in (or). On the other

hand, (16) remains valid if we divide the j-th column of the matrix

(kψioγ^Xgioγ'-Ύ, i = l, 2, , P , j = l, 2,. •)

by gpoγ3'1. Replacing gjgp by ft, we may assume that gp = 1 and so

£r+i> * * >gP satisfies gtoγ = c*ft for some ct. Define

for any i = 1, 2, , p and j — 1, 2, . Then, Λi>; = const for any j if r + 1

<I i ^ p. Moreover, hi3ljhiH ^ const if 1 ^ ί ^ r and Ί < j 2 . For, if not,

gi°yH~H\gi = const, which contradicts the above condition (β). Divide the

i-th row of (16) by gt. We have then

d e t ^ o ^ - 1 ) ^ ; i = 1, 2, . ,p, 7 = 7 , , . . .,7P) = 0

for any j u , j p .

We now assume that the conclusion of Lemma 6.2 is false, namely,

Φti9 '' '>ψim a r e linearly independent whenever

Give a positive integer j arbitrarily and define

J*+i' = h J*+J = 27, , 7*: = (p - r) ; .

And, apply Lemma 5.7 to γj, φt o j ^ and ft o ̂  (r + 1 ^ i <Ξ; p) instead of 7-̂

p< and ft respectively. As its consequence, we see
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det((9ior^)(gior^); i = r + 1, .. .,p, k = 1, .. ,p - r) E£ 0,

whence

( ( ^ - ^ ; i = r + 1, ,p, j = j * + 1 , .. . , # ) E£ 0.

This shows that a matrix ^ = ( ( ^ o ^ " % j ) satisfies all assumptions of
Lemma 3.2. We can conclude

det {{Ψi o r'-0(& o r ' -*) ; i = 1, 2, . . . , r, = j u .. ,;r) = 0

for any j19 , j r On the other hand, by the assumption the conclusion
of Lemma 5.7 does not occur. This is a contradiction. We have thus
Lemma 6.2.

Proof of Theorem 6.1. According to (15), we have

fa r'-'Xft or'-1) + + fo r'-'X& r'-1) = o
for any j = 1, 2, . Therefore,

det((9iof-')(giof-'); ί = 1, . . .,p, y = ;,, . . .,;p) = 0

for any jΊ, -,jp. E p = 2, the desired conclusion is a direct result of
Lemma 6.2. Now, suppose that Theorem 6.1 is true in the case ^ p — 1
and false in the case p. Changing indices, we may assume

gr+.i ^y gr+2 r^ * ^Y Sp π^ Si

and φr+ί9 ,<pp are linearly dependent over C by the help of Lemma 6.2,
where 1 ^ r < p. Replacing gigp1 by gt and γj by γ for a suitable positive
integer j9 each gt with r + 1 5g ί ^ p may be assumed to be ^-invariant.
Moreover, we may write

ψp = Cr + iψr + 1 + ' + Cp-lψp-l

with some constants cr+1, , cp_1# Define

Then, gr+1, -,&,_! are ^-invariant and (15) is rewritten as

Take a subset / of {1, 2, , p — 1} which is minimal among subsets with
the property that lei and
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(17) Σ
iei

By the assumption, / ζL {1, 2, , r) and so I contains some i0 in {r + 1,

p — 1}. Since #/ ^ p — 1, we can conclude form (17)

by the induction hypothesis. This is a contradiction. Theorem 6.1 is true

in the case p too. Consequently, we have Theorem 6.1.

COROLLARY 6.3. Let φί9 , φp be non-zero functions in Φ and gu , gp

non-zero meromorphic functions on Cn with vgi°γ = vgi satisfying

ψigi + ψίgi + * + ψpgp = 0

Then, there exists a partition of indices

{ 1 , 2 , • . . , p } = /1 U /, U .-• U l a

such that, for any a,

Σ ψigi = o

and gi s-^ gv if ί, V e Ia.

Proof. It suffices to take a partition

{1,2, . . . ,p} = I1 U ..- U la

such that, for any a, Σ ί € j« ψigi = ° and Σte/'β ψiSt & ° whenever Γa Q Ia.

By Theorem 6.1, we see easily gt s^s gv for any ί, V e /„.

§ 7. Generalizations of Urabe-Yang's results

In this section, we restrict ourselves to the study of meromorphic func-

tions on C. As in §§ 2 and 3 we denote by Φo the set of all meromorphic

functions of order less than one. We consider a biholomorphic functions

of order less than one. We consider a biholomorphic map yω\ C->C de-

fined by γω(z) = z + ω for a constant ω e C*.

We first give the following generalization of a result in [12].

Let us consider meromorphic functions

V

F = ψo + Σ ψifi
(18)

G: = ψ0 + j
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satisfying the conditions:

( i ) φ09φu -, φp, fo, Ψi, , ψ g e Φ 0 and /i, , fp, gu -',gq are non-

zero holomorphic functions on C such that ft o γωi = /f and ̂  o 7-̂  = g5 for

some a)!, ω2 e C*,

(ii) (18) are both reduced representations when they are regarded as

meromorphic functions of (γωi, Φo)- and (γm, Φ0)-semi-invariant type respec-

tively,

(iii) ψ0 does not belong to the set {<pί9 ψ,, , ψq}c of all linear com-

binations of φi9 ψj, ., ψq with constant coefficients for any ί = 1, 2, ,p,

(iv) min {v909 vφi> , ι>9p} = min {v̂ 0, y+1, , v+q}.

THEOREM 7.1. If vF — vG is of order less than one, then ωjω2 is a

rational number and F(z) = cG(z) for some ceC*.

Remark. In the special case where p = q = 1 and ψj = ψx = 1, Theo-

rem 7.1 is Theorem 1 in [12].

For the proof of Theorem 7.1, we need

LEMMA 7.2. Let φu ,φP9 ψί , ,ψqeΦ0 and fl9 - ,fp, gu --,gq be

holomorphic functions on C such that ft o γωχ = ft and gj © γω2 = g. for some

ωu ω2 e C*. If

Σ Ψifi =
l

Σ
l

is λioί of order less than one, then ωjω2 is a rational number.

Proof. It may be assumed that Σ?=i ψifi a n ( i Σy-i ΨJSJ
 a r e both re-

duced representations of F(z) when they are regarded as meromorphic func-

tions of (γωi, ΦQ)- and (γω2, Φ0)-semi-invariant type.

We first study the case q = 1. Without loss of generality, we may

assume ψ j Ξ l and so Foγω2 = F. We have then

(19) Σ (ψi ° rJifi ° rJ = Σ ψiU
i l i l

We note that ft and fi°γω2 are ^^j-invariant. We can regard both sides

of (19) as reduced representations of a meromorphic function of (γωi, Φo)-

semi-invariant type. By the help of Theorem 5.6, (iii), we can find a regular

matrix C = (c^) such that
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(20) ψi{z + ω2) = Σ cijΨj{z)

Then, by the classical theorem of Jordan, if we take a regular linear trans-

formation

ψk = Σ ruψί
£ = 1

suitably, (20) is reduced to the relations

φt(z + ω2) = Σ
such that Jl,: = du Φ 0, e<: = dii+1 is equal either to 0 or to 1, and dtj = 0

if i ^> i + 1 or 7 > ί + 1, where ^ = ^ i + 1 if εt = 1. Particularly, we see

^,(2 + ω2) = ^p^p. As is shown in Example 5.2, 2°, it follows that ψp = const

and ^p = 1. If εt = 0 for some i (1 <̂  ι ^ p — 1), we see also ^(2 + ω2) =

^ί^(0) and hence φi = const. This is a contradiction because 9,, , φp are

linearly independent. Therefore, et = = $p_1 = 1 and so ^ = λ2 = . .

= λp — 1. Define

Then,

Λ(«) = Σ dtJft(z + ω2) .

In particular, fλ{z) = ^(2; + α>2) and /2(2;) = f2(z + ω2) + ^(^ + α>2). Now,

assume that ωjω2 is not a rational number. Since fx{z) is a periodic

holomorphic function with period ωx and simultaneously ω2, it must be a

constant. Then,

Uz) = AX̂  + ^2).

f'2 is also periodic with period ωx and ω2. Hence, %{z) = const = : c. We

can write

f2(z) = cz + d,

where d e C . On the other hand, f2(z + ω^ = f2(z). We conclude c = 0 and

so ^(2) Ξ const. This is absurd because fu -,fp are linearly independent.

Consequently, ωjω2 is a rational number.
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Now, we shall prove Lemma 7.2 in the general case. By the assump-

tion,

Σ φι(z + kω2)fi(z + kω2) = Σ ψj(z + kω2)gj(z)

for any k — 0,1, 2, . Since ψl9 , ψg are assumed to be linearly inde-

pendent, we have

det (ψj(z + (k- l)ω2); 1 ^ j , k ^ q) ^ 0

as a result of Lemma 5.7. Choosing χ{k e Φo suitably, we get

Since g/2) and ft(z + (k — ϊ)ω2) axe periodic with period ω2 and ωγ re-

spectively, by applying Lemma 7.2 with q = 1, we conclude that ωjω2 is a

rational number.

Proof of Theorem 7.1. By the assumption, we can write

(21) F(z) =

with ft e H* and 9 e Φo Substituting z + kωx for z in this identity, for

each k — 0,1, , p we have

<po(z + kω,) + Σ φi(z + kωjfiiz)
i = l

= /ι(2: + ^cϋ^^ί^ + kωJiψoiz + /Jcϋi) + Σ ΨX^ + ^d§j(z + kωι)) »

both sides of which we denote by χk(z). Eliminating fl9 , fp9 we obtain

Φ(z): = det (φo(z + kωx), ψi(z + kωx), , <pp(z + kωj; 0 ^ k £ p)

= det (χk(z), ψ^z + kωx\ , φp(z + fe»i); 0 ^ k ^ p) ,

the right side of which we may rewrite

*(«) = Σ Φu(z)h{z + kωί)ge(z + kωt)

where g0 = 1 and ^ e Φo Since φ09 φl9 , φp are linearly independent, Φ(z)

^ 0 by Lemma 5.7. Then, as is easily seen by Corollary 6.3, we can find

some k0 and So such that 1 ^^ h(z + kQω^geJiz + koω^)9 and so h(z +

ko<0ι)g£o(z+ko<0i) is periodic with period j0ω2 for a positive integer j 0 . There-

fore, h(z) itself is periodic with period j0ω2. In view of (21) and Lemma
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7.2, we can conclude that ωjω2 is a rational number. Then, fi9 gj and h

axe all periodic with period ω: — kxωx = k2ω2 for some non-zero integers ku

k2. We may regard both sides of the identity

ψo+ Σ ψifi = φΨoh + Σ φψjhgj

as two reduced representations of a meromorphic function F(z) of (7 ,̂ Φo)-

semi-invariant type. According to Theorem 5.6, (iii), p = q and there is

a regular matrix C = (cί5) such that

(22) ψ i Σ
.7=0

(23) gjh ±
ί=0

where fo = go= 1.

We now take a function χeΦ0 such that

ι>χ = min (i/,β, . . ,v f |) = min (

by the use of (2.7). Changing x<pt and χψj by p, and ψy respectively, we

may assume that <p0> , φp9 ψ0, , ψq are all holomorphic and

(24) {po = = φP = 0} = {ψ0 = = ψq = 0} = φ .

We next write ^ = j8/α with holomorphic functions α, βeΦ0 which have no

common zero. Then, (22) becomes

<xψι = Σ
3

If β φ. const, β has a zero zoeC because of (2.7). Then, a(zo)<pi(zo) = 0 for

any / and so a(z0) = 0 by (24), which is absurd. We conclude β = const.

Similarly, we see a = const. We may assume ψ = 1. In (22), if c ί0 # 0 for

some i with 1 <̂  i ?g p, then ψ0 e {φi9 ψu , ψ p} c which contradicts the

assumption (iii). So, cί0 = 0 for i = 1,2, , p. We conclude from (23)

Λ = goh = c00 = const.

This shows Theorem 7.1.

Let us consider two entire functions

F = Σ Ψifi

σ = Σ Ψ& >
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where φί9 , φp9 ψj, , ψq are entire functions of order less than one,

and fl9 - ,/ p and gu -9gq are periodic entire functions with period ωx

and ω2 respectively.

COROLLARY 7.3. Assume that {z9 φl9 , ψp}9 {z9 ψί9 - 9 ψ J , {1, /„ ,/,}

and {1, gl9 , gq} are all linearly independent, and z £ {φi9 ψί9 , ψ j c , 2:6

{ψj, ψι, > ^}c /or αλiy i, j . 7/ £/&e sete 0/ all fixed points of F(z) and G(z)

coincide with each other except a divisor of order less than one9 then ωjω2

is a rational number and F(z) = G(z).

Proof. Define F(z) = z - F(z) and G(z) = z - G(z). If we set <po(z) =

ψQ(z) = z9 they satisfy obviously the conditions (i) ~ (iii). Moreover, (iv)

is also satisfied. Because, if φ is a non-constant entire function of order

less than one such that vz ^ vψ, then we have necessarily φ(z) = cz for

some ceC*. On the other hand, the assumption implies that vp — vQ is

of order less than one. Therefore, by Theorem 7.1, ωjω2 is a rational

number and there is a constant c such that

ωf -c(z-T

so that

( c -

Both sides are regarded as reduced representations of a meromorphic func-

tion of (γω9 Φ0)-semi-invariant type for some ω e C * , By Theorem 5.6, we

have easily c = 1. This gives Corollary 7.3.
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