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A, N. Stokes

It is shown that for a solution of a Riccati equation with polynomial coefficients an expansion can be constructed as a Stieltjes continued fraction, with coefficients given by a recurrence relation, which is in general non-linear. Particular expansions associated with hypergeometric and confluent hypergeometric equations are given, and are shown to have a uniquely simple form.

## Introduction

Observations about continued fraction solutions of equations of Riccati type go back to Euler [2]. Some developments in more recent times are due to Fair [3], Khovanskii [4], and Merkes and Scott [5]. This paper treats Riccati equations of the form

$$
\begin{equation*}
x A(x) y^{\prime}=x B(x)+C(x) y+D(x) y^{2} \tag{1}
\end{equation*}
$$

where $A(x), B(x), C(x)$ and $D(x)$ are polynomials. It is shown that solutions of (1) have continued fraction expansions about zero of the form

$$
y=\frac{\alpha_{0}}{\frac{\frac{1}{1+\alpha_{2} x}}{\frac{1+\ldots}{1+\ldots}}}
$$

```
or possibly
```
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$$
y=\frac{\alpha_{0} x}{1+\alpha_{1} x} \frac{\frac{1+\alpha_{2} x}{1+\ldots}}{\frac{1}{1+\ldots}}
$$

where the coefficients $\alpha_{0}, \alpha_{1}, \ldots$ are generated by a recurrence relation, which is of finite order, but in general non-linear.

Of course, it is possible to form similar expansions about points other than zero. The theory given here can be used simply by transforming (1) so that the expansion is about zero.

## Invariance under bilinear transformation

Consider the standard form

$$
\begin{equation*}
R_{i}\left(Z_{i}\right)=x A_{i} Z_{i}^{\prime}+B_{i}+C_{i} Z_{i}+x D_{i} Z_{i}^{2}=0 \tag{2}
\end{equation*}
$$

where $A_{i}, B_{i}, C_{i}, D_{i}$ are polynomials in $x$. Let $a_{i}, b_{i}, c_{i}, d_{i}$ be their respective orders.

Let a new function $Z_{i+1}(x)$ be given by

$$
\begin{equation*}
z_{i}=\frac{\alpha_{i}}{1+x z_{i+1}} \tag{3}
\end{equation*}
$$

where $\alpha_{i}=-B_{i}(0) / C_{i}(0)$. Then by substitution,

$$
\alpha_{i} A_{i} x\left(x z_{i+1}^{\prime}\right)=\left(B_{i}+\alpha_{i} C_{i}+\alpha_{i}^{2} x D_{i}\right)+z_{i+1} x\left(\alpha_{i} C_{i}+2 B_{i}-\alpha_{i} A_{i}\right)+z_{i+1}^{2} x^{2} B_{i}
$$

This equation can be divided by $x \alpha_{i}$ and then $Z_{i+1}$ is seen to satisfy the new Riccati equation

$$
R_{i+1}\left(z_{i+1}\right)=0
$$

where
(4)

$$
\left\{\begin{array}{l}
A_{i+1}=-A_{i} \\
B_{i+1}=\left(\left(B_{i} / \alpha_{i}\right)+C_{i}+\alpha_{i} x D_{i}\right) / x, \\
C_{i+1}=\left(C_{i}+\left(2 B_{i} / \alpha_{i}\right)-A_{i}\right), \\
D_{i+1}=B_{i} / \alpha_{i}
\end{array}\right.
$$

The coefficient $\alpha_{i}$ has been chosen to ensure that $B_{i+1}$ is a polynomial.

Let $M_{i}$ be defined for each $i$ as the maximum of the orders of the polynomials $A_{i}, B_{i}, C_{i}, D_{i}$. Then it is clear from (4) that

$$
M_{i+1} \leq M_{i} .
$$

Suppose that a Riccati equation

$$
\begin{equation*}
R_{0}\left(z_{0}\right)=0 \tag{5}
\end{equation*}
$$

has been given, in the standard form (2) with $i=0$, and the transformation (3) is applied repeatedly with $i=0,1,2, \ldots$. Then a sequence $\left\{\alpha_{i} ; i=0,1,2, \ldots\right\}$ is generated which, from the form of (3), is clearly the set of coefficients for a continued fraction expansion of a solution $Z_{0}(x)$ of (5), which is regular at $x=0$. The equation (5) is singular, and $Z_{0}(x)$ is unique.

The relations (4) give recursively the coefficients of the four polynomials $A_{i+1}, B_{i+1}, C_{i+1}$ and $D_{i+1}$ from those of $A_{i}, B_{i}, C_{i}$ and $D_{i}$. Since $M_{i} \leq M_{i-1} \leq \ldots \leq M_{0}$ for each $i=1,2, \ldots$, there are not more than $4\left(M_{0}+1\right)$ such coefficients for each $i$. Then (4), with $i=0,1,2, \ldots$, constitutes a true recurrence relation of order not more than $4\left(M_{0}+1\right)$. It is nonlinear because of the occurrence of the ratio $\alpha_{i}=-B_{i}(0) / C_{i}(0)$.

## Some special relations

Let $A_{i, m}$ denote the $m$ th coefficient of the polynomial $A_{i}$. Then

$$
\alpha_{i}=-B_{i, 0} / C_{i, 0}
$$

From (4), $A_{i}=(-1)^{i} A_{0}$, so $A_{i, 0}=(-1)^{i} A_{0,0}$, and

$$
\begin{aligned}
C_{i+1,0} & =C_{i, 0}-A_{i, 0}-2 B_{i, 0}\left(C_{i, 0} / B_{i, 0}\right) \\
& =-C_{i, 0}-(-1)^{i} A_{0,0}
\end{aligned}
$$

Therefore $(-1)^{i+1} C_{i+1,0}=(-1)^{i} C_{i, 0}+A_{0,0}$; that is

$$
\begin{equation*}
(-1)^{i} C_{i, 0}=c_{0,0}+i A_{0,0} \tag{6}
\end{equation*}
$$

In the cases where

$$
b_{i}=d_{i}=c_{i}-1=M-1 \geq a_{i}-1, i=0,1, \ldots,
$$ then

$$
\begin{aligned}
c_{i+1, M} & =c_{i, M}-\left(A_{0, M} \sum_{j=1}^{i}(-1)^{j}\right) \\
& =c_{0, M}-(-1)^{i} A_{0, M}
\end{aligned}
$$

So

$$
\begin{equation*}
c_{i, M}=C_{0, M}+\sigma_{i} A_{0, M} \tag{7}
\end{equation*}
$$

where $\sigma_{i}=\left(1-(-1)^{i}\right) / 2$. Further,

$$
\begin{equation*}
D_{i+1,0}=-B_{i, 0}\left(C_{i, 0} / B_{i, 0}\right)=-C_{i, 0} \tag{8}
\end{equation*}
$$

## Particular cases

1. The simplest case of interest has $c_{i}=1, a_{i}=b_{i}=d_{i}=0$. This is the Riccati equation

$$
\begin{equation*}
x\left(z_{0}^{\prime}+z_{0}^{2}\right)+(b-x) z_{0}-a=0 \tag{9}
\end{equation*}
$$

derived from the confluent hypergeometric equation

$$
x y^{\prime \prime}+(b-x) y^{\prime}-a y=0
$$

by letting

$$
z_{0}=y^{\prime} / y .
$$

Then, from (7), $c_{i, 1}=c_{0,1}=-1, i=1,2, \ldots$ and, from (6),

$$
\begin{aligned}
(-1)^{i} C_{i, 0} & =c_{0,0}+i A_{0,0} \\
& =b+i, \quad i=1,2, \ldots .
\end{aligned}
$$

Then

$$
\begin{aligned}
B_{i+1,0} & =c_{i, 1}+\alpha_{i} C_{i, 0}, i=0,1,2, \ldots, \\
& =c_{i, 1}-\left(B_{i, 0} / C_{i, 0}\right) c_{i-1,0} \text { from (8). }
\end{aligned}
$$

So

$$
\begin{aligned}
B_{i+1,0} C_{i, 0} & =C_{i, 0} C_{i, 1}+B_{i, 0} C_{i-1,0} \\
& =C_{i, 0} C_{i, 1}+C_{i-1,0} C_{i-1,1}+\ldots+C_{1,0} C_{1,1}+B_{1,0} C_{0,0} \\
& =\sum_{j=0}^{i} C_{i, 0} C_{i, 1}+\alpha_{0} D_{0,0} C_{0,0} \\
& =-\sum_{j=0}^{i}(-1)^{i}(b+i)+(a / b) \cdot b \\
& =\left(a-\frac{3}{4}-(b / 2)+(-1)^{i}(((2 i-1) / 4)+(b / 2))\right) /(b+i)(-1)^{i}
\end{aligned}
$$

Then

$$
\alpha_{i}=-\left(B_{i, 0} / C_{i, 0}\right)=\left(a+\frac{3}{4}-(b / 2)+(-1)^{i}(((2 i-1) / 4)+(b / 2))\right) /(b+i)(b+i-1)
$$

This gives the continued fraction expansion for $M^{\prime}(a, b, x) / M(a, b, x)$ about zero. Replacing $x$ by $1 / x$ in (9) gives

$$
-x z_{0}^{\prime}+z_{0}^{2} / x+(b-(1 / x)) z_{0}-a=0
$$

and, setting $x^{2} z_{0}=w-a x$,

$$
-x^{2} w^{\prime}+w^{2}+((b-2 a) x-1) w-a(b-a-1)=0
$$

In this case $A_{0,0}=0$, so $(-1)^{i} C_{i, 0}=C_{0,0}=1$ while $c_{i, 1}=C_{0,1}-\sigma_{i} A_{0,1}$ where $\sigma_{i}=\left(1-(-1)^{i}\right) / 2$. Then

$$
\begin{aligned}
B_{i, 0} C_{i-1,0} & =\sum_{j=0}^{i-1} C_{j, 0} C_{j, 1}-D_{0,0} B_{0,0} \\
& =\sigma_{i-1} C_{0,1}-\left(\left(i+\sigma_{i}\right) / 2\right) A_{0,1}+a(b-a-1), \\
B_{i, 0} & =(-1)^{i}\left[\left(\left(i+\sigma_{i}\right) / 2\right)-\sigma_{i-1}(2 a-b)-a(b-a-1)\right]
\end{aligned}
$$

and

$$
\alpha_{i}=-\left(B_{i, 0} / C_{i, 0}\right)=-\left[\left(\left(i+\sigma_{i}\right) / 2\right)-\sigma_{i-1}(2 a-b)+a(b-a-1)\right]
$$

This gives coefficients for the continued fraction expansion about $\infty$ for

$$
\begin{aligned}
x^{-a}\left(x^{a} U(a, b, x)\right)^{\prime} / U(a, b, x) & =a / x+U^{\prime}(a, b, x) / U(a, b, x) \\
& =a((1 / x)-(U(a+1, b+1, x) / U(a, b, x)))
\end{aligned}
$$

It appears to be new in the literature.
II. The next simple case has $a_{i}=c_{i}=1, b_{i}=d_{i}=0$. The Riccati equation can be represented as

$$
\begin{equation*}
x(1-x) z_{0}^{\prime}+a x z_{0}^{2}+c+(a-b) x z_{0}+c-b=0 \tag{10}
\end{equation*}
$$

where the notation has been chosen to be consistent with that for hypergeometric functions. The solution of (10) regular at $x=0$ is

$$
Z_{0}=((b-c) / c)(F(a+1, b ; c+1 ; x) / F(a, b ; c ; x))
$$

The new relations for the coefficients of $C_{i}(x)$ are

$$
\begin{aligned}
(-1)^{i} c_{i, 0} & =c_{0,0}+i A_{0,0} \\
& =c+i \text { from }(6)
\end{aligned}
$$

and

$$
c_{i, 1}=a-b-\sigma_{i} \quad \text { from }(7)
$$

Then once again

$$
\begin{aligned}
B_{i, 0} C_{i-1} & , 0 \\
& =\sum_{j=0}^{i-1} c_{j, 0} C_{j, 1}-D_{0,0} B_{0,0} \\
& =(b-a)\left[\left((i / 2)-\frac{7}{4}\right)(-1)^{i}+\frac{1}{4}\right]-c(a-b) \sigma_{i-1}+\left(\left(i-\sigma_{i}\right) / 2\right) c+\left(\left(i-\sigma_{i}\right) / 2\right)^{2}+a(c-b) \\
& =\left((i / 2)+b+\sigma_{i}\left(a-b-\frac{7}{2}\right)\left((i / 2)+c-a+\sigma_{i}\left(a-b-\frac{3}{2}\right)\right)\right) .
\end{aligned}
$$

So

$$
\alpha_{i}=-B_{i, 0} / C_{i, 0}=\frac{\left((i / 2)+c+\sigma_{i}\left(a-b-\frac{1}{2}\right)\right)\left((i / 2)+c-a+\sigma_{i}\left(a-b-\frac{1}{2}\right)\right)}{(c+i)(c+i-1)} .
$$

This is the Gauss continued fraction of the hypergeometric function.

## Conclusion

The special cases studied here include almost all known continued fractions with coefficients given by explicit expressions. They include, for example, all those given in [1].

The above algebra shows that there is a natural association between Riccati equations and continued fractions, corresponding to that between linear differential equations and power series. In each case the equation determines a recurrence relation for the coefficients.
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