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#### Abstract

We consider an artin algebra $A$ and its crossed product algebra $A_{\alpha} \#_{\sigma} G$, where $G$ is a finite group with its order invertible in $A$. Then, we prove that $A$ is a tilted algebra if and only if so is $A_{\alpha} \#_{\sigma} G$.
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1. Introduction. Let $K$ be a commutative artin ring. A $K$-algebra $A$ is a ring $A$ together with a ring homomorphism $K \longrightarrow A$ whose image is contained in the centre $Z(A)$ of $A$. We say that $A$ is an artin $K$-algebra, or artin algebra for short, if $A$ is finitely generated as a $K$-module.

Let $A$ be an artin algebra, and $G$ a finite group. By an action of $G$ on $A$, we mean a group homomorphism $\sigma: G \longrightarrow \operatorname{Aut}(A)$, where $\operatorname{Aut}(A)$ is the group of all automorphisms of $A$. If a finite group $G$ acts on an artin algebra $A$ such that the order $|G|$ is invertible in $A$, and $\alpha: G \times G \longrightarrow U(A) \bigcap Z(A)$ is a 2-cocycle map in the sense of Section 2, where $U(A)$ is the group of the units of $A$, we can form the crossed product algebra $A_{\alpha} \#_{\sigma} G$ with respect to $A$ and $G$ (see Section 2). A result in [12] has attracted our attention, which stated that: let $A$ be an artin algebra and $G$ a finite group acting on $A$ with the order $|G|$ invertible in $A$, and $\alpha: G \times G \longrightarrow U(A) \bigcap Z(A)$ a 2-cocycle map. Then, $A$ is a representation-finite tilted algebra if and only if so is $A_{\alpha} \#_{\sigma} G[\mathbf{1 2}$, Theorem 4.6].

Here, an artin algebra $A$ is said to be tilted provided that there exists a hereditary artin algebra $R$ and a tilting $R$-module $T$ such that $A=\operatorname{End}_{R}(T)$ (see [7] and [13]); and $A$ is said to be representation-finite if the number of the isomorphism classes of indecomposable modules in $\bmod A$ is finite.

The aim of this paper is to generalize the original result of Reiten and Riedtmann [12, Theorem 4.6] without the restriction on the representation type. The main result is the following theorem.

Theorem 1.1. Let A be an artin algebra, $G$ a finite group whose order $|G|$ is invertible in $A, \sigma: G \longrightarrow \operatorname{Aut}(A)$ a group homomorphism, and $\alpha: G \times G \longrightarrow U(A) \bigcap Z(A)$ a 2cocycle map. Then, $A$ is a tilted algebra if and only if so is $A_{\alpha} \#_{\sigma} G$.

We mention that the problem would be different from representation-finite tilted algebras when ones consider representation-infinite titled algebras. Since a

[^0]representation-finite artin algebra has only one component, while a representationinfinite artin algebra is not the case.

The main idea of the proof of Theorem 1.1 is applying the criterion of tilted algebras (see [8, Theorem 1.6] and [15, Theorem 3]) to find a generalized standard component with a faithful section for $A * G$ (or $A$ ) when $A$ (or $A * G$ ) is supposed to be tilted. While the proof of [12, Theorem 4.6] is based on finding a stable section under the action of $G$ on $\bmod A$ by using all the projective modules.

Let us fix the notations and conventions of this paper. For an artin algebra $A$, we always assume that $A$ is connected. By a module, we always mean a finitely generated right module. The category of all finitely generated right $A$-modules is denoted by $\bmod A . \tau_{A}$ is the Auslander-Reiten translation of $\bmod A$, and $\Gamma(\bmod A)$ denotes the Auslander-Reiten quiver of $A$. When no possible confusion will occur, we do not distinguish between an indecomposable module $M$ in $\bmod A$ and the corresponding vertex $[M]$ in $\Gamma(\bmod A) . \operatorname{Aut}(A)$ denotes the group of all automorphisms of $A, U(A)$ denotes the group of the units of $A$, and $Z(A)$ is the centre of $A$. We denote by $\operatorname{add}(M)$ the full subcategory of $\bmod A$ consisting of all summands of a direct sum of copies of a module $M$. For all unexplained notions and notations, see $[\mathbf{1 , 2 , 6}, \mathbf{1 1}]$ and $[\mathbf{1 4 ]}$. The reader is also referred to the recent papers $[\mathbf{3}, 4]$ and $[\mathbf{1 7}]$ for a discussion of representation theory problems over crossed product algebras and twisted group algebras.
2. Preliminaries. In this paper, we follow the construction of crossed product algebras in [12]. The classical definition of a crossed product is introduced in [11, Section 14.1] and [6, Chapter 3, Section 28]. A more generalized definition of crossed product algebras can be found in [10, Chapter 1, 1.4].

Let $A$ be an artin algebra, $G$ a finite group acting on $A$, that is, there is a group homomorphism $\sigma: G \longrightarrow \operatorname{Aut}(A)$. Following [11, Section 14.1], a map $\alpha: G \times G \longrightarrow$ $U(A) \bigcap Z(A)$ is defined to be a 2-cocycle if the following two conditions are satisfied:
(1) $\alpha(x, y) \alpha(x y, z)={ }^{x} \alpha(y, z) \alpha(x, y z)$ for all $x, y, z \in G$;
(2) $\alpha\left(x, 1_{G}\right)=1_{A}=\alpha\left(1_{G}, x\right)$ for $x \in G$, and $1_{G}$ the identity of $G$,
where we have denoted the action $\sigma(x)(a)$ by ${ }^{x} a$ for $x \in G, a \in A$. The crossed product algebra $A_{\alpha} \#_{\sigma} G$ is defined to be the free left $A$-module $\bigoplus_{x \in G} A x$ with the basis $G$, and the multiplication is defined by

$$
(a x)(b y)=a^{x} b \alpha(x, y) x y
$$

for $a, b \in A$ and $x, y \in G$.
The crossed product algebra $A_{\alpha} \#_{\sigma} G$ is still an artin algebra. Usually, we denote the identity elements $1_{A}$ of $A$ and $1_{G}$ of $G$ by 1 if there is no confusion. If $\alpha: G \times G \longrightarrow$ $U(A)$ is the trivial map, that is, $\alpha(x, y)=1_{A}$ for all $x, y \in G$, then we have a special kind of crossed product algebra construction, which is called skew group algebra, and denote by $A G$ instead of $A_{\alpha} \#_{\sigma} G$.

For the convenience of the reader, we collect some basic facts about $\bmod A$ and $\bmod A_{\alpha} \#_{\sigma} G$. We mention here that there is a slight difference between the results we recall in this section and the ones in [12], since we deal with the right modules, while the results in [12] are stated in the left module version.

Let $A$ be an artin algebra, $G$ a finite group acting on $A$ with the order $|G|$ invertible in $A$. Then, the action $\sigma$ induces a right action of $G$ on $\bmod A$, that is, there is a group homomorphism from $G^{o p}$ to the group of all autofunctors of $\bmod A$ (compare [12, Section 1, 1.5]). We give an explicit description for the action of an element $x$ on $A$-modules and $A$-module homomorphisms.

For an element $x \in G$ and a right $A$-module $M$, define the action of $x$ on $M$ to be the right $A$-module ${ }^{x} M$ such that ${ }^{x} M=M$ as a $K$-module, and the right $A$ multiplication is given by $m \cdot a=m^{x} a$ for $m \in M$ and $a \in A$. Let $f: M \longrightarrow N$ be an $A$-module homomorphism, ${ }^{x} f:{ }^{x} M \longrightarrow{ }^{x} N$ is defined by ${ }^{x} f(m)=f(m)$ for $m \in{ }^{x} M$.

From now on, we fix a group homomorphism $\sigma: G \longrightarrow \operatorname{Aut}(A)$ and a 2-cocycle map $\alpha: G \times G \longrightarrow U(A) \bigcap Z(A)$, and we set

$$
B=A_{\alpha} \#_{\sigma} G
$$

There is a natural algebra monomorphism $i: A \longrightarrow B$ by assigning that $i(a)=$ $a 1_{G}$ with $1_{G}$ the identity of $G$. Then, we have two induced exact functors, the tensor functor $F=-\bigotimes_{A} B: \bmod A \longrightarrow \bmod B$ and the restriction functor $H=$ $\operatorname{Hom}_{B}(B,-): \bmod B \longrightarrow \bmod A$, we list some properties related to these two functors for later use.

Lemma 2.1. Keep the notations as above. Then, we have the following.
(1) $(F, H)$ and $(H, F)$ are two adjoint pairs of exact functors.
(2) For the adjoint pair $(F, H)$, the unit $\eta: 1_{\bmod A} \longrightarrow H F$ is a split monomorphism and the counit $\varepsilon: F H \longrightarrow 1_{\bmod B}$ is a split epimorphism.
(3) For the adjoint pair $(H, F)$, the unit $\eta^{\prime}: 1_{\bmod B} \longrightarrow F H$ is a split monomorphism and the counit $\varepsilon^{\prime}: H F \longrightarrow 1_{\bmod A}$ is a split epimorphism.
(4) Let $M$ be an indecomposable right $A$-module, then $\operatorname{HF}(M) \simeq \bigoplus_{x \in G}{ }^{x} M$.
(5) Let $M$ and $N$ be two indecomposable right $A$-modules, then $F M \simeq F N$ if and only if $M \simeq{ }^{x} N$ for some $x \in G$.

Proof. We refer to [12, Section 1, 1.1 and 1.8].
Lemma 2.2.
(1) Let $M$ and $N$ be two A-modules. Then, $f: M \longrightarrow N$ is monic (or epic) if and only if so is $F f: F M \longrightarrow F N$.
(2) Let $V$ and $W$ be two $B$-modules. Then, $f: V \longrightarrow W$ is monic (or epic) if and only if so is $H f: H V \longrightarrow H W$.

Proof. We only prove (1), the proof of (2) is similar. Suppose that $f: M \longrightarrow N$ is monic (or epic), then so is $F f$ since $F$ is an exact functor. Now assume that $F f: F M \longrightarrow$ $F N$ is monic. It follows that $H F(f)$ is also monic from the exactness of $H$. We show that $f: M \longrightarrow N$ is monic. Notice that $\eta: 1_{\bmod A} \longrightarrow H F$ is a split monomorphism by Lemma 2.1(2), then by the naturality of $\eta$ we have that $\eta_{N} f=H F(f) \eta_{M}$ is monic, and hence $f: M \longrightarrow N$ is monic. The proof of the epimorphism case can be proved similarly by using the split epimorphism $\varepsilon^{\prime}: H F \longrightarrow 1_{\bmod A}$ from Lemma 2.1(3). We have completed the proof.

Let us recall the notions of almost split morphisms and almost split sequences. Let $A$ be an artin algebra, and let $M, N, L$ be modules in $\bmod A$. An $A$-module homomorphism $g: M \longrightarrow N$ is called right almost split if $g$ is not a retraction, and if every $A$-module homomorphism $L \longrightarrow N$, which is not a retraction, can factor through $g$. An $A$-module homomorphism $g: M \longrightarrow N$ is called right minimal if every endomorphism $u: M \longrightarrow M$ such that $g u=g$ is an automorphism. An $A$-module homomorphism $f: M \longrightarrow N$ is called right minimal almost split if it is both right almost split and right minimal. Left almost split morphisms, left minimal morphisms
and left minimal almost split morphisms are defined dually. An exact sequence in $\bmod A$

$$
0 \longrightarrow L \xrightarrow{f} M \xrightarrow{g} N \longrightarrow 0
$$

is called an almost split sequence provided $f$ is left minimal almost split and $g$ is right minimal almost split.

We have the following result about the relationship of almost split morphisms and sequences between $A$ and $A_{\alpha} \#_{\sigma} G$, whose proof in the version of a dualizing $K$-variety and its skew category can be found in [12, Section 3, Theorem 3.8].

Lemma 2.3. Let $B=A_{\alpha} \#_{\sigma} G$ be the crossed product algebra, $F: \bmod A \longrightarrow \bmod B$ and $H: \bmod B \longrightarrow \bmod A$ the two exact functors as before. Then, we have the following.
(1) If $g: M \longrightarrow N$ is a right (or left) minimal almost split morphism in $\bmod A$, then $F g: F M \longrightarrow F N$ is a direct sum of right (or left) minimal almost split morphisms in $\bmod B$. Conversely, if $g: V \longrightarrow W$ is a right (or left) minimal almost split morphism in $\bmod B$, then $H g: H V \longrightarrow H W$ is a direct sum of right (or left) minimal almost split morphisms in $\bmod A$.
(2) If $0 \longrightarrow L \longrightarrow M \longrightarrow N \longrightarrow 0$ is an almost split sequence in $\bmod A$, then $0 \longrightarrow$ $F L \longrightarrow F M \longrightarrow F N \longrightarrow 0$ is a direct sum of almost split sequences in $\bmod B$. Conversely, if $0 \longrightarrow U \longrightarrow V \longrightarrow W \longrightarrow 0$ is an almost split sequence in $\bmod B$, then $0 \longrightarrow H U \longrightarrow H V \longrightarrow H W \longrightarrow 0$ is a direct sum of almost split sequences in $\bmod A$.

Throughout, we denote by $\tau_{A}:=\operatorname{Tr}_{A} D, \tau_{A}^{-1}:=D \operatorname{Tr}_{A}, \tau_{B}:=\operatorname{Tr}_{B} D, \tau_{B}^{-1}:=D \operatorname{Tr}_{B}$ the Auslander-Reiten translation operators, see [1, Chapter IV, Section 2] and [2, Chapter IV, Section 1]. The following result is an immediate consequence of the above lemma.

Corollary 2.4. The functors $F$ and $H$ commute with $\tau$ and $\tau^{-1}$.
Let $V$ be an indecomposable $B$-module, then $H V$ is an $A$-module, which can be decomposed into a direct sum of indecomposable $A$-modules. Therefore, we can select an indecomposable summand $M$ of $H V$, such that $V$ is a summand of $F M$ by using Lemma 2.1(2). In this case, we call $M$ an indecomposable $A$-module related to $V$. Notice that, let $M^{\prime}$ be an indecomposable $A$-modules such that $V$ is a summand of $F M^{\prime}$, then by applying the functor $H$ and Lemma 2.1(4), there exists an element $x \in G$ such that ${ }^{x} M^{\prime}$ is an indecomposable $A$-module related to $V$.

Since irreducible morphisms can be viewed as components of minimal almost split morphisms (see [1, Chapter IV, 1.10]), then we also get a connection between irreducible morphisms in $\bmod A$ and the ones in $\bmod B$. The following is a restatement of [12, Section 4, Lemma 4.1].

Corollary 2.5.
(1) Let $M$ and $N$ be two indecomposable $A$-modules. If $g:{ }^{x} M \longrightarrow{ }^{y} N$ is an irreducible morphism in $\bmod A$, where $x, y \in G$. Then for every indecomposable summand $V$ of $F M$, there exists an irreducible morphism $V \longrightarrow W$ in $\bmod B$ for some indecomposable summand $W$ of $F N$.
(2) Let $L$ and $M$ be two indecomposable $A$-modules. If $f:{ }^{x} L \longrightarrow{ }^{y} M$ is an irreducible morphism in $\bmod A$, where $x, y \in G$. Then for every indecomposable summand $V$ of $F M$, there exists an irreducible morphism $U \longrightarrow V$ in $\bmod B$ for some indecomposable summand $U$ of $F L$.
(3) Let $V$ and $W$ be two indecomposable B-modules. If $g: V \longrightarrow W$ is an irreducible morphism in $\bmod B$. Then for every indecomposable $A$-module $M$ related to $V$, there exists an irreducible morphism $M \longrightarrow N$ in $\bmod A$ for some indecomposable $A$-module $N$ related to $W$.
(4) Let $U$ and $V$ be two indecomposable B-modules. If $f: U \longrightarrow V$ is an irreducible morphism in $\bmod B$. Then for every indecomposable $A$-module $M$ related to $V$, there exists an irreducible morphism $L \longrightarrow M$ in $\bmod A$ for some indecomposable $A$-module $L$ related to $U$.

In the sequel of this section, we recall some notions related to the proof of Theorem 1.1 and a result about the Jacobson radical of $\bmod A$.

We denote by $\operatorname{rad}_{A}$ the Jacobson radical of $\bmod A$ (see [1, A. Appendix, A.3] for definition), and denote by $\operatorname{rad}_{A}^{i}$ the $i$ th power of $\operatorname{rad}_{A}$. The infinite radical $\bigcap_{i=1}^{\infty} \operatorname{rad}_{A}^{i}$ of $\bmod A$ is denoted by $\operatorname{rad}_{A}^{\infty}$. Let $\mathcal{C}$ be a component of $\Gamma(\bmod A)$, if $\operatorname{rad}_{A}^{\infty}(M, N)=0$ for all modules $M, N \in \mathcal{C}$, then $\mathcal{C}$ is called a generalized standard component of $\Gamma(\bmod A)$ (see [15] and [16]).

For a component $\mathcal{C}$ of $\Gamma(\bmod A)$, we denote by $\operatorname{ann}_{A}(\mathcal{C})$ the annihilator of $\mathcal{C}$ in $A$, that is, the intersection of the annihilators $\operatorname{ann}_{A}(M)$ of all modules $M$ in $\mathcal{C}$. If $\operatorname{ann}_{A}(\mathcal{C})=0$, then we call $\mathcal{C}$ a faithful component. Likewise, for a subset $\mathcal{D}$ of $\mathcal{C}$, the annihilator $\operatorname{ann}_{A}(\mathcal{D})$ in $A$ is the intersection of the annihilators of all modules in $\mathcal{D}$. And $\mathcal{D}$ is faithful if $\operatorname{ann}_{A}(\mathcal{D})=0$.

Let $\mathcal{C}$ be a component of $\Gamma(\bmod A)$. A connected full subquiver $\Sigma$ in $\mathcal{C}$ is a section, if it is subject to the three conditions: first, $\Sigma$ is acyclic; second, $\Sigma$ meets each $\tau_{A}$-orbit in $\mathcal{C}$ exactly once; third, $\Sigma$ is convex in $\mathcal{C}$, that is, for a path $M_{0} \longrightarrow M_{1} \longrightarrow \cdots \longrightarrow M_{t}$ in $\mathcal{C}$, if $M_{0}$ and $M_{t}$ belong to $\Sigma$, then $M_{i}$ belong to $\Sigma$ for $i=0, \ldots, t$.

Let $M$ and $N$ be two indecomposable $A$-modules. A walk in $\bmod A$ from $M$ to $N$ is a sequence of $A$-module homomorphisms

$$
M=M_{0} \xrightarrow{f_{1}^{*}} M_{2} \xrightarrow{f_{2}^{*}} \cdots \longrightarrow \cdots \xrightarrow{f_{i}^{*}} M_{t}=N,
$$

where all $M_{i}$ are indecomposable, and for each $i, f_{i}^{*}$ is either a nonzero nonisomorphism $g_{i}: M_{i-1} \longrightarrow M_{i}$ or a nonzero nonisomorphism $h_{i}: M_{i} \longrightarrow M_{i-1}$ in $\bmod A$. And a path in $\bmod A$ from $M$ to $N$ is a sequence of $A$-module homomorphisms as above such that for each $i, f_{i}^{*}$ is an $A$-module homomorphism $g_{i}: M_{i-1} \longrightarrow M_{i}$ in $\bmod A$. A path from an indecomposable $A$-module $M$ to itself is called a cycle in $\bmod A$.

Especially, if the morphisms involved are irreducible, then we call them a walk of irreducible morphisms, a path of irreducible morphisms and a cycle of irreducible morphisms respectively. Two indecomposable $A$-modules $M$ and $N$ are in the same component if and only if there is a walk of irreducible morphisms from $M$ to $N$. A component is acyclic provided that there are no cycles of irreducible morphisms.

The following result is well known, whose proof in the version of an additive category can be found in ([1, A. Appendix, Lemma 3.4]).

Lemma 2.6. Let

$$
\phi=\left(\begin{array}{cccc}
\phi_{11} & \phi_{12} & \cdots & \phi_{1 u} \\
\phi_{21} & \phi_{22} & \cdots & \phi_{2 u} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{v 1} & \phi_{v 2} & \cdots & \phi_{v u}
\end{array}\right): L=\bigoplus_{s=1}^{u} L_{s} \longrightarrow L^{\prime}=\bigoplus_{t=1}^{v} L_{t}^{\prime}
$$

be an $A$-module homomorphism. The $A$-module homomorphism $\phi$ belongs to $\operatorname{rad}_{A}\left(L, L^{\prime}\right)$, if and only if each of the $A$-module homomorphisms $\phi_{t s}$ belongs to $\operatorname{rad}_{A}\left(L_{s}, L_{t}^{\prime}\right)$, for $s=1, \ldots, u$ and $t=1, \ldots, v$.
3. The Proof of Theorem 1.1. In this section, we give the proof of Theorem 1.1. It is worthy to notice that the crossed product algebra $A_{\alpha} \#_{\sigma} G$ is not necessarily a connected artin algebra even if $A$ is. However, we prove Theorem 1.1 under the assumption that $A_{\alpha} \#_{\sigma} G$ is connected, based on the following observation.

Lemma 3.1. Let $A$ be an artin algebra with a decomposition $A=\prod_{i=1}^{t} A_{i}$, where each $A_{i}$ is an artin algebra. Then, $A$ is a tilted algebra if and only if $A_{i}$ is a titled algebra, for $i=1, \ldots, t$.

Here, recall that, a right $R$-module $T$ is called a tilting module if $T$ is subject to the three conditions:
(1) the projective dimension proj.dim. $T \leq 1$;
(2) $\operatorname{Ext}_{A}(T, T)=0$;
(3) there is an exact sequence $0 \longrightarrow R \longrightarrow T_{0} \longrightarrow T_{1} \longrightarrow 0$ with $T_{0}, T_{1} \in \operatorname{add}(T)$.

It is well known that, if $T_{R}$ is a tilting module with $A=\operatorname{End}_{R}(T)$, then ${ }_{A} T$ is a tilting module that induces a canonical algebra isomorphism $R \simeq\left(\operatorname{End}\left({ }_{A} T\right)\right)^{o p}($ for instance, see [1, Chapter VI, Lemma 3.3] and [5, Chapter 3, Proposition 3.2.2]).

Proof. We first prove the "only if" part. Suppose that $A=\prod_{i=1}^{t} A_{i}$ is tilted. Then, we have the isomorphism of left module categories $\bmod A^{o p} \simeq \prod_{i=1}^{t} \bmod A_{i}^{o p}$. So the tilting module $T$ can be identified as an object $\left(T_{1}, \ldots, T_{t}\right)$ in $\prod_{i=1}^{t} \bmod A_{i}^{o p}$, where each $T_{i}$ is a left module over the artin algebra $A_{i}$. Then, we have that each $T_{i}$ is a tilting left module over $A_{i}$ by a direct verification that $T_{i}$ satisfies the tilting condition. Let $\operatorname{End}\left({ }_{A_{i}} T_{i}\right)^{o p}=R_{i}$, then each $R_{i}$ is hereditary since $R=\prod_{i=1}^{t} R_{i}$ is hereditary. Moreover, it immediately follows that each $T_{i R_{i}}$ is a tilting module by the left version of the wellknown result we quote above. Therefore, each $A_{i}=\operatorname{End}\left(T_{i R_{i}}\right)$ is a tilted algebra.

For the "if" part, suppose that each $A_{i}$ is tilted, that is, there exists a tilting module $T_{i R_{i}}$ over a hereditary algebra $R_{i}$ such that $A_{i}=\operatorname{End}\left(T_{i R_{i}}\right)$. This gives rise to a tilting module $T$ in $\bmod R$ which corresponds to the object $\left(T_{1}, \ldots, T_{t}\right)$ in $\prod_{i=1}^{t} \bmod R_{i}$, where $R=\prod_{i=1}^{t} R_{i}$ is hereditary. Hence, $A$ is a tilted algebra with $A=\operatorname{End}\left(T_{R}\right)$. We have completed the proof.

The following results immediately follow from Corollary 2.5.
Lemma 3.2. Let $B=A_{\alpha} \#_{\sigma} G$ be the crossed product algebra. Then, the following statements hold.
(1) Let $M$ and $N$ be two indecomposable $A$-modules. If $M$ and $N$ are in the same component, then for every indecomposable summand $V$ of $F M$, there exists an indecomposable summand $W$ of $F N$, such that $V$ and $W$ are in the same component.
(2) Let $V$ and $W$ be two indecomposable B-modules. If $V$ and $W$ are in the same component. Then for every indecomposable $A$-module $M$ related to $V$, there exists an indecomposable $A$-module $N$ related to $W$ such that $M$ and $N$ are in the same component.

Lemma 3.3. Let $B=A_{\alpha} \#_{\sigma} G$ be the crossed product algebra and $M$ an indecomposable $A$-module. A component $\mathcal{C}$ containing $M$ is acyclic in $\Gamma(\bmod A)$ if and only if, for any indecomposable summand $W$ of $F M$, the component containing $W$ is acyclic in $\Gamma(\bmod B)$.

We need the following observation about $A_{\alpha} \#_{\sigma} G$-modules.
Lemma 3.4. Let $B=A_{\alpha} \#_{\sigma} G$ be the crossed product algebra and $W$ a $B$-module. Then for any $x \in G$, the map $\beta_{x}(W): H W \longrightarrow{ }^{x} H W$ defined by $w \longmapsto w x^{-1}$ defines an A-module isomorphism.

Proof. The bijectivity of the map $\beta_{x}(W)$ is obvious. So it suffices to show that $\beta_{x}(W)$ is an $A$-module homomorphism. It is well known that $H W$ has a $G$-action structure since $W$ is an $A * G$-module (see [2, Section 4 of Chapter III] for more details). Then, we can directly verify that $\beta_{x}(W)(w a)=w a x^{-1}=w x^{-1 x} a=f_{W}(w) \cdot a$, where $f_{W}(w) \cdot a$ is the right $A$-multiplication of the module ${ }^{x} W$. Consequently, the map $f_{W}$ is an $A$-module homomorphism.

We introduce the following two notions for later use. A component $\mathcal{C}_{A}$ of $\Gamma(\bmod A)$ is called $G$-stable if for any $M \in \mathcal{C}_{A},{ }^{x} M \in \mathcal{C}_{A}$ for all $x \in G$. A component $\mathcal{C}_{B}$ of $\Gamma(\bmod B)$ is called $F$-summands closed, if for any $V \in \mathcal{C}_{B}$, all indecomposable summands $V^{\prime}$ of $F M$ are still in $\mathcal{C}_{B}$, where $M$ is an indecomposable $A$-module related to $V$.

Lemma 3.5. Let $A$ be an artin algebra, and $G=\left\{x_{1}=1, x_{2}, \ldots, x_{n}\right\}$ a finite group acting on $A$ with the usual assumptions. Let $B=A_{\alpha} \#_{\sigma} G$ be the crossed product algebra. Then, we have the following.
(1) Let $\mathcal{C}_{A}$ be a $G$-stable component of $\Gamma(\bmod A)$. If $\mathcal{C}_{A}$ is a generalized standard component, then any component $\mathcal{C}_{B} \subseteq F\left(\mathcal{C}_{A}\right)$ is a generalized standard component.
(2) Let $\mathcal{C}_{B}$ be a $F$-summands closed component of $\Gamma(\bmod B)$. If $\mathcal{C}_{B}$ is a generalized standard component, then any component $\mathcal{C}_{A} \subseteq H\left(\mathcal{C}_{B}\right)$ is a generalized standard component.

Proof. We only prove (1), because the statement (2) can be proved by carrying a similar approach. Fix an indecomposable $A$-module $L \in \mathcal{C}_{A}$. Then, we get a component $\mathcal{C}_{B}$ in $\Gamma(\bmod B)$ which contains an indecomposable summand $U$ of $F L$. We claim that the component $\mathcal{C}_{B}$ is generalized standard. In fact, if it is not the case, then there exist two indecomposable $B$-modules $V$ and $W$ such that $\operatorname{rad}_{B}^{\infty}(V, W) \neq 0$. Put
$\mathcal{S}=\{(M, N) \mid M, N$ are indecomposable $A$-modules related to $V$ and $W$ respectively $\}$, which is a finite set. It follows that $\mathcal{S} \subseteq \mathcal{C}_{A}$ from Lemma 2.1(5) and the assumption that $\mathcal{C}_{A}$ is $G$-stable.

Since $\operatorname{rad}_{A}^{\infty}(M, N)$ is a finitely generated $K$-module, then we have $\operatorname{rad}_{A}^{\infty}(M, N)=$ $\operatorname{rad}_{A}^{i}(M, N)$, for some $i>0$, and $\operatorname{rad}_{A}^{\infty}(M, N)=\operatorname{rad}_{A}^{i}(M, N)=0$, by the assumption that $\mathcal{C}_{A}$ is a generalized standard component.

Let $l$ be the maximal number of the set

$$
\mathcal{I}=\left\{i \mid \operatorname{rad}_{A}^{\infty}(M, N)=\operatorname{rad}_{A}^{i}(M, N)=0 \text { for }(M, N) \in \mathcal{S}\right\} .
$$

Since $\operatorname{rad}_{B}^{\infty}(V, W) \neq 0$, then $\operatorname{rad}_{B}^{l}(V, W) \neq 0$. Thus, there exists a nonzero $B$ module homomorphism $f=f_{l} f_{l-1} \cdots f_{2} f_{1} \in \operatorname{rad}_{B}^{l}(V, W)$, where each nonzero $B$ module homomorphism $f_{j}: V_{j-1} \longrightarrow V_{j}$ belongs to $\operatorname{rad}_{B}\left(V_{j-1}, V_{j}\right)$, and $V_{1}=V$, $V_{l}=W$.

Observe that, for each $B$-module homomorphism $f_{j}: V_{j-1} \longrightarrow V_{j}$, and $M_{j-1}$ and $M_{j}$ two indecomposable $A$-modules related to $V_{j-1}$ and $V_{j}$ respectively, the $A$ module homomorphism $H\left(f_{j}\right): H\left(V_{j-1}\right) \longrightarrow H\left(V_{j}\right)$ is a summand of the $A$-module homomorphism

$$
\lambda=\left(\begin{array}{cccc}
\lambda_{11} & \lambda_{1 x_{2}} & \cdots & \lambda_{1 x_{n}} \\
\lambda_{x_{2} 1} & \lambda_{x_{2} x_{2}} & \cdots & \lambda_{x_{2} x_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{x_{n} 1} & \lambda_{x_{n} x_{2}} & \cdots & \lambda_{x_{n} x_{n}}
\end{array}\right): \bigoplus_{x \in G}{ }^{x} M_{j-1} \longrightarrow \bigoplus_{y \in G}{ }^{y} M_{j}
$$

where $\lambda_{x_{p} 1}: M_{j-1} \longrightarrow{ }^{x_{p}} M_{j}$ are $A$-module homomorphisms for all $x_{p} \in G$, and $\lambda_{x_{p} x_{q}}:{ }^{x_{q}} M_{j-1} \longrightarrow{ }^{x_{p}} M_{j}$ is $\alpha\left(x_{p} x_{q}^{-1}, x_{q}\right)^{x_{q}} \lambda_{\left(x_{p} x_{q}^{-1}\right) 1}$. Since $H\left(f_{j}\right)$ is nonzero, then there is at least one nonzero $A$-module homomorphism $\lambda_{x_{p} 1}: M_{j-1} \longrightarrow{ }^{x_{p}} M_{j}$. Notice that $f=f_{l} f_{l-1} \cdots f_{2} f_{1}$ is nonzero, then there must be a composition $\varphi=\varphi_{l} \varphi_{l-1} \cdots \varphi_{2} \varphi_{1}$ of nonzero $A$-module homomorphisms, where each $\varphi_{j}$ belongs to $\operatorname{Hom}_{A}\left(M_{j-1},{ }^{x_{p}} M_{j}\right)$ for some $x_{p} \in G$.

We claim that $\varphi_{j}$ belongs to $\operatorname{rad}_{A}\left(M_{j-1},{ }^{x_{p}} M_{j}\right)$, for $j=1, \ldots, l$. In fact, each $H\left(f_{j}\right)$ is nonisomorphic since $f_{j}$ is nonisomorphic, by Lemma 2.2. Therefore, each $H\left(f_{j}\right)$ belongs to $\operatorname{rad}_{A}\left(H\left(V_{j-1}\right), H\left(V_{j}\right)\right)$. Hence, each fixed $\varphi_{j}$ belongs to $\operatorname{rad}_{A}\left(M_{j-1},{ }^{x_{p}} M_{j}\right)$, by Lemma 2.6. So we have a nonzero $A$-module homomorphism

$$
\varphi=\varphi_{l} \varphi_{l-1} \cdots \varphi_{2} \varphi_{1} \in \operatorname{rad}_{A}^{l}\left(M^{\prime}, N^{\prime}\right)=\operatorname{rad}_{A}^{\infty}\left(M^{\prime}, N^{\prime}\right)
$$

with some $\left(M^{\prime}, N^{\prime}\right) \in \mathcal{S}$. This contracts to the maximal choice of $l$ and completes the proof.

Lemma 3.6. Let $\mathcal{C}_{A}$ be a preprojective component. If $\mathcal{C}_{A}$ is faithful, then $\mathcal{C}_{A}$ contains all the indecomposable projective $A$-modules.

Proof. Recall that a component $\mathcal{C}_{A}$ is called sincere if any simple $A$-module occurs as a simple composition factor of a module in $\mathcal{C}_{A}$. Since $\mathcal{C}_{A}$ is faithful, then it is sincere (see [16, Preliminaries]). Therefore, for any indecomposable projective $A$-module $P$, there is at least one module $M \in \mathcal{C}_{A}$, such that $\operatorname{Hom}_{A}(P, M) \neq 0$. This implies that $P$ lies in the projective component $\mathcal{C}_{A}$ by [1, Chapter VIII, Corollary 2.6], which means that $\mathcal{C}_{A}$ contains all the indecomposable projective $A$-modules.

Finally, let us recall the following useful criterion for tilted algebras (see [8, Theorem 1.6] and [15, Theorem 3]) and a description of the shapes of all components of tilted algebras ( $[9$, Theorem 3.7]).

Lemma 3.7. A connected artin algebra $A$ is a tilted algebra if and only if the Auslander-Reiten quiver $\Gamma(\bmod A)$ of $A$ admits a generalized standard component $\mathcal{C}_{A}$ with a faithful section $\Sigma_{A}$.

Lemma 3.8. Let $A$ be a connected artin tilted algebra and $\mathcal{C}_{A}$ be a component of $\Gamma(\bmod A)$. Then, $\mathcal{C}_{A}$ is of one of the following shapes: the connecting component;
the preprojective component; the preinjective component; quasi-serial; the component obtained from a quasi-serial translation quiver by ray insertions or by coray insertions, see [14].

Proof of Theorem 1.1 First, assume that $A$ be a tilted algebra. We prove that the crossed product $B=A_{\alpha} \#_{\sigma} G$ is also a tilted algebra.

By Lemma 3.7, $\Gamma(\bmod A)$ has a generalized standard component $\mathcal{C}_{A}$ with a faithful section $\Sigma_{A}$. Put $\Sigma_{A}=\left\{L_{1}, \ldots, L_{t}\right\}$, and define $\Sigma_{B}$ as the set of all indecomposable $B$ modules $W$ which is a summand of $F\left(L_{i}\right)$ for some $L_{i} \in \Sigma_{A}$. Obviously, $\Sigma_{B}$ is a finite set.

Choose an indecomposable $B$-module $V$ such that $L_{1}$ is an indecomposable $A$ module related to $V$. Denote by $\mathcal{C}_{B}$ the component containing $V$. It follows that $\mathcal{C}_{B}$ is acyclic from Lemma 3.3 since the component $\mathcal{C}_{A}$ is acyclic. We now claim that $\Sigma_{B} \cap \mathcal{C}_{B}$ meets each $\tau_{B}$-orbit in $\mathcal{C}_{B}$. That is, for any given module $W$ in $\mathcal{C}_{B}$, there exists some module $U \in \Sigma_{B} \cap \mathcal{C}_{B}$ such that $W \simeq \tau_{B}^{i} U$ for some integer $i \in \mathbb{Z}$. By Lemma 3.2, there exists an indecomposable $A$-module $M$ related to $W$ lies in $\mathcal{C}_{A}$. Then, there is some $L \in \Sigma_{A}$ such that $M \simeq \tau_{A}^{i} L$ for some integer $i \in \mathbb{Z}$. This yields that $W$ is a summand of $F M \simeq F\left(\tau_{A}^{i} L\right) \simeq \tau_{B}^{i} F(L)$ by Corollary 2.4. Hence, there exists a module $U \in \Sigma_{B} \cap \mathcal{C}_{B}$ such that $W \simeq \tau_{B}^{i} U$, by Lemma 2.3(2).

Now, we claim that one can choose a connected full subquiver $\Sigma_{B}^{\prime}$ of $\Gamma(\bmod B)$ in the finite set $\Sigma_{B} \cap \mathcal{C}_{B}$, which is a section of $\mathcal{C}_{B}$.

For this purpose, choose an indecomposable $B$-module $U \in \Sigma_{B} \cap \mathcal{C}_{B}$ with an indecomposable $A$-module $L$ related to $U$. Consider its neighbours $U^{+} \bigcup U^{-}$. If $W \in U^{-}$, that is, there is an irreducible morphism $W \longrightarrow U$ in $\mathcal{C}_{B}$. Then, there exists an indecomposable $A$-module $M$ related to $W$, such that there is an irreducible morphism $M \longrightarrow L$ in $\mathcal{C}_{A}$ by Corollary 2.5(4). Since $\Sigma_{A}$ is a section of $\mathcal{C}_{A}$, then we have that either $M \in \Sigma_{A}$ or $\tau_{A}^{-1}(M) \in \Sigma_{A}$. If $M \in \Sigma_{A}$, then $W \in \Sigma_{B} \cap \mathcal{C}_{B}$. If $\tau_{A}^{-1}(M) \in \Sigma_{A}$, then $\tau_{B}^{-1}(W) \in \Sigma_{B} \cap \mathcal{C}_{B}$. Denote this indecomposable $B$-module belonging to $\Sigma_{B} \cap \mathcal{C}_{B}$ by $U^{\prime}$. Likewise, if $W \in U^{+}$, we can find an indecomposable $B$-module that belongs to $\Sigma_{B} \cap \mathcal{C}_{B}$ and denote it by $U^{\prime \prime}$. Now, for each $\tau_{B}$-orbit in the neighbours of $U$, we just select one indecomposable $B$-module $U^{*} \in \Sigma_{B} \cap \mathcal{C}_{B}$ (that is, either $U^{*}=U^{\prime}$ or $U^{*}=U^{\prime \prime}$ ), and define that $U^{*}$ and all arrows between $U^{*}$ and $U$ belong to $\Sigma_{B}^{\prime}$. Continue this process, we can get a connected full subquiver $\Sigma_{B}^{\prime}$ of $\Gamma(\bmod B)$ from $\Sigma_{B} \cap \mathcal{C}_{B}$. This subquiver is acyclic since the component $\mathcal{C}_{B}$ is. And also, it is convex, and meets each $\tau_{B}$-orbit exactly once by the construction. So, it is a section of $\mathcal{C}_{B}$.

We show that $\mathcal{C}_{B}$ is a generalized standard component. If $\mathcal{C}_{A}$ is a preprojective component (resp. a preinjective component), then $\mathcal{C}_{A}$ contains all the indecomposable projective modules (resp. indecomposable injective modules) since $\mathcal{C}_{A}$ is faithful by Lemma 3.6 (resp. by the dual version of Lemma 3.6). Thus, $\mathcal{C}_{A}$ is the unique preprojective component (resp. preinjective component). Therefore, ${ }^{x} \Sigma_{A} \subseteq \mathcal{C}_{A}$ for all $x \in G$, by using the facts that the exact functors $F$ and $H$ preserve projective modules (resp. injective modules) and $F$ and $H$ commute with the Auslander-Reiten translations (see Corollary 2.4). If $\mathcal{C}_{A}$ is neither a preprojective component nor a preinjective component, then we also have that ${ }^{x} \Sigma_{A} \subseteq \mathcal{C}_{A}$ for all $x \in G$, by comparing the shape of components in $\Gamma(\bmod A)$ by Lemma 3.8. This implies that $\mathcal{C}_{A}$ is a $G$-stable component since $\Sigma_{A}$ is a section of $\mathcal{C}_{A}$ and ${ }^{x} \Sigma_{A} \subseteq \mathcal{C}_{A}$ for all $x \in G$. Thus, it follows from Lemma 3.5 that $\mathcal{C}_{B}$ is a generalized standard component.

Finally, we show that $\Sigma_{B}^{\prime}$ is faithful. Let $\widetilde{U}$ be the direct sum of all modules forming the vertices of $\Sigma_{B}^{\prime}$ with a set of generators $\left\{u_{1}, \ldots, u_{s}\right\}$. Let $f: B \longrightarrow \widetilde{U}^{s}$ be
the $B$-module homomorphism defined by $f(1)=\left(u_{1}, \ldots, u_{s}\right)$. Then, $\Sigma_{B}^{\prime}$ is faithful is and only if the homomorphism $f$ is monic (see [2, p. 317]). Notice that $H$ preserves epimorphism by Lemma 2.2(2). Hence, $H$ preserves generators of modules. Therefore, we have an $A$-module homomorphism $H(f): A^{|G|} \simeq H(B) \longrightarrow H\left(\widetilde{U}^{s}\right) \simeq H(\widetilde{U})^{s}$ which sends $(1,0, \ldots, 0)$ to $\left(m_{1}, \ldots, m_{s}\right)$ with $\left\{m_{1}, \ldots, m_{s}\right\}$ a set of generators of $H(\widetilde{U})$. Thus, $\Sigma_{B}^{\prime}$ is faithful in $\bmod B$ if and only if $H(\widetilde{U})$ is faithful in $\bmod A$, by Lemma 2.2(2). Denote by $\Omega$ the set of indecomposable summands of $H(\widetilde{U})$. Then $\Omega \subseteq \mathcal{C}_{A}$, by the fact that $\mathcal{C}_{A}$ is $G$-stable. This implies $\operatorname{ann}_{A}(H(\widetilde{U}))=\operatorname{ann}_{A}(\Omega) \subseteq \operatorname{ann}_{A}\left(\Sigma_{A}\right)=0$, by combing Lemmas 2.1(5) and 3.4. Hence, we conclude that $\Sigma_{B}^{\prime}$ is faithful.

We have shown that $\Sigma_{B}^{\prime}$ is a faithful section of the generalized standard component $\mathcal{C}_{B}$. By Lemma 3.7, $B$ is a tilted algebra.

The proof of the converse is analogous, and we just sketch the proof. Let $B$ be a tilted algebra, and let $\Sigma_{B}=\left\{W_{1}, \ldots, W_{s}\right\}$ be a faithful section of a generalized standard component $\mathcal{C}_{B}$ in $\Gamma(\bmod B)$. Put $\Sigma_{A}$ as the set of all indecomposable $A$-modules $M$ related to some $W \in \Sigma_{B}$. It is easy to see that $\Sigma_{A}$ is finite. Select a component $\mathcal{C}_{A}$ containing a module $M \in \Sigma_{A}$. Then, we get a finite set $\Sigma_{A} \bigcap \mathcal{C}_{A}$ of $\Gamma(\bmod A)$, which meets each $\tau_{A}$-orbit in $\mathcal{C}_{A}$.

Carrying a similar procedure of the construction of the section $\Sigma_{B}^{\prime}$ as before, one can find a connected full subquiver $\Sigma_{A}^{\prime}$ of $\Gamma(\bmod A)$ in the finite set $\Sigma_{A} \cap \mathcal{C}_{A}$, such that $\Sigma_{A}^{\prime}$ a section of $\mathcal{C}_{A}$. Moreover, $\mathcal{C}_{B}$ is closed under taking $F$-summands by a similar investigating the components in $\Gamma(\bmod B)$ as the proof of the necessity. Then, it follows that $\mathcal{C}_{A}$ is a generalized standard component from Lemma 3.5. Thus, we can draw a conclusion that $\Sigma_{A}^{\prime}$ is a section of the generalized standard component $\mathcal{C}_{A}$.

Finally, we show that $\Sigma_{A}^{\prime}$ is faithful. Let $\widetilde{L}$ be the direct sum of all modules forming the vertices of $\Sigma_{A}^{\prime}$ with a set of generators $\left\{l_{1}, \ldots, l_{t}\right\}$. Let $f: A \longrightarrow \widetilde{L}^{t}$ be the $A$-module homomorphism defined by $f(1)=\left(l_{1}, \ldots, l_{t}\right)$. Notice that $f$ is monic if and only if $F(f): F(A)=B \longrightarrow F\left(\widetilde{L}^{t}\right) \simeq F(\widetilde{L})^{t}$ is monic by Lemma 2.2(1). Then, the faithfulness of $\Sigma_{A}^{\prime}$ follows from the fact that $\operatorname{ann}_{B}(F(\widetilde{L})) \subseteq \operatorname{ann}_{B}\left(\Sigma_{B}\right)=0$. Again by Lemma 3.7, $A$ is a tilted algebra. We have completed all the proof.

At the end of this paper, we illustrate Theorem 1.1 by the following example, in which the tilted algebras are representation-infinite.

Example 3.9. Let $k$ be an algebraically closed field with char $k \neq 3$, and $A$ the canonical $k$-algebra $C(2,2,2)$ of the Euclidean type $\widetilde{\mathbb{D}}_{4}$ given by the bound quiver $\left(Q_{A}, I_{A}\right):$

with the relation $\beta_{1} \alpha_{1}+\beta_{2} \alpha_{2}+\beta_{3} \alpha_{3}=0$. Let $G=\left\{1, x, x^{2}\right\}$ be a cyclic group of order 3 with generator $x$, which acts on $A$ by $x\left(e_{2}\right)=e_{2^{\prime}}, x\left(e_{2^{\prime}}\right)=e_{2^{\prime \prime}}, x\left(e_{2^{\prime \prime}}\right)=e_{2}, x\left(\beta_{1}\right)=\beta_{2}$, $x\left(\beta_{2}\right)=\beta_{3}, x\left(\beta_{3}\right)=\beta_{1}, x\left(\alpha_{1}\right)=\alpha_{2}, x\left(\alpha_{2}\right)=\alpha_{3}, x\left(\alpha_{3}\right)=\alpha_{1}$, and by fixing $e_{1}$ and $e_{3}$. Then, we obtain the skew group algebra $B=A G$, which is Morita equivalent to a basic and connected finite dimensional $k$-algebra $B^{\prime}=(B)^{\text {basic }}$.

Compute its ordinary quiver $Q_{B^{\prime}}$ of $B^{\prime}$ as follows:

where

$$
\begin{gathered}
\epsilon_{2}=e_{2}, \\
\epsilon_{1}=\frac{1}{3}\left(e_{1}+e_{1} x+e_{1} x^{2}\right), \epsilon_{1^{\prime}}=\frac{1}{3}\left(e_{1}-(-1)^{\frac{1}{3}} e_{1} x+(-1)^{\frac{2}{3}} e_{1} x^{2}\right), \\
\epsilon_{1^{\prime \prime}}=\frac{1}{3}\left(e_{1}+(-1)^{\frac{2}{3}} e_{1} x-(-1)^{\frac{1}{3}} e_{1} x^{2}\right), \\
\epsilon_{3}=\frac{1}{3}\left(e_{3}+e_{3} x+e_{3} x^{2}\right), \epsilon_{3^{\prime}}=\frac{1}{3}\left(e_{3}-(-1)^{\frac{1}{3}} e_{3} x+(-1)^{\frac{2}{3}} e_{3} x^{2}\right), \\
\epsilon_{3^{\prime \prime}}=\frac{1}{3}\left(e_{3}+(-1)^{\frac{2}{3}} e_{3} x-(-1)^{\frac{1}{3}} e_{3} x^{2}\right), \\
\rho_{1}=\beta_{1}+\beta_{2} x+\beta_{3} x^{2}, \quad \rho_{2}=\beta_{1}-(-1)^{\frac{1}{3}} \beta_{2} x+(-1)^{\frac{2}{3}} \beta_{3} x^{2}, \\
\rho_{3}=\beta_{1}+(-1)^{\frac{2}{3}} \beta_{2} x-(-1)^{\frac{1}{3}} \beta_{3} x^{2}, \\
\varrho_{1}=\alpha_{1}+\alpha_{1} x+\alpha_{1} x^{2}, \varrho_{2}=\alpha_{1}-(-1)^{\frac{1}{3}} \alpha_{1} x+(-1)^{\frac{2}{3}} \alpha_{1} x^{2}, \\
\varrho_{3}=\alpha_{1}+(-1)^{\frac{2}{3}} \alpha_{1} x-(-1)^{\frac{1}{3}} \alpha_{1} x^{2} .
\end{gathered}
$$

Using the explicit description of the arrows given above, one can directly compute the relations $I_{B^{\prime}}$ as $\rho_{i} \varrho_{i}=0$ for $i=1,2,3$.

It is well known that $\Gamma(\bmod A)$ has a preinjective component $\mathcal{C}_{A}=\mathcal{Q}$ containing a faithful section $\Sigma_{A}$. We depict this component as follows, and denote the modules of $\Sigma_{A}$ by circles.


It is not difficult to see that $\Sigma_{A}$ is not stable under the action of $G$. In fact, we have
and the rest modules in $\Sigma_{A}$ are fixed points under the action of $G$. Apply the composition, which is still denoted by $F$, of the functor $F=-\bigotimes_{A} B: \bmod A \longrightarrow$
$\bmod B$ and the Morita equivalent functor $\bmod B \xrightarrow{\sim} \bmod B^{\prime}$, on the section $\Sigma_{A}$, we get

By Theorem 1.1, $\Gamma\left(\bmod B^{\prime}\right)$ has a generalized standard component $\mathcal{C}_{B^{\prime}}$ containing a faithful section $\Sigma_{B^{\prime}}$ whose elements are the modules denoted by circles as follows.


By [1, Chapter VI, Section 6], we know that $B^{\prime}$ is now tilted by the path algebra $C$ of the quiver

of the Euclidean type $\widetilde{\mathbb{E}}_{6}$. Denote the modules in $\Sigma_{B^{\prime}}$ by $U_{1}=\begin{array}{ccc}1 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}, U_{2}=\begin{array}{lll}0 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}, U_{3}=$ $\begin{array}{lll}0 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}, U_{4}=\begin{array}{lll}0 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0\end{array}, U_{5}=\begin{array}{lll}0 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 0\end{array}, U_{6}=\begin{array}{ccc}0 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}, U_{7}=\begin{array}{lll}0 & 1 \\ 1 & 1 & 1 \\ 0 & 1 & 0\end{array}$. Then, we get a tilting $C$-module
such that $\operatorname{Hom}_{C}(T, T) \simeq B^{\prime}$.

Acknowledgements. The authors are grateful to the referees for detailed comments and many valuable suggestions. Zhenqiang Zhou wishes to thank Professor Shiping Liu for many helpful communications, and also thanks Professor Xiao-Wu Chen for his encouragement and helpful comments.

## REFERENCES

1. I. Assem, D. Simson and A. Skowroński, Elements of the representation theory of associative algebras, Vol. 1, London Mathematical Society Student Texts, vol. 65 (Cambridge University Press, Cambridge, 2006).
2. M. Auslander, I. Reiten and S. Smalø, Representation theory of artin algebras, Cambridge Stud. Adv. Math., vol. 36 (Cambridge University Press, Cambridge, 1995).
3. L. F. Barannyk, On uniserial twisted group algebras of finite $p$-groups over a field of characteristic $p$, J. Algebra 403 (2014), 300-312.
4. L. F. Barannyk and D. Klein, On twisted group algebras of OTP representation type, Colloq. Math. 127 (2012), 213-232.
5. R. Colby and K. Fuller, Equivalence and duality for module categories, Cambridge Tracts in Math., vol. 161 (Cambridge University Press, Cambridge, 2004).
6. C. W. Curtis and I. Reiner, Methods of representation theory with applications to finite groups and orders, vol. 1 (John Wiley and Sons, New York, 1981).
7. D. Happel and C. Ringel, Tilted algebras, Trans. Amer. Math. Soc. 274 (1982), 339-443.
8. S. Liu, Tilted algebras and generalized standard Auslander-Reiten components, Archiv Math. 61 (1993), 12-19.
9. S. Liu, The connected components of the Auslander-Reiten quiver of a tilted algebras, J. Algebra 161 (1993), 505-523.
10. C. Năstǎsescu and F. V. Oystaeyen, Methods of graded rings, Lecture Notes in Mathematics, vol. 1836 (Springer-Verlag, Berlin, 2003).
11. R. S. Pierce, Associative algebras, Graduate Texts in Mathematics, vol. 88 (SpringerVerlag, New York, 1982).
12. I. Reiten and C. Riedtmann, Skew group algebras in the representation theory of artin algebras, J. Algebra 92 (1985), 224-282.
13. C. Ringel, Some remarks concerning tilting modules and tilted algebras. Origin. Relevance. Future. in Handbook of tilting theory, LMS Lecture Note Ser., vol. 332 (Cambridge University Press, Cambridge, 2007), 49-104.
14. D. Simson and A. Skowronski, Elements of the representation theory of associative algebras, Vol. 2, London Mathematical Society Student Texts, vol. 71 (Cambridge University Press, Cambridge, 2007).
15. A. Skowroński, Generalized standard Auslander-Reiten components without oriented cycles, Osaka J. Math. 30 (1993), 515-527.
16. A. Skowroński, Generalized standard Auslander-Reiten components, J. Math. Soc. Japan 46 (1994), 517-543.
17. Th. Theohari-Apostolidi and A. Tompoulidou, On local weak crossed product orders, Colloq. Math. 135 (2014), 53-68.

[^0]:    * Supported by the National Natural Science Foundation of China (Grant No. 11471269).

