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WEIERSTRASS DIVISION IN QUASIANALYTIC 
LOCAL RINGS 

C. L. CHILDRESS 

1. Introduction. In this paper we consider the problem of extending the 
Weierstrass division theorem to quasianalytic local rings of germs of functions 
of k real variables which properly contain the local ring of germs of analytic 
functions. After some background material (§ 2) and some technical prelim
inaries (§ 3), we show by examples that the so-called generic division theorem 
fails in such rings if k ^ 1 and that the Weierstrass division theorem fails in 
such rings if k ^ 2 (§ 4). Guided by these examples, we give a necessary 
condition for an element of such rings to have the Weierstrass division prop
erty (Theorem 5.1). Using the fact that the quasianalytic local rings are 
''analytically uniform" in the sense of Ehrenpreis [4], and hence that the ele
ments of these rings have Fourier integral representations, we give an estimate 
which is both necessary and sufficient for an element of these rings to have the 
Weierstrass division property (Theorem 6.2). This estimate, however, is often 
difficult to verify in practice. We conclude the paper with a brief discussion of 
whether or not the quasianalytic local rings are Noetherian unique factoriza
tions domains and the relation of the answer to this question to the division 
theorem (§7). 

2. Background. Let k be a positive integer, a = (au ..., ak) be a &-tuple of 
nonnegative integers, x = (xi, . . . , xk) be the canonical coordinates on R*, and 
r > 0. We use the standard notations \a\ = a\ + . . . + oikl Da = Dx

a = 
d i a | /dxia l . . . dxk

ak, and we use the notation Ak(r) = {x : x £ R*, \xj\ < r for 
1 £j S k). 

If 0 < r2 < ri, there is a natural restriction map from C°° (Ak(r1)) into 
C°° (A*(r2)). Recall that the ring 9%°° = 0^'k° of germs of complex-valued C°° 
functions at 0 G R* is the direct limit of C°°(Afc(r)) as r decreases to 0. (In gen
eral, we will not distinguish notationally between the germ of a function and a 
representative of the germ.) 

Fix a sequence {Mn}^°o with Mn è w! for all n. We assume 

(2.1) Mn = exp(g(n)) for all n, 

where g is a nonnegative, increasing, convex function defined on {t : t ^ 0}, 
g(0) = 0, and t~lg(t) —» + 0 0 as / —> -\-co . (These assumptions on the sequence 
\Mn) are made without loss of generality; cf. [7].) 
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WEIERSTRASS DIVISION 939 

Definition 2.1. Let k, vy and N be positive integers. We define 

Pv,N(f) — Pk,v,N(f) = Pk,v,N,{Mn)U) 

(2.2) = s u p sup \Daf(x)\/(NnMn) for/ G C~(Ak(l/v))} 
n | a | ̂ n , 

and 

JE„(^ = EktV<N = £fc)ViAr({ikfn}) 

(2.3) 
= {/:/<E Cœ(A,(lA)),P , i i V(/) < + o o } . 

Finally, we define 

{* = ofc = M{Mn\) 

(2.4) = {/ : / G o&tTj f is represented by an element of 

£„tAr for all *> and TV sufficiently large}. 

Since M0 = 1 and \Mn) is logarithmically convex by (2.1), it follows that 

(cf. [8]) 

MjMn-j ^ Mn for 0 ^ j ^ ». 

Using this inequality, it is easy to show that £k is a ring. £*. is clearly a local ring, 
i.e., £k has a unique maximal ideal {/ : / G &,/(()) = 0}. 

There are several elementary structural properties of the local rings £* which 
we will not need but which are of such sufficient interest in themselves that we 
mention them and indicate briefly how proofs of the more difficult results pro
ceed. In each case, further restrictions on {Mn} are required. 

If / i , . . . ,fj G £* are nonunits and real-valued, and if g G £.7-, then 
g of G ^ k°, where/ = (/i, . . . , / ; ) . If we assume 

(2.5) the sequence \Mn/n\) is logarithmically convex, 

then we can prove g of G £*• The proof uses the following formula for the 
derivatives of a composite function (cf. [1]): 

I A; | =77, and 
fci+2fc2-f.. .+nkn=n 

In addition, the following inequality, which follows from an inductive argument 
using (2.5), is required: 

ML (Mi)"1 (M»Yn < (Mi)'Ma 
p\ I 1!/ '•' \»! / = I 1!/ »! ' 
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where k = (ki, . . . , kn) is any n-tuple of nonnegative integers such that \k\ = p 
and ki + 2£2 + . . . + nkn = n. 

If / G &, then a//âx,- G ^* œ for 1 g j g &. If we assume 

(2.6) the sequence {Mn} has the property that there exists A 
such that for all nonnegative integers p, supn Mn+P/(AnMn) < + co, 

then we can easily prove that df/dXj G £* for 1 ^ j ^ k. With this same addi
tional assumption on {Mn}, we can also easily prove that if xa = xf1 . . . xk

ak 

divides / G £k in the ring of formal power series at 0 G R*, then x" divides 
/ in f*. 

PROPOSITION 2.2. Suppose there exists a positive integer k with the following 
property : 

(2.7) / 6 & <wd Z>/(0) = Ofor all a imply f = 0 G fc. 

r/^ew (2.7) holds for all positive integers k. 

Proof. If (2.7) holds for some positive integer k = kQ} then it holds for k = 1 ; 
for we can imbed £i in &„ by £i 3 / —> g G ̂ 0 where g(xi, . . . , x^) = / (xi ) . 

Conversely, if (2.7) holds for k = 1, then it holds for an arbitrary positive 
integer k = &o- For if/ G £Ao and Daf(0) = 0 for all a, we define g(y) = f(yx). It 
is easy to verify that this defines a germ g G £i with dng(0)/dyn = 0 for all n. 
Thus by assumption, g = 0 G £i, and so f(x) = g(l) = 0. Since x was arbi
t r a ry , / = 0 G £*o-

We can now define the local rings with which we are concerned in this paper. 

Definition 2.3. The local rings £* = l»k({Mn}), k = 1 , 2 , . . . , are called quasi-
analytic if (2.7) holds. 

The question of which sequences {Mn} yield quasianalytic classes was 
answered by Denjoy and Carleman; see [8]. 
Let 

(2.8) A(x) = £ \x\n/Mn 

and 

(2.9) X(x) = sup \x\n/Mn. 
n 

THEOREM 2.4. (Denjoy-Carleman) The following conditions are equivalent: 

(i) £k({Mn}), k = 1* 2, . . . , are quasianalytic. 

(ii) I log (A(x))/(1 + x2)dx•= +oo. 
•/o 0 

--* 
0 

•v + o o 

(iii) log (X(x))/(1 + xz) dx = +oo. 
•/ o 

(iv) Z £ ? M„/ikTn+1 = +co . 

(v) £ £ 5 ( 1 / M „ ) 1 M = +oo. 
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We use the standard notation 0 = o0k = o£*({#!}) for the ring of germs of 
analytic functions at 0 G RA Also, we now let t and x = (xi, . . . , xk-\) be the 
canonical coordinates on Rand R*_1, respectively, so that (t, x) are the canon
ical coordinates on R \ 

Definition 2.5. If X = (X1? . . . , \p) € Gp, then 

(2.10) P(t, X) = ? + £ X / ~ ' 

is called a generic monic polynomial in t of degree p. 

Definition 2.6. An element/ = / ( / , x) £ r~é\œ is said to be regular in t of order 
p if 

(2.ii) /(o, o) = a/(o, o)/d* = . . . = dp-y(o, o)/dtp~l = o, while 
dp/(0, 0)/dtp ^ 0. 

THEOREM 2.7. (generic division theorem in 0k) Let P = P(t} X) be a generic 
monic polynomial in t of degree p. If g = g(t, x) £ 0k, then there exist unique 
elements q = q(t, x) £ 0K and rô = rj(x) £ 0k-u 1 = j = £> swc& ^ ^ 

g = Pq + r, where 

Prw/ . See [9]. 

THEOREM 2.8. (Weierstrass division theorem in 0k) Let f = f(t, x) £ 0 k be 
regular in t of order p. If g = g(t, x) £ 0k, then there exist unique elements q = 
q(t, x) G 0k and rj = rj{x) £ 0k-u 1 = j = P> such that 

g = fq + r, where 

Proof. See [6] or [9]. 

In this paper we consider the questions of when the generic division theorem 
and the Weierstrass division theorem continue to hold with 0k replaced by a 
quasianalytic ring ^ throughout. In the case of the Weierstrass division 
theorem, we find it convenient to consider when the theorem so extends for a 
specific/ e £*. 

Definition 2.9. Let £k be quasianalytic and / = / ( / , x) £ h be regular in / of 
order p. Then / is said to have the Weierstrass division property if given g = 
g{tr x) Ç £*, there exist unique elements q = q(t, x) £ £* and rj = rj(x) £ £*-1, 
1 g j ^ />, such that equations (2.13) hold. 
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We remark that the uniqueness assumption in Definition 2.9 is superfluous. 
This is because equations (2.13) uniquely determine the formal power series at 
the origin of q and rjt 1 ^ j g p (cf. [2]) ; and so q 6 £* and r5 G £*-i, 1 ^ j S P, 
are uniquely determined since £fc_i and £* are assumed to be quasianalytic. 

3. Preliminaries. In this section we establish two estimates which we will 
need. Recall the function X defined in equation (2.9). 

LEMMA 3.1. If there exist e > 0, A > 0, and C > 0 such that 

(3.1) exp(ea) g C\(a) for a > A, 

then there exist a > 0 and /3 > 0 S^C/Ê that 

(3.2) Mn ^ a ^ n ! for all n. 

Proof. Let w0 be a nonnegative integer. Since by (3.1), exp(ea) :§ C\(a) for 
a > 4 , 

(3.3) a w V(e- n W) ^ EiœoaV(e-ww!) = exp(ea) 

^ CX(a) = Csupna
n/Mn iov a > A. 

The idea of the proof is to show there exists a positive integer iV0 such that if 
no > No, then there exists a0 = a0(no) with a0 > A and supn aon/Mn = 
a0

n°/Mno. It will then follow from (3.3) that Mwo ^ C(e-1)w°^o! for w0 > N0. 
If we choose a = max(C, max0^w^Ar0 enMn/n\) and fi = e_1, then (3.2) will be 
true, and so the lemma will be established. 

In equation (2.1) we made the assumption that there exists a nonnegative, 
increasing, convex function g = g(x), defined for x ^ 0, such that Mn = 
exp(g(n)) for all n, g(0) = 0, and x_1g(x) —> + 0 0 as x —» +oo. Since g(x) is 
convex for x ^ 0 and g(0) = 0, there exists a monotone increasing function 
w = m(t), defined for t ^ 0, such that 

/ * 
•/ o 

g(x) = g(x) - g(0) = I w ( 0 * forx ^ 0. 
•/ o 

Since x-1g(x) —» +oo as x —> +oo , m(t) —> +co as / —» +oo . Thus there 
exists a positive integer N0 such that if no > N0, then exp(m(no)) > A. We 
will now show that if we choose a0 = ao{no) = exp(m(«0)), then supw aon/Mn = 
aono/^n0. 

Since Afn = exp(g(w)) for all n and log a0 = m (no), we must show 
supn(wm(wo) — g(n)) = nom (no) — g (no). Since m = m(t) is monotone in
creasing for £ ^ 0, if n ^ «0, then m(t) ^ m (no) îor n ^ t ^ no, and so 

(m(no) — m(t))dt ^ I (m(n0) — m(t))dt 
o «̂  o 

= nom (no) — g(n0)\ 
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while if n ^ TZ0, then m{t) ^ m (no) for n ^ t è Wo, and so 

(w(«o) — m(t))dt S I (m(tio) — m(t))dt 
0 «^ 0 

= n0m(n0) — g(n0). 

Thus supn(wm(w0) — g(w)) = w0w(wo) — g(w0). This completes the proof of 
the lemma. 

Let £ be a Banach space and F = Ui° ï 7^ be an inductive limit of Banach 
spaces. As a special case of a more general proposition of Grothendieck [5], if 
T : E —> F is a continuous linear map, then there exists a positive integer no 
such that T(£) C Fno. We apply this fact to a special continuous linear map T, 
which we now define, and obtain the second estimate which we will need. 

Fix a quasianalytic local ring £k = o£k({Mn}) and / = fit, x) £ & which is 
regular in / of order p, and suppose that / has the Weierstrass division property. 
Let vo be the smallest positive integer such t h a t / is represented by an element 
of EVfN for some N and all v ^ v0. Define a map 

(q, (m, ... ,rp))-*g=fq + r, 

+co / / V \ \ +00 

U \EklV,N © I © Ek-1>ViN I I —> U £*,*,*, where 

+co 

(3.4) q = q(t,x) Ç U £*,K,iv and 

r = r(/, x) = 22 rAx)tP J with 

+00 

fj = rj(x) G U £*-i,,,Ar for I Sj è p. 
V=VQ, 

Note that for all positive integers v and iV, E„(Ar is a Banach space. The map is 
clearly linear. It is continuous because its restriction to Ek>VtN © (QfiEk-iiVtN) 
is continuous for all v è vo and all TV. The assumption that £k({Mn}) is quasi-
analytic implies that the map is injective. The assumption that / has the 
Weierstrass division property means precisely that the map is surjective. If we 
denote by T the inverse of this map, then the closed graph theorem implies that 
T is continuous. Applying the fact quoted above to this continuous linear map 
T, we obtain 

LEMMA 3.2. Fix v ^ vo and N. Then there exist positive integers v ^ wand Nf 

and a constant A > 0 such that for each g = g(t, x) £ %k which is represented by 
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an element of EkjViN there exist unique elements q = q(t, x) G Eky tN' and rj = 
rj(x) G Ek-iy iN> for 1 ^ j S P with 

Q = fa + r, where 

r = Zjj=i rjtp \ 

and q and the r j satisfy the estimates 

(g) and 

Pk-\y,N'(ri) ^ ApkfVfN(g) for 1 g j g p. 

4. Examples. We give first an example which shows that Theorem 2.7, the 
generic division theorem in 0 kl does not generalize to any quasianalytic local 
ring M M ) 2 ^ f o r & ^ 1. 

Suppose a generic division theorem held in a quasianalytic local ring %k — 
o£k({Mn}) 3 0k for some £ ^ 1. Let X = (0, 1) G G2, and set P = P(/ , X) = 
t2 + 1. For each a G R, g = g(t, x) = g(t, x, a) = emt defines an element of 
£*. Thus, for each a G R, we may write 

(4.1) eiat = (/2 + l)g(*, x, a) + rx(x, a)t + r2(x, a), 

where q = q(t, x, a) G '£* and rx = ri(x, a), r2 = r2(x, a) G £*-i. (?o({î^n}) = 
C.) Since 

P*.i.ife) = sup sup |Z)(liX)
tteta< | / ( lnMn) 

(ï.aOeAfc(l) 

^ sup sup \{ia)wem\/Mn 
|a left» 
^Ai( l ) 

(4.2) sup sup \a\ /Mn 

sup sup (\a\M/MM)(MM/Mn) 

^ sup \(a)(Mn/Mn) 
n 

= X(a) < +oo, 

it follows that g = g(t, x, a) G £*,i,i for all a G R. Applying Lemma 3.2, we 
obtain that there exist positive integers / and N' and a constant 4̂ > 0, all 
independent of a G R, such that the germs in equation (4.1) are represented by 
elements of Ev>tN> and rx — ri(x, a) in particular satisfies 

ki(x, a) | ^ pk-iy,x>(ri) 

(4.3) ^ APktl<1(g) 

^ 4X(a) for x G A*_i(l / /) and a G R, 

where the last inequality follows from inequality (4.2). 
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Now the roots of t2 + 1 = 0 are t = ± i, and so equation (4.1) yields the 
system of equations 

e~a = iri(x, a), 

ea = —iri(x, a). 

T h u s ri(x, a) = i(ea — e~a)/2. Since \r1(x, a)\ is thus asymptot ic to ea/2 as 
a —» + oo , we obtain from inequality (4.3) t ha t there exist constants C, K > 0, 
both independent of a £ R, such tha t ea S K\(a) for a > C. Applying Lemma 
3.1, it follows tha t there exist constants a, /3 > 0 such tha t Mn S a/3nnl for 
a l l » . T h u s &({Mn}) = Ûk. 

We give now an example which shows tha t Theorem 2.8, the Weierstrass 
division theorem in %k, does not generalize to any quasianalytic local ring 
f*({M,}) 2 0tiork ^ 2 . 

Suppose a Weierstrass division theorem held in a quasianalytic local ring 
£* = o£*({M»}) 3 ^ for some fe è 2. L e t / = /(*, x) = t2 + Xi. Certainly fis 
regular in t of order two. For each a £ R, g = g(/, x) = g(£, x, a) = etat de
fines an element of £*. Thus , for each a £ R, we may write 

(4.4) e'a« = (/2 + xi)q(t, x, a) + ^ ( x , a)t + r2(x, a ) , 

where q = q(t, x, a) £ £& and ri = ri(x, a ) , r2 = r2(x, a) G ^ _ i . Now repeating 
exactly the same argument used above, we again obtain inequality (4.3). Since 
the roots of t2 + Xi = 0 are t = ± iy/x\, equation (4.4) yields the system of 
equations 

ea^x\ _ -iy/x~1r1(xi a). 

T h u s rj(x, a) = i(eaV^ - e-a^/2Vx[. Choose e > 0 such tha t e2 < 1 / / , 
and set x = (e2, 0, . . . , 0) . We then obtain from inequali ty (4.3) t ha t 

\(e*a - e-'a)/2e\ ^ A\(a) 

for a £ R. Since (eea — e~ea)/2e is asymptot ic to eea/2e as a —> + oo , we obtain 
t h a t there exist constants C, K > 0, both independent of a £ R, such tha t 
eea ^ K\(a) for a > C. Applying Lemma 3.1, we can again deduce t ha t 
Sk({Mn}) = ^* . 

5. A necessary c o n d i t i o n . Let %k({Mn}) 2 ^* , where k ^ 2, be quasianaly
tic. Abstract ing from the examples in the previous section, we give a condition 
which an e l e m e n t / = / ( / , x) £ & with the Weierstrass division property must 
satisfy. 

T H E O R E M 5.1. Fix a quasianalytic local ring £* = £k({Mn] )z^ûk, where k ^ 2, 
awd/ = / ( / , x) Ç £# which is regular in t of order p. Suppose f has the Weierstrass 
division property. Then there is a unique polynomial P = P(t, x) £ £fc_i [/], 
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which is monic in t of degree p, such that f/P is a unit in %k. Further, there is a 
neighborhood U of 0 in R*_1 such that the germ P is defined on C X U, and for 
all x G U, the roots of P(t, x) = 0 are real. 

Proof. S ince/ has the Weierstrass division property, we may perform the 
division 

(5.1) t* = / ( / , x)q(t, x) + & i r,(*)*'- ' , 

where a = q(t, x) G £* and rj — rj(x) G £*-i for 1 ^ j ^ p. Let P = P(t, x) = 
tp + E ; = i aj(x)tp~j, where aô = —rj for 1 S j û P- Equation (5.1) becomes 

(5.2) P(t,x) = f(t,x)q(t,x). 

Since/ is regular in t of order p, 

p\ = dpP(0,0)/dtp 

= E \ P )djf(0,0)/dtjdp-jq(0,0)/dtp-j 

= a7(o,o)/afg(o,o). 
Thus g(0, 0) ^ 0, and so q is a unit in £k. Let w be the unit 1/q in £*. Then equa
tion (5.2) becomes 

f(t,x)/P(t, x) = «(*,*). 

The uniqueness of P follows by reversing the above process to write 

t* = f(t,x)(l/u(t,x)) - E U a, (*)/*-', 

and then applying the uniqueness of Weierstrass division. 
We now turn to establishing the assertion concerning the zeros of P. Since 

g = g(t, x) = g(t, x, a) = etat defines an element of ^ for each a G R, and 
since / has the Weierstrass division property implies P has the Weierstrass 
division property, for each a G R we may write 

(5.3) eiat = P(t, x)q(t, x, a) + Y,%i ^ ( * , a)t*->, 

where q = q(l, x, a) G £* and rj = r ;(x, a) G £&-i for 1 ^ j ^ p. Choose e > 0 
such that all the germs in equation (5.3) are defined for (t, x) G Ak(e). We can 
use exactly the same argument employed to obtain inequality (4.3) to show 
that we can decrease e, if necessary, and find a constant A > 0, with both e and 
A independent of a G R, such that 

(5.4) \rj(x, a)\ à A\(a) for x G Ak-i(e), a G R, and 1 ^ j ^ p. 

Fix x G A^_i(e). Suppose, in order to obtain a contradiction, that some of the 
roots t\ = ti(x), . . . , tp = tp(x) of P(/ , x) = 0 have nonzero imaginary parts. 
In particular, the t/s are not all zero, and so some a7- = a ;(x) is not zero, where 
P(t, x) = /p +E?=iaiO* ;)^~ : /- Suppose ap = . . . = aa+i = 0, but aa ^ 0. Let 
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the distinct roots be tjv . . . , /;/3, with respective multiplicities Wi, . . . , m ,̂ 
where /3 ^ 2 and ^ = 0. (If none of the t/s is zero, then a = p and m^ = 0.) 
We first derive an expression for ra. 

Let r = r(t}x,a) = ^2Pj=i r;- (x, a)tp~j. Suppose for the moment that there are £ 
distinct t/s. Since substitution in equation (5.3) yields the system of equations 

e
tati = r(t1} x, a), 

eïa'P = r(/p ï x, a), 

it follows that r is the unique polynomial in / of degree ^ p — 1 which inter
polates e*a' at / = /i, . . . , 2 = /p. Let T be a positively oriented circle about the 
origin in C which contains all the t/s. From the theory of interpolating poly
nomials (c.f. [3]), we obtain 

r(z x a) = _i_ f p(t>*) -P(*,x) m dt 

(5'5) = -i- f - « % - -1- f £&*>-1^-*. 
27ri J vt — z 2wi J T t — Z P(t,x) 

Moreover, this formula continues to hold when some of the t/s coalesce. Thus 
we drop the momentary assumption that there are p distinct t/s. A simple 
computation shows that 

(P -a) 
i _ (±\> 
- a)l \dzl 

P(z,x) y? ap_v 

z==o i — z „=o i 

t ' 

where the second equality follows from the fact that av = . . . = aa+i = 0. 
Thus, differentiating under the signs of integration in equation (5.5), we obtain 

(5.6) 
dt. 

r(z, x, a) 
e=0 

2iri JTtp-a+1 2wi JTtP(t,x) 

We apply the residue theorem to evaluate the integrals in equation (5.6). 

J_ Ç JH 
2>Ki JTtv~a 

da Ç 
2iri J T 

iat / • \p—a 
dt = 7- TT , and 

vf-*+l™ (p-a)V 

eiat eiat eiat 
• dt = aa Res -777-—r + . . . + aa Res 

rtP(tyx) a
 t=tjltP(t,x) ••' * m^tPfax) 

(5.7) 
eiat 

+ aa Res 
I-I^-O *P(*,*) * 
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For 1 £ v < £ - 1, 

p e*" _ p eta,Q,{t) 

where Qv(i) is analytic in a neighborhood of t = /^ and Qv(tjy) ^ 0. Thus, for 
I ^v S 13 - 1, 

(5-8) - ••••fein s' ("•; l ^ w s - H • 
Note that since Qv{tjy) ^ 0, the bracketed expression in equation (5.8) is a 
polynomial in a of degree exactly mv — 1. For v = (3, 

Res «falQ(0 

where Q(0 is analytic in a neighborhood of / = 0 and Q(0) ^ 0. Thus 

*=fya=0 tP(t 

(5.9) 1 w/3 / \ 

which is a polynomial in a of degree exactly m$ since Q(0) ^ 0. To summarize, 
since aa ̂  0, equations (5.6) — (5.9) show that 

(5.10) ra(x, a) = £*=i eiatjvyv(x, a), 
where the 7 / s are nonzero polynomials in a. 

Returning to the proof of the theorem, we now assume one of the / / s has a 
positive imaginary part. (A proof similar to the one which follows works when 
one of the t/s has a negative imaginary part.) List those roots satisfying tjfi = 
maxig,^ Im tjy = y > 0; say tjvi , . . . , tjv are those roots. Write tjv = 
Xp + iy for 1 ^ M = <£• Then equation (5.10) becomes 

(5.11) 
ra(x,a) = Z eia%y.+ £ eia'j,y, 

^ ( " l l . . . ! ^ ) 

V ^ fax.. 1 9ia(tjv-iy) 
7 , 

Let F = F (a) = J2t=i eiaxnyVtl. We will show that there exist constants Blf d , 
L > 0 such that each interval of length L contained in ( — 00 , — B\) contains a 
number a with |<F(a)| ^ C\. Assuming this for the moment, we show how to 
use it to obtain the contradiction we seek. Observe that the second sum in the 
bracketed expression on the right hand side of equation (5.11) —>0 as R 3 a—> 
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— oo. Using equations (5.4) and (5.11), we therefore obtain t ha t there exist 
constants Br K > 0 such t h a t each interval of length L contained in (B, + oo ) 
contains a number a with eâv S K\{a). In the proof of Lemma 3.1, we showed 
t h a t given n sufficiently large, there exists an > 2B with an

n/Mn = \(an). We 
also saw t h a t an—-» + °° a s w - > + oo. T h u s we may assume an ^ 2L. Hence 
we may choose an with \ an ^ an ^ an so t ha t eanV ^ K\(an). We therefore 
have 

{ân)
n/y~nn\ S eâ»u 

^ K\(ân) = Ksupria^/M^iâjan)" 

S K supff an*/M, = K\(an) 

= Kan
n/Mn 

= K[(âny/Mn][an/ânT 

S K2n(ânY/Mn. 

T h u s Mn S K(2/y)nnl for all sufficiently large n. Applying Lemma 3.1, we 
obtain £k({Mn}) = 0 k, which contradicts our original assumption t h a t 
U{Mn}) ^Ûk. 

Thus , to complete the proof of the theorem, there remains only to verify the 
assertion concerning F (a) = ]CM=I eiaXfty»^ Let d be the maximum of the degrees 
of the 7„M's as polynomials in a. Then a^Fia) = J2î=ieiax» (#"^7^) is 
asymptot ic to G = G (a) = 2 î = i e™1^^ as a —•> — oo , where cM is the coeffi
cient of ad in yv y so t ha t not all the cM's are zero. Since 

h91 = xi + iy, . . . , tjv^ = X+ + iy 

are all distinct, the xM's are all distinct. Thus G ^ 0. Recall from the theory of 
almost periodic functions t ha t if H : R —> C and 5 > 0, then r = r(<5) G R is 
called a translation number of H corresponding to ô whenever \H(x + r ) — 
H(x)\ < 5 holds for all x £ R. H is called almost periodic if i J is continuous 
and if for each 5 > 0, there exists a length L = L(8) such t ha t each interval of 
length L contains a t least one translation number r = r(<5) of H. Now it is an 
elementary proposition in the theory of almost periodic functions t ha t functions 
of the form G(a) = ]Cj=i eiax^cll are almost periodic. Since G ?£ 0, we can choose 
a G R such t ha t \G(a)\ = c > 0. Let L = L(c/2) be a positive number such 
tha t each interval of length L contains a translation number r = r{c/2) of G. 
If / is such an interval, choose T (z I — a. Then a + r G / and |G(a + r ) — 
G (a) | < c/2, so t ha t |G(a + r ) | > c/2. Thus each interval of length L contains 
a point a such tha t |G(a) | > c/2 > 0. Since a^FÇa) is asymptot ic to G (a) as 
a—> — oo, there thus exist constants B\, Ci > 0 such t ha t each interval of 
length L contained in ( —oo , — Bx) contains a point a with | F ( a ) | ^ Ci. This 
completes the proof of the theorem. 

6. A necessary a n d suff ic ient c o n d i t i o n . Let ^ = £k({Mn}), k > 1, be 
quasianalytic. In [4] Ehrenpreis has shown tha t £k is * 'analytically uniform" 
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and, therefore, that the elements of ^ have Fourier integral representations. 
After stating Ehrenpreis' result more precisely, we use it together with Lemma 
3.2 to give a condition which is both necessary and sufficient for an element 
/ = fit, x) £ £k to have the Weierstrass division property. We remark, how
ever, that this condition is often difficult to apply in practice. 

Recall the definition of the function X in equation (2.9). We will also use the 
notation 

Im a = (Im a\, . . . , Im ak) 

and 

(/, x)-a = ta,\ + #i#2 + . . . + xk-iak 

for (t, x) = it, xi, . . . , xk-i) <E R* and a = (ai, . . . , ak) G C*. 

PROPOSITION 6.1. (Ehrenpreis) Let £* = hi{Mn)), k ^ 1, be quasianalytic 
and f = fit, x) G £*• There exist constants e > 0, Bf > 0, and a complex Borel 
measure /x on Gk such that 

Proof. See [4]. 

THEOREM 6.2. Let ^ = £k({Mn}), k ^ 1, be quasianalytic. f = f(t,x) £ £* 
/̂ as tffee Weierstrass division property if and only if we can perform the division 

(6.2) *«'•*>•« = f(t, x)q(t, x, a) + ZU r^x, a)t^, 

where q = g(/, x, a) £ £k and rù = ry(x, a) £ £k-ifor 1 ^ j ^ p and all a G C*, 
awd where for each e > 0, /&ere exw/ yl > 0 an^ positive integers v and N, all 
independent of a £ C*, S^C/Ê / t o 

(6.3) p*_1 (^(r,( . , a)) ^ 4X(a)e'iImfli, U j ^ ^ , and 

Pjc,v,Niqi',a)) ^A\ia)e^^. 

Proof. We first assume that / has the Weierstrass division property. Then 
we can perform division (6.2), and we must obtain estimate (6.3). Let e > 0 
be given. Choose a positive integer v' such that 1/V < e. Then 

P^AeiUa)'a) = sup sup \D(tJeiU-x)-a\*Mn 

( l . x ) € A i ( l / r ' ) 

(6.4) ^ |o|""e , | Iœo |/M» 

= (|a |""/M, f l,)(Jlf, / J,/Jlf,)c , | Imo1 

^ \(a)eellmal. 
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It follows that ei{t'x)'a £ EktV>i for all a £ C*. Thus, according to Lemma 3.2, 
there exist A > 0 and positive integers v and N, all independent of a £ Ck, 
such that 

(6.5) p t - i . ^ M - , a)) ^ APky, !(*«'•*>•«), U j g p , and 

P*,^((Z-,a)) ^ ^ p ^ , ! ^ ^ ) . 

Combining inequalities (6.4) and (6.5), we obtain inequalities (6.3). 
We now assume that we can perform the division (6.2) with the estimates 

(6.3) holding, and we show t h a t / has the Weierstrass division property. Let 
e > 0 and g = g(t, x) £ £* be defined on Ak(e). By Proposition 6.1, there exist 
<5, with 0 < ô < e, Bg > 0, and a complex Borel measure /x on C* such that g 
has the Fourier integral representation 

I 
iU'x)'adn(a) 

c* \(a/Bg)e
t (6.6) g ( t , x ) = I , , N ellmal , (/, * ) 6 A*(ô). 

(We may replace the sequence {Mn) by the sequence {B0
nMn} ; thus we may 

assume B0 = 1.) Substituting for e*(*•*)•" from equation (6.2) in equation (6.6), 
we get 

We estimate 

Da C rj(x,a 
x J Qk A (a) 

)djx{a) 

for |a| ^ n, x £ Afc_i(ô), and 1 ^ j ^ p. 
Using estimate (6.3), we see that for such a and x} 

\Dx
arj(x,a)\ ^ ,4\(a)eeiImaWnikfn. 

Thus we get 

n a f Tj(x, a)dp (a) I J Dx
arj(xy a)dn(a) 

\Dx J c * \(a)e€lImal I " I J c * X(aK i Ima| 

f \Dx
arj(x,a)\dM(a) f A\(a)e*llmalNnMndM(a) 

= J c * \(a)eelImal = JG* A(aKIIma| 

= (A\\»\\)NnMn. 

A similar computation using estimate (6.3) shows that 

f q{t,x,a)dix(a) 
Dit-X) J& X(a)e€ | I m a l 

can be estimated by (,4||-||)iVnMn for |0| ^ wand (f, *) G A* (5). It follows that 

(6.7) *(*, x) = /(*, *)Q(*, *) + £ ? - i i ^ ( * ) ^ , 
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where 

( _ f q(t,x,a)dn(a) 
W>X) ~ Jck \(ay

[Ima{ 

represents an element of £* on Ak(8) and 

r7(x, a) du (a) 

\(a)etllma{ 

represents an element of ^ _ i on A^_i(o) for 1 ^ j ^ p. T h u s / has the Weier-
strass division property . 

7. A n a lgebraic q u e s t i o n . Let Rk, fe = 1, 2, ..., be local rings of smooth 
functions in k variables which contain 0 k. Assume t h a t Rk+i is the * 'na tura l 
extension" to (k + 1) variables of Rk. If a Weierstrass division theorem with 
uniqueness of the quot ient and the remainder were to hold in the Rk, then by 
repeat ing s tandard arguments , it would be possible to show t h a t the Rk are 
Noetherian unique factorization domains ; see [6]. I t may be tha t , conversely, 
if the Rk are Noetherian unique factorization domains, then a Weierstrass 
division theorem with uniqueness of quot ient and remainder would hold in the 
Rk. This conjecture is supported by the fact t h a t the Weierstrass division 
theorem can be formulated algebraically as a finiteness condit ion: Let mj be 
the maximal ideal in Rjy and if u: Rj —» Rk is an algebra homomorphism, let 
u(mj)Rk be the ideal generated in Rk be the image u{m^) of ntj. u is said to be 
quasi-finite if the induced m a p u \ KJ Ç^J Rj/nij —> Rk/u(mj)Rk makes 
Rk/u(nïj)Rk into a finite dimensional C-vector space, and u is said to be 
finite if it makes Rk into a finitely generated i^-modti le . If u is finite, it is 
always quasi-finite. T h e Weierstrass division theorem is equivalent to the 
assertion t h a t the converse implication always holds, i.e., if u is quasi-finite, 
then it is finite. See Wall [9] for a complete discussion. 

In closing we remark tha t , in light of our results in this paper, were this con
jecture established, we would know tha t the %k({Mn}) are not Noether ian 
unique factorization domains in the quasianalyt ic case with k ^ 2. 
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