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On the Simple Inductive Limits of Splitting
Interval Algebras with Dimension Drops

Zhiqiang Li

Abstract. A K-theoretic classification is given of the simple inductive limits of finite direct sums of

the type I C∗-algebras known as splitting interval algebras with dimension drops. (These are the

subhomogeneous C∗-algebras, each having spectrum a finite union of points and an open interval,

and torsion K1-group.)

Introduction

The Elliott invariant has been used with amazing success to classify simple unital

C∗-algebras. By the great work of many people, a number of results concerning

the classification of approximately homogeneous C∗-algebras (AH-algebras) were

obtained (see for example [2, 3, 7–9, 11–13, 16–19, 23–25]). It is natural and im-

portant to consider the case of simple approximately subhomogeneous C∗-algebras

(ASH-algebras). G. A. Elliott, K. Thomsen, X. Jiang, H. Su, and others have made

a number of contributions in this direction (see for example [10, 20, 21, 32–35]). In

[20, 21] the building blocks used are splitting interval algebras (without dimension

drops) and dimension drop interval algebras (without splitting). This paper con-

siders a mixed version of the two building blocks, namely, splitting interval algebras

with dimension drops, by which is meant a C∗-subalgebra of Mn(C[0, 1]) such that

the endpoints 0 and 1 split, and each splitting point has a dimension drop. This is a

special case of the Elliott–Thomsen building blocks introduced in [10] (see Defini-

tion 1.1). In this paper, the simple inductive limits built on this building block will

be classified.

In the last few years, because of the important work of Kirchberg, Winter, and

Lin (see for example [22, 26, 27, 37, 38]), it has become more and more important to

investigate what is called tracial approximation by special C∗-algebras. G. A. Elliott

and Z. Niu considered TAS-algebras in [15], where TAS means tracial approximation

by splitting interval algebras. In fact, it is not enough to use only splitting interval

algebras to make a tracial approximation. For example, the Jiang–Su algebra is not

TAS.

So the building block considered here might be one starting point towards choos-

ing a more general model for tracial approximation. In any case, classifying the in-

ductive limits based on this special building block will be useful for classifying the

inductive limits built on general Elliott–Thomsen building blocks. The K1-group of

a splitting interval algebra with dimension drops is finite, whereas the K1-group of
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a general Elliott–Thomsen building block is an arbitrary finitely generated abelian

group, but the case that the spectrum is a circle in which the K1-group is torsion free

of rank one is well understood (see [8, 29]).

The proof follows the lines of Elliott’s intertwining argument used to verify the El-

liott conjecture earlier for simpler kinds of ASH-algebras. The intertwining used here

is a KK-intertwining, as used in [12], since the homotopy types of homomorphisms

between the building blocks are not completely determined by the induced maps on

K-theory but by the induced KK-elements. In this paper, the K-homology version

of the universal coefficient theorem (UCT) will be used, as in [21]; this technique

goes back to [6]. This is for the following reason: for this kind of building block, the

usual UCT has a non trivial extension group (Ext) part, and on calculation, it is easily

seen that the odd K-homology group of this building block vanishes, so for the UCT

in terms of K-homology, the Ext part vanishes, and it has only the homomorphism

group (Hom) part. This is very helpful in analyzing the homomorphisms between

the building blocks.

The paper is organized as follows. In Section 1, the K-theory data, including the

K-group, the K-homology group, and the KK-group of the building block are cal-

culated. In Section 2, the trace data of the building block are given; because of the

singularity of the endpoints 0 and 1, besides the usual trace data corresponding to

[0,1], there are also some traces corresponding to the singular points. In Section 3,

the local existence theorem will be proved. To establish this, there are two main in-

gredients: an approximation theorem due to [24, 33] and a reduction similar to that

in [20]. Since the splitting points have dimension drops, the reduction process needs

more work than [20], and becomes rather more complicated. In Section 4, the local

uniqueness theorem will be established. As mentioned above, the crucial point is the

role played by the KK-element in the K-homology version of the UCT. In Section 5,

the two theorems above and Elliott’s intertwining argument are combined to get the

main classification theorem.

1 K-theoretical Data of Building Block

Definition 1.1 (Elliott–Thomsen Building Blocks) Let F1 be a finite dimensional

C∗-algebra, let ϕ0 and ϕ1 be two unital homomorphisms from F1 to some matrix

algebra Mm(C), and associate with this set of data the following subhomogeneous

C∗-algebra:

A(ϕ0, ϕ1) =
{

(a, f ) ∈ F1 ⊕C
(

[0, 1],Mm(C)
)

: f (0) = ϕ0(a), f (1) = ϕ1(a)
}
.

Some important subhomogeneous algebras are included among these building

blocks.

Example 1.2 The splitting interval algebra

S(n̄0, n̄1) =
{

f ∈ Mm(C[0, 1]) : f (x) ∈
rx⊕

i=1

Mnxi
(C) ⊆ Mm(C), x = 0 or 1

}
,

where n̄xi
= (nx1

, . . . , nxrx
), x = 0 or 1, is a partition of m.
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In this case, we take

F1 =

r0⊕
i=1

Mn0i
(C) ⊕

r1⊕
i=1

Mn1i
(C), ϕ0(a ⊕ b) = a, ϕ1(a ⊕ b) = b,

where both
⊕r0

i=1 Mn0i
(C) and

⊕r1

i=1 Mn1i
(C) are regarded as unital subalgebras of

Mm(C).

Example 1.3 The dimension drop interval algebra

I[m0,m,m1] = { f ∈ Mm(C[0, 1]) : f (0) = a0 ⊗ id m
m0
, f (1) = id m

m1
⊗ a1},

where a0 and a1 belong to Mm0
(C) and Mm1

(C) respectively.

In this case, we take

F1 = Mm0
(C) ⊕ Mm1

(C), ϕ0(a0 ⊕ a1) = a0 ⊗ id m
m0
, ϕ1(a0 ⊕ a1) = id m

m1
⊗ a1.

In Definition 1.1, there are two homomorphisms, and it is well known that, up

to unitary equivalence, each of them involves various repetitions on the diagonal of

each direct summand of F1. In this paper, an additional assumption will be put on

each of the two homomorphisms; namely, with

F1 =

r0⊕
i=1

Mki
(C) ⊕

r1⊕
j=1

Ml j
(C),

let us assume that

ϕ0

( r1⊕
j=1

Mli (C)
)
= 0, ϕ1

( r0⊕
i=1

Mki
(C)

)
= 0.

Then the Elliott–Thomsen building blocks become splitting interval algebras with

dimension drops, and their K1-groups are finite (see Theorem 1.5).

One can see that

sp(A(ϕ0, ϕ1)) = {01, . . . , 0r0
} ∪ {11, . . . , 1r1

} ∪ (0, 1),

let us call the first two parts the fractional spectra and call the times of repetition

the multiplicity of the corresponding fractional spectrum. Denote these multiplici-

ties by s1, . . . , sr0
, t1 , . . . , tr1

and continue this notation throughout the paper. The

non-Hausdorff topology on the sp(A(ϕ0, ϕ1)) and the multiplicities (each of them is

greater than or equal to 1) cause the main difficulties in this paper. The result and

techniques developed in this paper will be useful when one considers the general case.

Let

I =
{

(0, f ) ∈ A(ϕ0, ϕ1) : f (0) = ϕ0(0) = 0, f (1) = ϕ1(0) = 0
}
.

Obviously, I is an ideal of the basic building block, and it is isomorphic to SMm(C),

the suspension of Mm(C).
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Lemma 1.4 There is a short exact sequence, 0 → I → A(ϕ0, ϕ1) → F1 → 0.

Theorem 1.5

K0(A(ϕ0, ϕ1)) =
{

(k1, . . . , kr0
, l1, . . . , lr1

) ∈ Z
r0 × Z

r1 | ϕ0∗(k1, . . . , kr0
) = ϕ1∗(l1, . . . , lr1

)
}
.

K1(A(ϕ0, ϕ1)) =

Z/
{
ϕ1∗(l1, . . . , lr1

) − ϕ0∗(k1, . . . , kr0
) | (k1, . . . , kr0

, l1, . . . , lr1
) ∈ Z

r0 × Z
r1
}
.

Proof The short exact sequence of Lemma 1.4 induces a six-term exact sequence of

the K-groups:

K0(I) // K0(A(ϕ0, ϕ1)) // K0(F1)

∂

��

K1(F1) ⊕ K1(F1)

∂

OO

K1(A(ϕ0, ϕ1))oo K1(I).oo

Note that

K0(I) = K0(SMm(C)) = K1(Mm(C)) = 0, and

K1(I) = K1(SMm(C)) = K0(Mm(C)) = Z.

From the diagram above, one obtains K1(A(ϕ0, ϕ1)) = K1(I)/Im∂ = Z/Im∂,

and K0(A(ϕ0, ϕ1)) = Ker∂. So it suffices to know the map ∂.

Compare the short exact sequence in Lemma 1.2 with the classical suspension

short exact sequence:

0 → SMm(C) → C[0, 1] ⊗ Mm(C) → Mm(C) ⊕ Mm(C) → 0.

By the naturality of ∂, one has the following commutative diagram

K0(F1)∂ //

ϕ0∗ ϕ1∗

��

K1(I)

id
��

K0(Mm(C)) ⊕ K0(Mm(C))
∂
′

// K1(SMm(C)).

It is well known that ∂
′

(a, b) = b − a, and so

∂(k1, . . . , kr0
, l1, . . . , lr1

) = ϕ1∗(l1, . . . , lr1
) − ϕ0∗(k1, . . . , kr0

).

The conclusion follows.
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Remark (1) Because ϕ0∗ and ϕ1∗ map (essentially) from Z
r0 and Z

r1 to Z, using

the multiplicities s1, . . . , sr0
, t1, . . . , tr1

, one has that

ϕ0∗(k1, . . . , kr0
) = k1s1 + · · · + kr0

sr0
, ϕ1∗(l1, . . . , lr1

) = l1t1 + · · · + lr1
tr1
.

(2) K1(A(ϕ0, ϕ1)) is a torsion group.

Notice that this argument also works even we remove the restriction on the two

homomorphisms.

In what follows, the K-homology and KK-groups of the building block will be

calculated. The following notation will be used throughout the paper.

Define

V0i
: A(ϕ0, ϕ1) → Mki

(C) by V0i
(a, f ) = ai ,

V1 j
: A(ϕ0, ϕ1) → Ml j

(C) by V1 j
(a, f ) = b j ,

where ai is the direct sum decomposition of a in
⊕r0

i=1 Mki
(C), and b j is the direct

sum decomposition of a in
⊕r1

j=1 Ml j
(C), and these are the irreducible decomposi-

tions of the building block.

Theorem 1.6 K0(A(ϕ0, ϕ1)) is generated by [V0i
] and [V1 j

] for i = 1, . . . , r0, j =

1, . . . , r1, with the relation

[ϕ0 ◦V01
] + · · · + [ϕ0 ◦V0r0

] = [ϕ1 ◦V11
] + · · · + [ϕ1 ◦V1r1

].

More explicitly, the relation is

s1[V01
] + · · · + sr0

[V0r0
] = t1[V11

] + · · · + tr1
[V1r1

].

Note that ϕ0 ◦ V0i
is still a representation of A(ϕ0, ϕ1), and so [ϕ0 ◦ V0i

] is still in

K0(A(ϕ0, ϕ1)), and similarly for ϕ1. K1(A(ϕ0, ϕ1)) = 0.

Proof Denote by A(ϕ0, ϕ1)[0,1/2] the restriction of the building block to [0, 1/2], by

A(ϕ0, ϕ1)[1/2,1] the restriction to [1/2, 1], and let A(ϕ0, ϕ1)1/2 be the evaluation of

the building block at 1/2.

Then one has the pull-back diagram

A(ϕ0, ϕ1)
R0

//

R1

��

A(ϕ0, ϕ1)[0, 1
2

]

V 1
2

��

A(ϕ0, ϕ1)[ 1
2
,1]

V 1
2

// A(ϕ0, ϕ1) 1
2
= Mm(C),

where R0,R1 are the corresponding restrictions, and V1/2 is the evaluation at 1/2.
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Applying the Mayer–Vietoris sequence (cf. [1, Theorem 21.5.1]) to the diagram
above, we obtain a six term exact sequence:

K0(Mm(C))

(

−V∗

1
2

,V∗

1
2

)

// K0(A(ϕ0, ϕ1)[0, 1
2

]) ⊕ K0(A(ϕ0, ϕ1)[ 1
2
,1])

R∗

0 +R∗

1

// K0(A(ϕ0, ϕ1))

��

K1(A(ϕ0, ϕ1))

OO

K1(A(ϕ0, ϕ1)[0, 1
2

]) ⊕ K1(A(ϕ0, ϕ1)[ 1
2
,1])

oo K1(Mm(C))oo

Define

V 0 : A(ϕ0, ϕ1)[0, 1
2

] →
r0⊕

i=1

Mki
(C) by V 0(a, f ) = a

′

,

ϕ0 :
r0⊕

i=1

Mki
(C) → A(ϕ0, ϕ1)[0, 1

2
] by ϕ0(a

′

) = (a
′

, f ),

where

f (t) = ϕ0(a
′

), ∀t ∈ [0, 1
2
], a = a

′

⊕ a
′ ′

.

Then

V 0 ◦ ϕ0 = id, ϕ0 ◦V 0(a, f ) = (a
′

, ϕ0(a
′

)).

Define

ht : A(ϕ0, ϕ1)[0, 1
2

] → A(ϕ0, ϕ1)[0, 1
2

] by ht (a, f ) = (a
′

, f (ts)),

then ϕ0 ◦V 0 is homotopic to id. So A(ϕ0, ϕ1)[0,1/2] and
⊕r0

i=1 Mki
(C) are homotopy

equivalent, similarly for A(ϕ0, ϕ1)[1/2,1] and
⊕r1

j=1 Ml j
(C). Hence

K0(A(ϕ0, ϕ1)[0, 1
2

]) = Z
r0 , K0(A(ϕ0, ϕ1)[ 1

2
,1]) = Z

r1 ,

K1(A(ϕ0, ϕ1)[0, 1
2

]) = K1(A(ϕ0, ϕ1)[ 1
2
,1]) = 0.

Therefore

K0(A(ϕ0, ϕ1)) = Z
r0 ⊕ Z

r1/Im(−V ∗
1
2
,V ∗

1
2
),

K1(A(ϕ0, ϕ1)) = Ker(−V ∗
1
2
,V ∗

1
2
).

Let us now make the necessary computations concerning V ∗
1/2.

Define

V ∗
1
2

: K0(Mm(C)) → K0(A(ϕ0, ϕ1)[0, 1
2

]) by V ∗
1
2
([ρ]) = [ρ ◦V 1

2
],

where ρ is a representation of Mm(C). Hence V ∗
1/2(1) = [id ◦ V1/2], where

1 ∈ K0(Mm(C)) is represented by id : Mm(C) → Mm(C). The generators of

K0(A(ϕ0, ϕ1)[0,1/2]) are given by [V01
], . . . , [V0r0

]; because V1/2 is homotopic to V0,

V ∗
1
2
(1) = [ϕ0 ◦V01

] + · · · + [ϕ0 ◦V0r0
] = s1[V01

] + · · · + sr0
[V0r0

].
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Similarly for V ∗
1/2 in the second component of (−V ∗

1/2,V
∗
1/2), because V1/2 is homo-

topic to V1, and so

V ∗
1
2
(1) = [ϕ1 ◦V11

] + · · · + [ϕ1 ◦V1r1
] = t1[V11

] + · · · + tr1
[V1r1

].

The theorem follows.

Let Am = A(ϕ0, ϕ1),Bn = B(ψ0, ψ1); in the local uniqueness theorem later, one

needs to investigate KK (φ) ∈ KK (Am,Bn) for a homomorphism φ : Am → Bn. Let

us introduce some notation: let I be the ideal as before of the algebra Bn, then

Bn/I =
r

Bn
0⊕

i=1

Mn0i
(C) ⊕

r
Bn
1⊕

j=1

Mn1 j
(C),

KK (Am,Bn/I) =
r

Bn
0⊕

i=1

KK
(

Am,Mn0i
(C)

)
⊕

r
Bn
1⊕

j=1

KK
(

Am,Mn1 j
(C)

)
.

For any ρ ∈ KK (Am,Bn/I), then

ρ = (ρ0
Bn
1
, . . . , ρ0

Bn
r0
, ρ1

Bn
1
, . . . , ρ1

Bn
r1

),

each component map belongs to KK (Am,Mn0i
(C)) = K0(Am). In the following the-

orem, all the fractional spectra and their multiplicities will be put with a superscript

denoted the algebra, and any homomorphism φ ∈ Hom(Z,K0(Bn/I)) can be written

as

φ = (φ0
Bn
1
, . . . , φ0

Bn
r0
, φ1

Bn
1
, . . . , φ1

Bn
r1

).

Theorem 1.7

KK (Am,Bn) = Γ1 ⊕ Γ2,

Γ1 =

{

ρ ∈ KK (Am,Bn/I)
∣

∣

∣

r1
∑

j=1

t
Bn
j · ρ

1
Bn
j∗

( · ) −
r0
∑

i=1

s
Bn
i · ρ

0
Bn
i∗

( · ) = 0, ∀( · ) ∈ K0(Am)
}

,

Γ2 =

{

[φ] ∈ Hom(Z,K0(Bn/I))/ Imα∗

∣

∣

∣

r1
∑

j=1

t
Bn
j · φ

1
Bn
j

(1) −
r0
∑

i=1

s
Bn
i · φ

0
Bn
i

(1) ∈ pZ

}

,

where ( · ) is the abbreviation of (kAm

1 , . . . , kAm
r0

, lAm

1 , . . . , lAm
r1

) ∈ K0(Am).

Proof From the short exact sequence

0 → I → Bn → Bn/I → 0

one obtains a six-term exact sequence for KK-groups:

KK (Am, I) // KK (Am,Bn) // KK (Am,Bn/I)

δ

��

KK 1(Am,Bn/I)

δ

OO

KK 1(Am,Bn)oo KK 1(Am, I).oo
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We know that KK (Am, I) = K1(Am) = 0. For our purpose we only need

KK (Am,Bn) (KK 1(Am,Bn) can also be calculated), so it suffices to know the map

δ. By the UCT, we have

KK (Am,Bn/I) = Hom(K0(Am),K0(Bn/I)) ⊕ Ext(K1(Am),K0(Bn/I))

δ
��

KK 1(Am, I) = Hom(K0(Am),K1(I)) ⊕ Ext(K1(Am),K1(I)).

So δ is decomposed into two parts δ0 and δ1, on Hom and Ext part respectively.

This is because there are C∗-algebras B and C , such that

K0(B) = K0(Am), K1(B) = K0(C) = 0, K1(C) = K1(Am).

Then B ⊕C is KK-equivalent to Am. Therefore

KK (Am,Bn/I) = KK (B,Bn/I) ⊕ KK (C,Bn/I),

KK 1(Am, I) = KK 1(B, I) ⊕ KK 1(C, I),

while we have

KK (B,Bn/I) = Hom(K0(Am),K0(Bn/I)),

KK (C,Bn/I) = Ext(K1(Am),K0(Bn/I)),

KK 1(B, I) = Hom(K0(Am),K1(I)),

KK1(C, I) = Ext(K1(Am),K1(I)).

Recall Theorem 1.5, we have the index map ∂ : K0(Bn/I) → K1(I), both δ0 and δ1 are

induced by ∂. We know that

Bn/I =
r

Bn
0⊕

i=1

Mn0i
(C) ⊕

r
Bn
1⊕

j=1

Mn1 j
(C),

so

KK (Am,Bn/I) =
r

Bn
0⊕

i=1

KK
(

Am,Mn0i
(C)

)
⊕

r
Bn
1⊕

j=1

KK
(

Am,Mn1 j
(C)

)
.

For any

ρ = (ρ0
Bn
1
, . . . , ρ0

Bn
r0
, ρ1

Bn
1
, . . . , ρ1

Bn
r1

) ∈ KK (Am,Bn/I),

it induces a ρ∗ ∈ Hom(K0 (Am), K0(Bn/I)) by

ρ∗ = (ρ0
Bn
1∗

, . . . , ρ0
Bn
r0∗

, ρ1
Bn
1∗

, . . . , ρ1
Bn
r1∗

).
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Then

δ0(ρ∗) = ∂ ◦ ρ∗ = ψ1∗(ρ1
Bn
1∗

, . . . , ρ1
Bn
r1∗

) − ψ0∗(ρ0
Bn
1∗

, . . . , ρ0
Bn
r0∗

),

Ker(δ0) =
{
ρ ∈ KK (Am,Bn/I)

∣∣∣
r1∑

j=1

tBn

j · ρ1
Bn
j∗

( · ) −

r0∑

i=1

sBn

i · ρ0
Bn
i∗

( · ) = 0
}
,

where ( · ) is the abbreviation of (kAm

1 , . . . , kAm
r0
, lAm

1 , . . . , lAm
r1

) ∈ K0(Am).

For δ1 on Ext part, assume K1(Am) = Zp. Then we find a projective resolution of

K1(Am):

0 −→ Z
α

−→ Z
π

−→ K1(Am) −→ 0,

where α is the map of multiplication by p. Then by definition,

Ext(K1(Am),K0(Bn/I)) = Hom(Z,K0(Bn/I))/Imα∗,

Ext(K1(Am),K1(I)) = Hom(Z,K1(I))/Imα∗
= Zp.

For any φ ∈ Hom(Z,K0(Bn/I)), we know that

∂(α∗φ)(γ) = ∂
(
φ(α(γ))

)
= α∗(∂ ◦ φ)(γ), ∀γ ∈ Z.

So ∂ induces a map from Ext(K1(Am),K0(Bn/I)) to Ext(K1(Am),K1(I)). Recalling

the isomorphism between Ext(K1(Am),K1(I)) and Zp, we know that

[φ
′

] ∈ Ext(K1(Am),K1(I)) = 0

if and only if φ
′

(1) is a multiple of p. For a homomorphism φ ∈ Hom(Z,K0(Bn/I)),

it can be written as

φ = (φ0
Bn
1
, . . . , φ0

Bn
r0
, φ1

Bn
1
, . . . , φ1

Bn
r1

),

then

∂ ◦ φ(1) =

r1
∑

j=1

t
Bn
j · φ

1
Bn
j

(1) −

r0
∑

i=1

s
Bn
i · φ

0
Bn
i

(1), and

Ker(δ1) =
{

[φ] ∈ Hom(Z,K0(Bn/I))/ Imα∗
∣

∣

r1
∑

j=1

t
Bn
j · φ

1
Bn
j

(1) −
r0
∑

i=1

s
Bn
i · φ

0
Bn
i

(1) ∈ pZ
}

.

The theorem follows.

Remark From the calculation above, one can see that for any homomorphism

φ : Am → Bn, the induced element KK (φ) is determined by several K-homology

classes [V0i
◦φ], [V1 j

◦φ], i = 1, . . . , r0, j = 1, . . . , r1. Note that the odd K-homology

of the building block vanishes. From the K-homology version of the UCT, one ob-

tains an isomorphism η : KK (Am,Bn) → Hom(K0(Bn),K0(Am)). This will be used

later in the local uniqueness part.
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Lemma 1.8 Suppose that ρ : A(ϕ0, ϕ1) → Mn(C) is a unital homomorphism. Then

there exists a unitary U, an increasing sequence (λ1, . . . , λµ) of numbers in [0, 1], and

two sequences of nonnegative integers (µ0i
)r0

i=1 and (µ1 j
)r1

j=1, where at least one µ0i
is

strictly less than si , and at least one µ1 j
is strictly less than t j such that

ρ(a, f ) = U
∗




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λ1) . . . 0 0
...

...
...

...

0 0 . . . f (λµ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



.

Let us call this the compressed diagonalization form of ρ. Then (λ1, . . . , λµ) is

uniquely determined by ρ up to a permutation. We assume λ1 ≤ λ2 ≤ · · · ≤ λµ,

and the sequence

L(ρ) = (µ01
, . . . , µ0r0

, λ1, . . . , λµ, µ11
, . . . , µ1r1

)

is called the eigenvalue list of ρ.

Proof Every representation is a finite direct sum of irreducible representations up

to unitary equivalence, the only thing we need to do is, whenever all the irreducible

representations at 0 appear enough times (namely, reach all the corresponding mul-

tiplicities), replace them by an f (0). Whenever all the irreducible representations at

1 appear enough times, we replace them by an f (1). Then the lemma follows.

Following the lemma above, define

ζ(ρ) = (µ01
, . . . , µ0r0

, µ, µ11
, . . . , µ1r1

).

This form above is frequently used in this paper; it is stable in the following sense.

Lemma 1.9 Let ρi : A(ϕ0, ϕ1) → Mn(C), i = 0, 1, be two unital homomorphisms.

Then the following statements are equivalent:

(i) ρ0 and ρ1 are homotopic;

(ii) [ρ0] = [ρ1] ∈ K0(A(ϕ0, ϕ1));

(iii) ζ(ρ0) = ζ(ρ1).

Proof (i) ⇒ (ii) is obvious. By Theorem 1.6, (ii) ⇒ (iii) is also obvious. So we only

need to prove (iii) ⇒ (i). Suppose

ζ(ρ0) = ζ(ρ1) = (µ01
, . . . , µ0r0

, µ, µ11
, . . . , µ1r1

),

then for k = 0, 1, there are unitaries uk ∈ Mn(C), and numbers λ1(k), . . . , λµ(k) in

[0, 1] such that

ρk(a, f ) = u∗
k




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λ1(k)) . . . 0 0
...

...
...

...

0 0 . . . f (λµ(k)) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




uk.
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Let u(s) be a continuous unitary path in Mn(C) connecting u0 and u1, and let λ j(s)

be a continuous path connecting λ j(0) and λ j(1). Define a homotopy by

ρs(a, f ) =

u(s)∗




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λ1(s)) . . . 0 0
...

...
...

...
0 0 . . . f (λµ(s)) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




u(s).

This completes the proof.

Corollary 1.10 Let ρx : A(ϕ0, ϕ1) → Mn(C) (x ∈ [0, 1]) be a continuous family of

morphisms. For each x, let

L(ρx) = (µ01
(x), . . . , µ0r0

(x), λ1(x), . . . , λµx
(x), µ11

(x), . . . , µ1r1
(x))

be the eigenvalue list of ρx. Then the following statements hold:

(i) Each of µ0i
(x), µ1 j

(x), µx is a constant function.

(ii) For each i, λi(x) is continuous.

2 Trace Data and Compatible Pairs

Lemma 2.1 There are two kinds of tracial states on A(ϕ0, ϕ1):

(i) Any probability measure µ on [0, 1] defines a tracial state on the building block

µ(a, f ) =

∫
Tr( f )dµ,

where Tr is the normalized trace on Mm(C).

(ii) At endpoints 0 and 1, there are fractional tracial states

δ0i
(a, f ) = Tr(ai), i = 1, . . . , r0, δ1 j

(a, f ) = Tr(b j), j = 1, . . . , r1,

where Tr is the normalized trace on the corresponding matrix. Moreover,

δ0 =

r0∑

i=1

m0i

m
δ0i
, δ1 =

r1∑

j=1

m1 j

m
δ1 j
,

where m0i
is the size of ϕ0(ai), and m1 j

is the size of ϕ1(b j).

The following result is less trivial but still standard.

Lemma 2.2 Any f ∈ A f f TA(ϕ0, ϕ1) determines a real-valued function δ∗( f ) on

sp(A(ϕ0, ϕ1)) by δ∗( f )(x) = f (δx).
So this map identifies A f f TA(ϕ0, ϕ1) with the space of all real-valued functions f

on sp(A(ϕ0, ϕ1)) satisfying
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(i) f is continuous on (0, 1),

(ii) for x = 0, 1, lim[x̄]→x f (x̄) =
∑

i

mxi

m
f (xi).

Recall that [ · ] : sp( · ) → [0, 1] is the canonical quotient map.

Remark Let B(ψ0, ψ1) be another building block. Then, by Lemma 2.1, to de-

fine a morphism θ : TB(ψ0, ψ1) → TA(ϕ0, ϕ1), it suffices to define θ(δy) for y ∈
sp(B(ψ0, ψ1)) in a way that is continuous on (0, 1) and satisfies the right boundary

condition as in the lemma above. This will be used later.

In what follows, we are going to investigate compatible pairs for the building

blocks.

Let A,B be two C∗-algebras; recall that two homomorphisms κ : K0(A) → K0(B)

and θ : T(B) → T(A) are compatible if 〈e, θ(t)〉 = 〈κ(e), t〉 for any e ∈ K0(A) and

any t ∈ TB.

By choosing proper sub-projections of B and standard a “cut-down” argument, we

can focus on compatible pairs for the basic building blocks (without worrying about

direct sums).

Definition 2.3 Let Am = A(ϕ0, ϕ1),Bn = B(ψ0, ψ1) be two building blocks (m

and n refer to the size of generic fibre), α ∈ KK (Am,Bn), and let θ : TBn → TAm be

a continuous affine map. Then (α, θ) is compatible if (α0, θ) is compatible, where α0

is the induced map of α on K0 -group.

In the proof of the local existence theorem, one of the crucial techniques is the

decomposition of a compatible pair.

Definition 2.4 Let A,B be C∗-algebras, α ∈ KK (A,B), and θ : TB → TA be a

continuous affine map. Let (α, θ) be a compatible pair for A,B. A decomposition of

(α, θ), denoted by (α, θ) =
∑

j(α j , θ j), consists of

(i) mutually orthogonal C∗-subalgebras B1, . . . ,Bp of B such that 1B ∈ B1+· · ·+Bp;

(ii) a compatible pair (α j , θ j) for each (A,B j), α j ∈ KK (A,B j), such that α =∑
j((α j) ⊗B j

[ι j]), where [ι j] is the KK-element induced by the inclusion

ι j : B j → B, and θ(t) =
∑

j θ j(t|B j), t ∈ TB j , where θ j is naturally extended.

For the building block, there are three kinds of basic compatible pairs.

Definition 2.5 Let

Am = A(ϕ0, ϕ1)

=
{

(a, f ) ∈ F1 ⊕C
(

[0, 1],Mm(C)
)

: f (0) = ϕ0(a), f (1) = ϕ1(a)
}
,

recall that

K0(Am) =
{

(k1, . . . , kr0
, l1, . . . , lr1

) ∈ Z
r0 ×Z

r1 | ϕ0∗(k1, . . . , kr0
) = ϕ1∗(l1, . . . , lr1

)
}
.

(i) Let

B = Mm(C), α ∈ KK (Am,B), α0(k1, . . . , kr0
, l1, . . . , lr1

) = ϕ0∗(k1, . . . , kr0
),
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and let θ(Tr) = µ, then (α, θ) is compatible for (Am,B) and it is called a generic

pair.

(ii) Let

B = Am(0) ⊆ Mn01
(C) ⊕ · · · ⊕ Mn01

(C)
︸ ︷︷ ︸

s1

⊕Mn02
(C) ⊕ · · · ⊕ Mn02

(C)
︸ ︷︷ ︸

s2

⊕ . . .

· · · ⊕ Mn0r0
(C) ⊕ · · · ⊕ Mn0r0

(C)
︸ ︷︷ ︸

sr0

.

Let

α ∈ KK (Am,B), α0(k1, . . . , kr0
, l1, . . . , lr1

) = (k1, . . . , k1︸ ︷︷ ︸
s1

, . . . , kr0
, . . . , kr0︸ ︷︷ ︸

sr0

),

and θ(Tri) = δ0i
(Tri is the normalized trace on Mn0i

(C)), then (α, θ) is com-

patible and it is called a broken pair at 0. Similarly there are also broken pairs

at 1.

(iii) Let

B = Mn0i
(C), α ∈ KK (Am,B), α0(k1, . . . , kr0

, l1, . . . , lr1
) = ki ,

and θ(Tr) = δ0i
, then (α, θ) is compatible and it is called a fractional pair at 0i ,

i = 1, . . . , r0. Similarly we have fractional pair at 1 j , j = 1, . . . , r1.

Lemma 2.6 Let Am = A(ϕ0, ϕ1) be a building block, B = Mn(C), and (κ, θ) is

compatible for Am and B. Then θ(Tr) ∈ TA(ϕ0, ϕ1) uniquely determines a vector

λ(θ(Tr)) = (λ̄0, λ̄1, λ) ∈ R
r0
+ × R

r1
+ × R+ such that

θ(Tr) =
∑

x∈{0,1}

rx∑

i=1

λxi
· δxi

+ λ · µ,

where λ·µ is the maximum of all possible values that can be realized by a homomorphism

from Am to B, λ̄x = (λx1
, . . . , λxrx

) satisfies that at least one λ0i
is strictly less than

n0i

n
si

and at least one λ1 j
is strictly less than

n1 j

n
t j , µ is a Radon probability measure on [0, 1].

This is called the standard form of θ(Tr), λ ·µ is called the principal part, and the rest is

called the residual part.

Proof Any t ∈ TAm has a decomposition. For the uniqueness of the coefficient, we

make the following simplification: recall that δ0 =
∑

i

n0i
·si

m
δ0i

, δ1 =
∑

j

n1 j
·t j

m
δ1 j

;

then
m

n
δ0 =

∑

i

n0i
· si

n
δ0i
,

m

n
δ1 =

∑

j

n1 j
· t j

n
δ0i
.

If every fractional spectrum appears enough times, namely, reaches its multiplicity,

then we can replace the fractional trace by a m
n
δ0 or a m

n
δ1. Otherwise we just leave

it there, which means that at least one of the fractional spectra does not reach its

multiplicity, then the lemma follows.
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The following lemma is basic for the proof of the local existence theorem.

Lemma 2.7 Let Am = A(ϕ0, ϕ1) be a building block, let

B =
{

diag(a1, . . . , a1︸ ︷︷ ︸
k1

, . . . , as, . . . , as︸ ︷︷ ︸
ks

, . . . ) | as ∈ Mns
(C)

}
, n =

∑

s

ks · ns,

andα ∈ KK (Am,B), and let θ : TB → TAm be a continuous affine map. Then (α, θ) =∑
j(α j , θ j) such that

(i) each (α j , θ j) is either generic, broken or fractional;

(ii) if θ(Tr) =
∑

x∈{0,1}

∑rx

i=1 λxi
· δxi

+ λ · µ is the standard form of θ(Tr), then the

number of fractional pairs at xi is n · λxi
/nxi

, where Tr is the normalized trace on

Mn(C).

Proof First we deal with the special case where B = Mn(C). In this case, because B

has only one block, there is no broken pair in the decomposition. By choosing an or-

thogonal projection with rank equal to mxi
(the size of corresponding fractional part),

x = 0 or 1, then cutting B by this projection, we get a subalgebra of B and a fractional

pair at xi . Similarly we also have generic pairs. To calculate the number of fractional

pairs at xi we use a counting argument. Assume this number is k. From the definition

of decomposition of a compatible pair, we know that θ(Tr) =
∑

j θ j(Tr|B j), where

{B j} j are all the subalgebras. From the definition, there is no contribution to the

residual part from generic pairs. Suppose that B j corresponds to a fractional pair at

xi , then

θ(Tr|B j) = θ
( nxi

n
Trxi

)
=

nxi

n
δxi
,

where Trxi
is the normalized trace on Mnxi

(C). So

k ·
nxi

n
= λxi

, k = n ·
λxi

nxi

.

The general case follows by applying the special case to each block of B. But in

the general case, some fractional pairs arising from different blocks may add up to

a broken pair; namely, if all the fractional pairs reach their multiplicities, then we

will take direct sums of them and replace them by a single broken pair. Again only

fractional pairs contribute to the residual part of θ(Tr), so the same argument works

in the general case.

Remark The fractions n · λxi
/nxi

above are integers under the assumption of com-

patibility. This is not true without this assumption.

3 Local Existence Theorem

In this section, a local existence theorem will be established, and this theorem will

be used in the main classification theorem of Section 5. The proof has two crucial

ingredients: a modified version of an approximation theorem by [33], as improved
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in [24], and a reduction process of compatible pairs for the building blocks based on

Lemma 2.7.

Let Am = A(ϕ0, ϕ1),Bn = B(ψ0, ψ1) be the building blocks. For the local exis-

tence theorem, one needs to realize (approximately) the homomorphisms between

the Elliott’s invariants by a homomorphism between the C∗-algebras. Let us look at

the homomorphisms between the building blocks. As proved in [32, Theorem 3.1],

a similar theorem holds:

Theorem 3.1 Let Am,Bn be the building blocks above. For any homomorphism

φ : Am → Bn, any ǫ > 0, and any finite subset F ⊆ Am, there is a unital homomorphism

φ
′

: Am → Bn such that

(i) ‖φ(a, f ) − φ
′

(a, f )‖ < ǫ for all (a, f ) ∈ F;

(ii) there exist continuous maps {λ j(s)}
p
j=1 : [0, 1] → sp(Am), and a unitary W ∈

Mn(C[0, 1]) such that

φ
′

(a, f )(s) = W ∗(s)




f (λ1(s)) 0 . . . 0 0

0 f (λ2(s)) . . . 0 0
...

...
...

...

0 0 . . . f (λp−1(s)) 0

0 0 . . . 0 f (λp(s))




W (s)

for all (a, f ) ∈ Am and all s ∈ [0, 1].

Any homomorphism of the form above is called a standard homomorphism, and

{λ j(s)}
p
j=1 are called the eigenvalue maps.

The following result appears in [20], and it is essentially due to [24, 33].

Theorem 3.2 For any finite set F ⊆ C[0, 1] and any ǫ > 0, there is a constant N such

that for any homomorphism θ : T(C[0, 1]) → T(C[0, 1]) and any q ≥ N, there are

exactly q endomorphisms φk of C[0, 1] satisfying

∥∥∥θ(t)( f ) −
1

q

∑

k

φ∗k (t)( f )
∥∥∥ < ǫ

for all f ∈ F and all t ∈ T(C[0, 1]). Moreover, if θ(δ0) =
1
n

∑n
j=1 δx( j) for some

x( j) ∈ [0, 1] and θ(δ1) =
1
n

∑n
j=1 δy( j) for some y( j) ∈ [0, 1], and n|q, then those q

endomorphisms can be chosen such that

θ(δ0) =
1

q

q∑

k=1

φ∗k (δ0), θ(δ1) =
1

q

q∑

k=1

φ∗k (δ1).

Theorem 3.3 (Local Existence) Let Am = A(ϕ0, ϕ1) be a basic building block. Then

for any ǫ > 0 and any finite subset F ⊆ TAm, there is a N ∈ N, such that if

(i) Bn = B(ψ0, ψ1), where the size of each direct summand of F1 (of Bn) is greater

than or equal to N,

(ii) θ : TBn → TAm is a continuous affine map,
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(iii) α ∈ KK (Am,Bn) and (α, θ) is compatible,

then it follows that there is a unital homomorphism φ : Am → Bn such that KK (φ) = α
and

‖φ∗(τ )(a, f ) − θ(τ )(a, f )‖ < ǫ +
s1 + · · · + sr0

+ t1 + · · · + tr1
+ 2

n
N‖ f ‖

for all (a, f ) ∈ F and all τ ∈ TBn.

Proof The proof is inspired by the local existence theorem in [20], but it is more

complicated, and at some crucial steps new techniques are needed. For any ǫ > 0,

any finite subset F of Am, set

F̃ = {Tr( f ) ∈ C[0, 1] | (a, f ) ∈ Am},

where Tr( f ) is given by taking trace at each point. So by Theorem 3.2, there is a

natural number N such that for any morphism θ : TC[0, 1] → TC[0, 1], any q ≥ N,

there are exactly q endomorphisms φk of C[0, 1] (corresponding to q continuous

paths βk : [0, 1] → [0, 1]) such that

∥∥∥θ(t)( f ) −
1

q

∑

k

φ∗k (t)( f )
∥∥∥ < ǫ

for all f ∈ F̃ and all t ∈ TC[0, 1].

In what follows, it will be shown that the compatible pair (α, θ) has a decompo-

sition
∑

j(α j , θ j), and after doing some grouping of the pairs (α j , θ j) we can then

apply Theorem 3.2 to the main part of (α, θ) (discarding the fractional pairs (α j , θ j)).

First, one can decompose the compatible pair at the endpoints 0 and 1. Define R0 and

R1 to be the restrictions of Bn onto Bn(0) and Bn(1). Because

Bn(0) ⊆
{

diag(a1, . . . , a1︸ ︷︷ ︸
s1

, . . . , ak, . . . , ak︸ ︷︷ ︸
sk

, . . . ) | ak ∈ Mnk
(C)

}
,

Bn(1) ⊆
{

diag(b1, . . . , b1︸ ︷︷ ︸
t1

, . . . , bl, . . . , bl︸ ︷︷ ︸
tl

, . . . ) | bl ∈ Mnl
(C)

}
,

we can apply Lemma 2.7 to get the decompositions (α0, θ0) =
∑

j(α
0
j , θ

0
j ) at x = 0,

and (α1, θ1) =
∑

j(α
1
j , θ

1
j ) at x = 1. While α0

= α⊗Bn
[R0], α1

= α⊗Bn
[R1], where

[R0], [R1] are the KK-elements induced by [R0], [R1], θ0
= θ◦R∗

0 , θ1
= θ◦R∗

1 , andα0

and α1 are homotopic, so by compatibility, one obtains that θ0(Tr) and θ1(Tr) have

the same standard form (Tr is the normalized trace on Mn(C)). By Lemma 2.7, the

number of fractional pairs at xi (x = 0, 1) are the same for (α0, θ0) and (α1, θ1), and

by compatibility, the total number of summand pairs are the same. Let us assume

that (α0
j , θ

0
j ) is fractional at xi if and only if (α1

j , θ
1
j ) is fractional at the same xi .

Second, the interior should be filled in such a way that one can get a decomposi-

tion of (α, θ). Recall that

F1 =

r0⊕
i=1

Mn0i
(C) ⊕

r1⊕
j=1

Mn1 j
(C)
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(this F1 is of Bn).

(i) If (α0
j , θ

0
j ) is fractional at xi , then so is (α1

j , θ
1
j ). We shall treat all the fractional

pairs at xi together, and this is one of the main differences from [20]. As in the proof
of Lemma 2.7, at x = 0, Mmxi

(C) may come from several direct summands of F1 (of

Bn). Assume that these are the p1-th, p2-th, . . . , pu-th direct summands of F1 (of Bn),
where 1 ≤ p1, p2, . . . , pu ≤ r0, and assume that at x = 1, Mmxi

(C) comes from the

q1-th, q2-th, . . . , qv-th direct summands of F1 (of Bn), where 1 ≤ q1, q2, . . . , qv ≤ r1.
In this case, define B j in the following way. Let Imxi

denote the identity of Mmxi
(C),

and put

P
0
j = ψ0

(

0 ⊕ · · · ⊕ 0 ⊕
( Imxi

0

0 0

)

n0p1
×n0p1

⊕ 0 ⊕ · · · ⊕ 0 ⊕
( Imxi

0

0 0

)

n0pu
×n0pu

⊕ 0 ⊕ · · · ⊕ 0
)

,

P
1
j = ψ1

(

0 ⊕ · · · ⊕ 0 ⊕
( Imxi

0

0 0

)

n0q1
×n0q1

⊕ 0 ⊕ · · · ⊕ 0 ⊕
( Imxi

0

0 0

)

n0qv
×n0qv

⊕ 0 ⊕ · · · ⊕ 0
)

.

Because the number of fractional pairs at xi are the same for x = 0 and 1, one gets

that the ranks of P0
j and P1

j are the same, and so there is a continuous path P j(t) of

projections in Mn(C) such that P j(0) = P0
j , P j(1) = P1

j . Define B j = P jBnP j , and

(α j)0 : K0(Am) → K0(B j) is given by

(α j)0(k1, . . . , kr0
, l1, . . . , lr1

) = (0, . . . , 0, ki , 0, . . . , 0, ki , 0, . . . , 0),

where all the ki are in the corresponding position.

(ii) If (α0
j , θ

0
j ) is not fractional, then (α0

j , θ
0
j ) is either broken or generic. In this

case, if B0
j is generic and comes from the p1-th direct summand of F1 (of Bn), then

B j(0) = ψ0

(
0 ⊕ 0 ⊕ · · · ⊕ 0︸ ︷︷ ︸

p1−1

⊕B0
j ⊕ 0 · · · ⊕ 0 ⊕ 0 ⊕ 0 ⊕ · · · ⊕ 0

)
.

If B0
j is broken (recall that a broken pair may come from several (actually more) direct

summands of F1 (of Bn)), then we can also define B j(0) but involving more matrix

algebras, and similarly for x = 1. Then connect B j(0) and B j(1), whose total ranks

are the same by a similar method to that used above to get B j , and

(α j)0(k1, . . . , kr0
, l1, . . . , lr1

) = (α0
j )0 ⊕ (α1

j )0.

To define θ j : TB j → TAm, by the remark after Lemma 2.2, it suffices to define

θ j(δy) for y ∈ sp(B j) in such a way that it is continuous on (0,1) and satisfies the

right boundary condition. Let

θ(δy) =
∑

x∈{0,1}

rx∑

i=1

λxi
· δxi

+ λ · µ(y)
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be the standard form as in Lemma 2.6. In case (i), define θ j = θ0
j . In case (ii), define

it as follows:

θ j(δy) =





θ0
j (δy) [y] = 0,

(1 − y
δ )θ0

j (δ0) +
y
δµ(y) [y] ∈ (0, δ),

µ(y) [y] ∈ (δ, 1 − δ),

( 1
δ −

y
δ )µ(y) + (

y
δ + δ−1

δ )θ1
j (δ1) [y] ∈ (1 − δ, 1),

θ1
j (δy) [y] = 1.

This completes the decomposition.

In the next paragraph, we need to do some grouping of the compatible pairs

(κ j , θ j). For the number N above (at the beginning), in each block of Bn(0), if we

group the resulting generic pairs into batches of N pairs, then there are at most N −1

pairs that remain ungrouped in each block. Also if we group the broken pairs into

batches of N pairs, then there are at most 2(N − 1) broken pairs ungrouped. Overall,

there are at most (2+s1 +· · ·+sr0
)(N−1) principal pairs ungrouped for Bn(0). We can

do similar grouping for Bn(1). Note that the fractional pairs can be realized by the

evaluation maps. For the batches above, apply Theorem 3.2, we obtain N continuous

paths αk(t), and define a homomorphism φN from Am by

φN (a, f )(t) =




f (α1(t)) 0 . . . 0

0 f (α2(t)) . . . 0
...

...
...

0 0 . . . f (αN (t))


 .

Then at x = 0, for a given element of a direct summand F1 of Bn, because the size

of each direct summand is greater than or equal to N, if we pick up as many paths

{αk(t)} as we need to realize the form of this element then repeat it by the corre-

sponding multiplicity, we will have the required form of Bn(0). Similarly, we can do

this at x = 1. In other words, we obtain a homomorphism from Am to the grouped

principal pairs; for the fractional pairs, each of them can be realized by an evalu-

ation map. For the ungrouped pairs, choose any homomorphism that induces the

right KK-element and also induces the right morphism between tracial state space

at boundaries (this can be done since the fibre of B j at boundary is a fibre of Am).

Then put all the homomorphisms together, and the ungrouped pairs give the tail in

the theorem.

This theorem extends naturally to the case where both A,B are finite direct sums

of the building blocks.

Corollary 3.4 Let A be a finite direct sums of the building blocks, F ⊆ A a finite subset,

and ǫ > 0 a constant. Then there exists a number N > 0 such that if

(i) B is a finite direct sums of the building blocks,

(ii) θ : TB → TA is a continuous affine map,

(iii) α ∈ KK (A,B) induces a scaled ordered group homomorphism α0 : K0(A) →
K0(B) andα0 is compatible with θ, and ρ∗(α0(e)) > N for all class 0 < e ∈ K0(A)

and for all nonzero irreducible representations ρ of B,
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then it follows that there is a unital homomorphism φ : A → B such that KK (φ) = α,

and

|φ∗(τ )( f ) − θ(τ )( f )| < ǫ + maxq

{∑

p

s1 + · · · + sr0
+ t1 + · · · + tr1

+ 2

n
N‖ f ‖

}

for all f ∈ F and all τ ∈ TB, where p, q are the number of direct summands of A and

B.

Remark Under the simplicity assumption, as the inductive sequence goes further,

the size of each component of F1 (in the definition of the building blocks) of any

summand will explode, hence the tail in Theorem 3.3 will be as small as possible, as

will the tail in Corollary 3.4.

4 Local Uniqueness Theorem

Let A,B be two unital C∗-algebras, and let φ, ψ : A → B be two homomorphisms.

Recall from [8] that φ, ψ are said to be approximately unitarily equivalent, denoted

by φ ∼aue ψ if for any ǫ > 0, and any finite subset F ⊆ A, there is a unitary u ∈ B

such that ‖φ( f ) − u∗ψ( f )u‖ < ǫ for all f ∈ F. In this section, this equivalence

relation among morphisms between two finite direct sums of the building blocks will

be discussed.

The same notation will be used as before: Am = A(ϕ0, ϕ1),Bn = B(ψ0, ψ1),

where m, n refer to the size of generic fibres.

Lemma 4.1 Let φ : Am → Bn be a unital homomorphism. Then there exists

(i) a unitary ux ∈ Mn(C) for each x ∈ [0, 1],

(ii) two sequences of nonnegative numbers (µ0i
)r0

i=1 and (µ1 j
)r1

j=1, where at least one of

the µ0i
is strictly less than si , i = 1, . . . , r0, and at least one of the µ1 j

is strictly less

than ti , j = 1, . . . , r1,

(iii) a sequence Λ = (λ1, . . . , λµ) of continuous paths in [0, 1] with λ1(x) ≤ · · · ≤
λµ(x) for all x ∈ [0, 1], such that

φx(a, f ) = u∗
x




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λ1) . . . 0 0
...

...
...

...

0 0 . . . f (λµ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




ux.

Proof Apply Corollary 1.10 to the family of φx(a, f ) = φ(a, f )(x).

Moreover, from Corollary 1.10, the sequence Λ = (λ1, . . . , λµ) is uniquely de-

termined by φ. So given φ, we can define canonically a morphism ∆
φ : Am →
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Mn(C[0, 1]) by

∆
φ(a, f ) =




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λ1) . . . 0 0
...

...
...

...

0 0 . . . f (λµ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



.

Theorem 4.2 Let φ, ψ : Am → Bn be two unital homomorphisms. If KK (φ) =

KK (ψ) and ∆
φ
= ∆

ψ , then φ ∼aue ψ.

Proof By Theorem 3.1, φ, ψ can be approximated by standard homomorphisms

φ
′

, ψ
′

; with a little bit more work, one can also guarantee that

KK (φ
′

) = KK (φ) = KK (ψ) = KK (ψ
′

), ∆
φ
= ∆

φ
′

, ∆
ψ
= ∆

ψ
′

.

So at the beginning, we can assume that each of φ and ψ already has the standard

form.

Set

Bn = B(ψ0, ψ1)

=
{

(b, f ) ∈ F1 ⊕C([0, 1],Mn(C)) : f (0) = ψ0(b), f (1) = ψ1(b)
}
,

F1 =

r0⊕
i=1

Mni
(C) ⊕

r1⊕
j=1

Mn j
(C), and φQ, ψQ : Am/Im → Bn/In,

where Im, In are the canonical ideals of the building blocks.

Given any ǫ > 0 and any finite subset F ⊆ Am, we are going to find a unitary U ∈
Bn satisfying the requirement. Since KK (φ) = KK (ψ), we have K0(φQ) = K0(ψQ).

By a standard argument as in the AF-algebra case, there exists a unitary v ∈ F1, such

that

ψ0(v)φ(a, f )(0)ψ0(v)∗ = ψ(a, f )(0),

ψ1(v)φ(a, f )(1)ψ1(v)∗ = ψ(a, f )(1), ∀(a, f ) ∈ Am.

So we need to extend ψ0(v), ψ1(v) to a unitary U ∈ Bn such that

U (0) = ψ0(v), U (1) = ψ1(v).

Because ∆φ
= ∆

ψ , there is a unitary Ṽ (t) ∈ Mn(C[0, 1]) such that

Ṽ (t)φ(a, f )(t)Ṽ ∗(t) = ψ(a, f )(t), t ∈ [0, 1].

For t = 1, we have

Ṽ (1)φ(a, f )Ṽ ∗(1) = ψ(a, f )(1), ψ1(v)φ(a, f )(1)ψ1(v)∗ = ψ(a, f )(1),
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so

Ṽ ∗(1)ψ1(v)φ(a, f )(1)ψ1(v)∗Ṽ (1) = ψ(a, f )(1);

namely, φ(a, f )(1) commutes with Ṽ ∗(1)ψ1(v).

Let σ be a small number to be specified later. Connect the identity In and

Ṽ ∗(1)ψ1(v) on [1 − σ, 1] in the unitary group of the commutant of {φ(a, f )(1) |
(a, f ) ∈ Am}. Extend this unitary path to [σ, 1] by the constant In and denote it by

X(t). Let σ be small enough such that for any (a, f ) ∈ F, the following inequalities

hold:

‖φ(a, f )(t) − φ(a, f )(1)‖ <
ǫ

4
, ‖ψ(a, f )(t) − ψ(a, f )(1)‖ <

ǫ

4
,

‖φ(a, f )(s) − φ(a, f )(0)‖ <
ǫ

4
, ‖ψ(a, f )(s) − ψ(a, f )(0)‖ <

ǫ

4
,

for all t ∈ [1 − σ, 1] and all s ∈ [0, σ].

On [σ, 1], denote Ṽ (t)X(t) by U (t); then on [σ, 1 − σ], we have

U (t) = Ṽ (t), U (1) = Ṽ (1)X(1) = Ṽ (1)Ṽ ∗(1)ψ1(v) = ψ1(v).

It follows that

‖U (t)φ(a, f )(t)U ∗(t) − ψ(a, f )(t)‖

≤ ‖U (t)φ(a, f )(t)U ∗(t) − ψ(a, f )(1)‖ + ‖ψ(a, f )(1) − ψ(a, f )(t)‖

≤ ‖Ṽ (t)X(t)φ(a, f )(t)X∗(t)Ṽ ∗(t) − Ṽ (t)X(t)φ(a, f )(1)X∗(t)Ṽ ∗(t)‖

+ ‖Ṽ (t)φ(a, f )(1)Ṽ ∗(t) − ψ(a, f )(1)‖ +
ǫ

4

≤ ‖Ṽ (t)X(t)(φ(a, f )(t) − φ(a, f )(1))X∗(t)Ṽ ∗(t)‖

+ ‖Ṽ (t)(φ(a, f )(1) − φ(a, f )(t))Ṽ ∗(t)‖

+ ‖Ṽ (t)φ(a, f )(t)Ṽ ∗(t) − ψ(a, f )(1)‖ +
ǫ

4

≤ ‖φ(a, f )(t) − φ(a, f )(1))‖ + ‖φ(a, f )(1) − φ(a, f )(t))‖

+ ‖ψ(a, f )(t) − ψ(a, f )(1))‖ +
ǫ

4

≤
ǫ

4
+
ǫ

4
+
ǫ

4
+
ǫ

4
= ǫ,

for all t ∈ [1 − σ, 1] and all (a, f ) ∈ F.

Similarly, one can define U (t) on [0, σ] and U (0) = ψ0(v), then it is done.

Lemma 4.3 Let φ, ψ : Am → Bn be two unital homomorphisms, assume KK (φ) =

KK (ψ), then for ∆φ and ∆
ψ defined above, there exist two unitaries U0,U1 ∈ Mn(C)

such that

U0∆
φ(a, f )(0)U ∗

0 = ψ0(b0), U0∆
ψ(a, f )(0)U ∗

0 = ψ0(b
′

0),

U1∆
φ(a, f )(1)U ∗

1 = ψ1(b1), U1∆
ψ(a, f )(1)U ∗

1 = ψ1(b
′

1),
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for some b1, b
′

1 ∈
⊕r1

j=1 Mn1 j
(C), for some b0, b

′

0 ∈
⊕r0

i=1 Mn0i
(C), and for all (a, f ) ∈

Am.

Proof Since KK (φ) = KK (ψ), from Lemma 4.1, there are two unitaries u0, v0 ∈
Mn(C), such that

∆
φ(a, f )(0) = u∗

0φ(a, f )(0)u0

=




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λφ1 (0)) . . . 0 0
...

...
...

...

0 0 . . . f (λφµ(0)) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



,

∆
ψ(a, f )(0) = v∗0ψ(a, f )(0)v0

=




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λψ1 (0)) . . . 0 0
...

...
...

...

0 0 . . . f (λψµ(0)) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



.

Consider

φ : Am → Bn

V
Bn
0i→ Mn0i

(C), [V Bn

0i
◦ φ] = η[φ]([V Bn

0i
]),

where η is the isomorphism between KK (Am,Bn) and Hom(K0(Bn),K0(Am)). Let

ζ([V Bn

0i
◦ φ]) = (pi

01
, . . . , pi

0r0
, di , qi

11
, . . . , qi

1r1
),

where (y1
1, . . . , y1

d1 , y2
1, . . . , y2

d2 , . . . , yr0

1 , . . . , yr0

dr0 ) ⊆ (0, 1) is a strictly increasing se-

quence.

Define ρi : Am → Mn0i
(C) by

ρi(a, f ) =




diag(ak ⊗ idpi
0k

) 0 . . . 0 0

0 f (yi
1) . . . 0 0

...
...

...
...

0 0 . . . f (yi
di ) 0

0 0 . . . 0 diag(bs ⊗ idpi
1s

)



.

Assume

φ(a, f )(0) = ψ0(c)

=











(V Bn
01

◦ φ)(a, f ) ⊗ ids1 0 . . . 0

0 (V Bn
02

◦ φ)(a, f ) ⊗ ids2 . . . 0
...

...
...

0 0 . . . (V Bn
0r0

◦ φ)(a, f ) ⊗ idsr0
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for some c ∈
⊕r0

i=1 Mn0i
(C), where {si} is associated with ψ0. Then define a homo-

morphism ρφ0 : Am → Mn(C) by

ρφ0 =




ρ1 ⊗ ids1
0 . . . 0

0 ρ2 ⊗ ids2
. . . 0

...
...

...

0 0 . . . ρr0
⊗ idsr0


 ,

then ρφ0 (Am) ⊆ Bn(0). Because [ρφ0 ] = [φ(a, f )(0)] ∈ K0(Am), there exists a unitary

U0 ∈ Mn(C) such that

U ∗
0 ρ

φ
0U0 =




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (Y
φ
1 ) . . . 0 0

...
...

...
...

0 0 . . . f (Y φ
µ ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



,

where Y
φ
1 ≤ Y

φ
2 ≤ · · · ≤ Y φ

µ come from {0}, {1}, and {yi
j}, and U0 represents

the procedure of exchanging elements on the diagonal. Then U0∆
φ(a, f )(0)U ∗

0 has

the special form of Bn(0); namely, there is a b0 ∈
⊕r0

i=1 Mn0i
(C) such that ψ0(b0) =

U0∆
φ(a, f )(0)U ∗

0 .

This is because

[U0∆
φ(a, f )(0)U ∗

0 ] = [φ(a, f )(0)] = [ρφ0 ] ∈ K0(Am),

so [U ∗
0 ∆

φ(a, f )(0)U0]− [U ∗
0 ρ

φ
0U0] = 0. By Lemma 1.9, we have the conclusion that

if Y
φ
i = 0, then λφi (0) = 0. Define (a, g) ∈ Am as follows:

g(0) = f (0), g(1) = f (1), g(Y
φ
i ) = f (λφi (0)).

For all Y
φ
i 6= 0, connect these points to get g. Then one obtains

U0∆
φ(a, f )(0)U ∗

0

= U0




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λφ1 (0)) . . . 0 0
...

...
...

...

0 0 . . . f (λφµ(0)) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




U ∗
0

= U0




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 g(Y
φ
1 ) . . . 0 0

...
...

...
...

0 0 . . . g(Y φ
µ ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




U ∗
0

= ρφ0 (a, g),
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which has the special form of Bn(0).

Since KK (φ) = KK (ψ),

ζ
(

[V Bn

0i
◦ φ]

)
= ζ

(
η[φ](V Bn

0i
)
)
= ζ

(
η[ψ](V Bn

0i
)
)
= ζ

(
[V Bn

0i
◦ ψ]

)
.

So we can define

ρψ0 =




ρ1 ⊗ ids1
0 . . . 0

0 ρ2 ⊗ ids2
. . . 0

...
...

...

0 0 . . . ρr0
⊗ idsr0


 .

We also want to write it in the compressed diagonalization form. Note that

(y1
1, . . . , y1

d1 , y2
1, . . . , y2

d2 , . . . , yr0

1 , . . . , yr0

dr0 )

is strictly increasing, and [ρψ0 ] = [ψ(a, f )(0)]. Hence by a method similar to that

used above, one can prove that U0∆
ψ(a, f )(0)U ∗

0 has the special form of Bn(0);

namely, there is a b
′

0 ∈
⊕r0

i=1 Mn0i
(C) such that ψ0(b

′

0) = U0∆
ψ(a, f )(0)U ∗

0 .

Similarly, one can prove the lemma for the endpoint 1.

Before the statement of the main theorem in this section, let us recall some pre-

liminaries. First, define the test functions hd,r ∈ C[0, 1]. For any integer r > 0 and

0 ≤ d < r, let hd,r(x) be the function on [0, 1] that is 0 on [0, d/r], 1 on [(d + 1)/r, 1]

and linear on [d/r, (d+1)/r]. These functions are due to Elliott, who developed a fun-

damental technique for comparing the eigenvalues of two homomorphisms within

small distance. It involves the spectral distribution property, denoted by sdp(r, δ) for

some δ > 0. Recall that a homomorphism φ : C[0, 1] → Mn(C[0, 1]) is said to have

sdp(r, δ) if | spφy ∩T| ≥ δ| spφy | for any y ∈ [0, 1] and any open interval T ⊂ [0, 1]

with length 1
r
. In the present case, the KK-condition indicates the part of the frac-

tional spectra, and by a standard argument of Elliott, one can prove the following

result.

Lemma 4.4 Let φ, ψ : Am → Bn ⊆ Mn(C[0, 1]) be two standard unital homomor-

phisms with KK (φ) = KK (ψ). If both φ and ψ have sdp(r, δ) for some integer r > 0

and some δ > 0, and the maps φ∗, ψ∗ : TBn → TAm agree to strictly within δ on all

the central elements corresponding to the test functions hd,r, d = 0, . . . , r − 1, then the

fractional parts of the eigenvalues of φx and ψx are the same for any x ∈ (0, 1), and the

principal parts of the eigenvalues of φx and ψx can be paired within 3
r
.

Proof It suffices to prove that the fractional spectra of the two homomorphisms are

the same. The other statement follows by Elliott’s standard argument. Recall the

remark after Theorem 1.7, Lemma 1.8, and Lemma 1.9, the index

(µ01
, . . . , µ0r0

, µ, µ11
, . . . , µ1r1

) = ζ([φx]) = ζ(η(KK (φ))([V Bn
x ])).

Now since KK (φ) = KK (ψ), so the associated indices of the two homomorphisms

are the same.
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Theorem 4.5 (Local Uniqueness) Let φ, ψ : Am → Bn be two unital homomor-

phisms. Given any finite subset F ⊆ Am, and any ǫ > 0, if there is an integer r > 0 such

that

(i) KK (φ) = KK (ψ),

(ii) both φ and ψ have sdp(r, δ) for some δ > 0,

(iii) the maps φ∗, ψ∗ : TBn → TAm agree to strictly within δ on all the central elements

corresponding to the test functions hd,r, d = 0, . . . , r − 1,

(iv) ‖ f (z)− f (y)‖ < ǫ/3 for all (a, f ) ∈ F and for any y, z ∈ [0, 1] with |z−y| < 3/r,

then it follows that there is a unitary u ∈ Bn such that ‖ψ(a, f ) − u∗φ(a, f )u‖ < ǫ for

all (a, f ) ∈ F.

Proof Since KK (φ) = KK (ψ), from Lemma 4.4 we have

∆
φ(a, f ) =




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λφ1 ) . . . 0 0
...

...
...

...

0 0 . . . f (λφµ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)




∆
ψ(a, f ) =




diag(ai ⊗ idµ0i
) 0 . . . 0 0

0 f (λψ1 ) . . . 0 0
...

...
...

...

0 0 . . . f (λψµ) 0

0 0 . . . 0 diag(b j ⊗ idµ1 j
)



,

where Λφ
= (λφ1 , . . . , λ

φ
µ), Λψ

= (λψ1 , . . . , λ
ψ
µ) are the continuous sequences for φ, ψ.

Moreover, from conditions (ii) and (iii), by Lemma 4.4, we get ‖λφi − λψi ‖ < 3/r,

then by (iv), we have ‖∆φ(a, f ) −∆
ψ(a, f )‖ < ǫ/3 for all (a, f ) ∈ F.

By Lemma 4.3, there are unitaries U0,U1 ∈ Mn(C) such that

U0∆
φ(a, f )(0)U ∗

0 = ψ0(b0), U0∆
ψ(a, f )(0)U ∗

0 = ψ0(b
′

0),

for some b0, b
′

0 ∈
⊕r0

i=1 Mn0i
(C),

U1∆
φ(a, f )(1)U ∗

1 = ψ1(b1), U1∆
ψ(a, f )(1)U ∗

1 = ψ1(b
′

1),

for some b1, b
′

1 ∈
⊕r1

j=1 Mn1 j
(C).

Set b = b0 ⊕ b1, b
′

= b
′

0 ⊕ b
′

1, then

U0∆
φ(a, f )(0)U ∗

0 = ψ0(b), U1∆
φ(a, f )(1)U ∗

1 = ψ1(b),

U0∆
ψ(a, f )(0)U ∗

0 = ψ0(b
′

), U1∆
ψ(a, f )(1)U ∗

1 = ψ1(b
′

).

Choose a continuous unitary path U (t) ∈ Mn(C) that connects U0 and U1 and define

φ̄(a, f )(t) = U (t)∆φ(a, f )(t)U ∗(t), ψ̄(a, f )(t) = U (t)∆ψ(a, f )(t)U ∗(t).
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Then φ̄ and ψ̄ are two homomorphisms from Am to Bn. By Theorem 4.2, there are

unitaries v,w ∈ Bn such that

‖φ(a, f ) − v∗φ̄(a, f )v‖ < ǫ/3, ‖ψ(a, f ) − w∗ψ̄(a, f )w‖ < ǫ/3, ∀(a, f ) ∈ F.

Let u = v∗w, then

‖ψ(a, f ) − u∗φ(a, f )u‖

≤ ‖ψ(a, f ) − w∗ψ̄(a, f )w‖

+ ‖w∗ψ̄(a, f )w − w∗φ̄(a, f )w‖ + ‖w∗φ̄(a, f )w − w∗vφ(a, f )v∗w‖

≤
ǫ

3
× 3 = ǫ, ∀(a, f ) ∈ F.

The theorem above extends naturally to the case where A =
⊕

i Ai ,B =
⊕

j B j

are two finite direct sums of the basic building blocks. To state the result, let us

introduce some notation: TA =
⊕

i TAi , for each i, define the test function hi,d,r =

(0, . . . , 0, hd,r, 0, . . . , 0), where hd,r is on the i-th position.

Corollary 4.6 Let A =
⊕

i Ai ,B =
⊕

j B j be two finite direct sums of the basic

building blocks, and let φ, ψ : A → B be two unital homomorphisms. For any finite

subset F ⊆ A, any ǫ > 0, if there is an integer r > 0, such that

(i) KK (φ) = KK (ψ),

(ii) both φ and ψ have sdp(r, δ) for some δ > 0,

(iii) the maps φ∗, ψ∗ : TB → TA agree to strictly within δ/2 on all the central elements

of each direct summand of A corresponding to the test functions hi,d,r for all i and

0 ≤ d < r,

(iv) ‖ f (z)− f (y)‖ < ǫ/3 for all (a, f ) ∈ F and for any y, z ∈ [0, 1] with |z−y| < 3/r,

then it follows that there is a unitary u ∈ B, such that ‖ψ(a, f ) − u∗φ(a, f )u‖ < ǫ for

all (a, f ) ∈ F.

5 Main Classification Theorem

In this section, the main classification theorem will be proved.

First, a basic fact about the connecting homomorphisms can be proved in a stan-

dard way as in [14]; see also [23, Section 2.2].

Lemma 5.1 Let A be a unital and simple inductive limit of finite direct sums of the

basic building blocks, then there exists another inductive limit sequence (An, φn), where

each An is a finite direct sums of the basic building blocks and each φn is unital and

injective, such that A = lim
−→

(An, φn).

The main classification theorem is as follows:

Theorem 5.2 Let A and B be two unital simple inductive limits of finite direct sums

of the basic building blocks. If α0 : K0(A) → K0(B) is a scaled ordered group homo-

morphism, α1 : K1(A) → K1(B) is a group homomorphism, and θ : TB → TA is a
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continuous affine map that is compatible with α0, then it follows that there is a homo-

morphism ρ : A → B that induces α0, α1 and θ.

If α0, α1, θ are isomorphisms, then ρ can be chosen to be an isomorphism between

the algebras.

Proof The proof uses the standard (approximate) intertwining argument of Elliott,

and follows closely the same strategy as in [8]. Therefore it is only sketched for the

homomorphism part, and the reader is referred to [8] for detail.

Assume A = lim
−→

(An, φn), B = lim
−→

(Bn, ψn), by Lemma 5.1, one can assume the

connecting map is unital and injective. In the proof below, it is often necessary to

replace an inductive sequence by a proper subsequence; this process is called a com-

pression.

First, the morphisms on the invariant level can be lifted. From the UCT, there is

a KK-element κ that induces α0 and α1. With the help of [31, Proposition 7.13 and

Theorem 1.14], and also after necessary compressions, there is a κn ∈ KK (An,Bn)

for each n such that

Ψn∗
(κn) = Φ

∗
n(κn) ∈ KK (An,B), ψn∗

(κn) = φ∗n(κn+1) ∈ KK (An,Bn+1),

where Ψn : Bn → B, Φn : An → A are the canonical homomorphisms. Hence one

obtains a lift of the KK-element κ.

The continuous affine map θ can also be lifted approximately by approximating

the spectrum of Am with finitely many points (as in [8]); namely, after another com-

pression, one gets continuous affine maps θn : TBn → TAn, which make the diagram

TA1 TA2

φ∗1,2
oo TA3

φ∗2,3
oo · · ·TAoo

TB1

θ1

OO

TB2

ψ∗

1,2

oo

θ2

OO

TB3

ψ∗

2,3

oo

θ3

OO

· · ·TBoo

θ

OO

almost commute in the sense that there are finite subsets Fn ⊆ An such that ∪nφn(Fn)

is dense in A and

∣∣〈φn,n+1(a, f ), θn+1(t)
〉
−
〈

(a, f ), θn ◦ ψ
∗
n,n+1(t)

〉∣∣ < 1

2n
,

for all (a, f ) ∈ Fn and all t ∈ TBn+1. Moreover, each θn is compatible with the

induced map κn,0 : K0An → K0Bn.

Second, for each n, we need to realize the κn,0, θn by a homomorphism ρn : An →
Bn. Let e ∈ Bn be a nonzero projection. By the simplicity of B, it follows that for any

given N > 0, there is an integer m > N such that σ∗[ψn,m(e)] > N for any nonzero

irreducible representation σ of Bm. So, given any An, and any N > 0, there exists

an integer m > n such that κn ⊗Bn
[ψn,m] ∈ KK (An,Bm) satisfies the condition of

Corollary 3.4, and hence by a compression, for any finite subset Fn ⊆ TBn, there is a

homomorphism ρn : An → Bn such that [ρn] = κn and

∣∣〈 (a, f ), θn(t)〉 − 〈ρn(a, f ), t
〉∣∣ < 1

2n
,
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for all (a, f ) ∈ Fn and for all t ∈ TBn.

In other words, one gets the following diagram:

A1

φ1,2

//

ρ1

��

A2

φ2,3

//

ρ2

��

A3
//

ρ3

��

· · · −→ A

B1

ψ1,2

// B2

ψ2,3

// B3
// · · · −→ B

However, the diagram above may fail to commute approximately, and this can be

fixed closely as in [8]: by the injectivity of the connecting homomorphisms and sim-

plicity of the algebras. After necessary compressions, the condition of Corollary 4.6

can be satisfied for any n > 0 and for any pair of maps ρn+1 ◦ φn,n+1 and ψn,n+1 ◦ ρn,

then one could modify each ρn by an inner automorphism of Bn to make the diagram

above to be approximately commutative. So by Elliott’s intertwining argument, there

is a homomorphism ρ : A → B that satisfies the requirement.
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