
SUBSTITUTION GROUPS OF FORMAL POWER SERIES 

S. A. J E N N I N G S 

In this paper we are concerned with the group © = ®(R) of formal power 
series of the form 

f(x) = x + a2x
2 + a3x

3 + . . . , 

the coefficients being elements of a commutative ring R and the group opera­
tion being substitution. Little seems to be known of the properties of groups 
of this type, except in special cases, although groups of formal power series in 
several variables with complex coefficients have been investigated from a 
different point of view by Bochner and Martin (1, chap. I) and Goto (2). 

We study first some of the relations between properties of R and of @, and 
show in particular that @ may be topologized in a natural way, so that infinite 
products may be introduced in @. In §§3 and 4 we consider the case where the 
coefficients lie in a field F of characteristic 0: a reasonably complete discussion 
of the structure of @ (F) is obtained and it is shown that a Lie algebra can be 
associated with ®(F) in a natural way. In particular we show that &(F) is 
generated by two one parameter subgroups. Finally, a brief discussion is given 
of some of the properties of ©(/) , where I is the ring of ordinary integers. 

1. Groups with a general coefficient ring. Let R be any commutative, 
associative ring, and let x be an indeterminate which commutes with every 
element of R. We consider the set of formal power series f(x) of the form 

(1.1.1) f(x) = x + a2x
2 + . . . + anx

n + . . . , 

where a2, . . . ani . . . are elements of R. If g(x) is another such power series 

g(x) = x + b2x
2 + . . . bnx

n + . . . , 

then, substituting formally, it follows readily that 

g(f(x)) = x + X) CT*\ r = 2, 3, . . , 

where 

Cl — #2 + &2, 

cr = aT + bT + z2 bs<t>s(a,2i . . . as), 

s = 2, 3, . . . r - 1; r = 3, 4, . . . ; 

and <£s is a polynomial in a2 . . . as with integral coefficients of degree at most s, 
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without constant term. We note that <j)s is independent of the nature of the 
ring R. 

Every/(x) of the form (1.1.1) defines a mapping F of the set of all such 
power series on itself, via the substitution x —»/(#). If r(x) is any such power 
series, we define F to be the mapping: 

F :r(x) —> r(J(x)). 

We indicate the mapping which is determined by fig ix)) by FG : x —*f(g(x)). 
The associativity of this multiplication is automatic. The existence of an 
inverse to F : x —»/(#) follows from (1.1.2): for consider the function 

f{x) = x + ^2 arx\ r = 2, 3, . . . , 

where the coefficients aT are defined inductively by 

(1.1.3) 
ar = — ar — 2^ «s0s(#2, • . . as), r = 3, 4, . . . . 

Clearly 

so that the mapping F~l : x —>/(#) is the inverse of F : x —»/(#), and / '(/) = # 
also. We have established, therefore, 

THEOREM 1.1. The mappings F : x —•»/(#) 0/ /Ae se/ 0/ all formal power series 

x ~i~ x / arxT1 r = z, o, . . . , 

w7ft coefficients in an arbitrary commutative ring R, into itself forms a group @. 

When necessary to stress the dependence of © upon the coefficient ring R we 
write © = ®iR). Occasionally in what follows we will write (1.1.1) in the form 

f{x) = x( l + a2x + a3x
2 + . . .) 

but this will be a matter of convenience involving no assumption that R con­
tains a unit element. If R has a unit element 1 we identify 1.x and x, but if not, 
the element 1 which appears above can be considered as a unit formally 
adjoined to R in the usual manner. 

We consider next subgroups of © iR) of the type © (5), where 5 is a subring 
of R. The elements of © (5) are of the form 

G: x —» x + ]T) ^r#r, r = 2, 3, . . . 

with br G 5. These elements form a subgroup @(5) of ®(i?) which is proper if 
5 is a proper subring of i£. If 5 is an ideal of R, consider F~lGF where GÇ © (5) 
and Fe ®(R). We have 

G F : * - g ( f ( * ) ) 
where 

g(/W) = /(*) + b2f + ... + bnf + ... 
= /(x)+g'(x) 
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and g'ioo) is a power series of the form b'2x
2 + b\xz + . . . , all of whose coeffi­

cients are in S, since 5 is an ideal. Hence 

F-iGF:x->f(g(f))=f(f + g') 
where 

f(f+ g') = / + g' + a2(f+g')2 + az(f+g'y + . . . 
= f(f) + 2a2(fg' + g'*) + ... 
= x + b"2x

2 + b"zx
z + . . . 

and b"2, b"%, . . . are in S. Hence if S is an ideal, 

FL~1GF:x-+g"(x), 

where all the coefficients of g" are in S, and hence F~lGF G ®(S) and ©(5) is 
a normal subgroup of © (R). 

If S, T are two ideals of R with ST = 0, then ©(5) and ® ( r ) permute 
elementwise. For if bt Ç 5, ĉ  £ 7\ then 6 ^ = 0 and hence by (1.1.2), if 

g(x) = x + ^2 brx
T, h(x) = x + ^ c^ r» 

A(g(*)) = g(h(x)) 

= x+ (b2 + c2)x
2 + ...+ (b2 + c2)x

2 + . . . . 

In particular, if R = S © T, then it follows at once that 

®(2?) = ©(5) X ®(T). 

The above may be summarized in 

THEOREM 1.2. The set of elements x + *2brx
r with coefficients in a subring S 

of R defines a subgroup © (5) of © (R). If S is an ideal, © (S) is normal in © (R). 
If S and T annihilate each other, then ®(S) and ®(T) permute elementwise. In 
particular, if R = S ® T, then 

®(R) = ©(5) X ®(T). 

If R is a homomorphic image of R, we consider next the relationship be­
tween ®(R) and ®(R). 

THEOREM 1.3. If S is an ideal of R, and R = R/S, then 

®(R)^®{R)/®(S). 

Proof. Consider © (R) : an element F is of the form 

F: x —»x + 2Z oZrx
T, âT £R; r = 2,3, . . . . 

Now if in the homomorphism of R onto R, ar —» ar, then we have also a map­
ping © (2Î) - > © (B) via 

{JF: x —> x + 2 #r#r} -+ {F: x —>x + ^ J ârx
r} 

which is a homomorphism, since, by (1.1.2), if 
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ar —> âry br —» 6 r 

then 

[ar + br + XI bscl)s(a2 . . . a,)] —> [âr + 5r + ^ bd>8(â2 . . . â*)]. 

That is, if F —> F and G —» (? then FG —± FG. The kernel of this homomor-
phism consists of all elements of ®(R) with coefficients in 5, that is, @(5), and 
hence 

®(2?) /®(5)^®(f i ) 

as required. We may therefore write 

®(R/S)^®(R)/®(S). 

The following considerations throw some light on the nature of the group 
®(R). Let us assume that R has a unit element, and let P be the ring of all 
formal power series in x with coefficients in R. A typical element of P is then 
of the form 

P(x) = r0 + f\x + r2x
2 + . . . , r0> ru r2, . . . G R. 

The set Mj of all power series in P of the form 

Pi(%) = r&% + ^ t + i ^ 1 + • • • 
is an ideal of P for all i = 1, 2, . . . and P / M i = R. We consider (3, p. 117) 
the automorphisms of P over R, that is, those automorphisms which leave the 
elements of R fixed, and in particular the subgroup 2Ï, which leaves the ele­
ments of Mi modulo M2 unchanged. If A is any element of 21, then the mapping 
A of Mi will be completely determined by a knowledge of what happens to x 
under A. However, since Mi modulo M2 is fixed under A, we have 

A : x —* x + p2(pc) = x + a2x2 + a3x3 + . . . 

and for any element pi(x) Ç P, 

A : pi(x) —> pi(x + p2(x)). 

The mapping A, therefore, is precisely an element of ®(R), and conversely any 
mapping 

F : x ->/(*) 

of ®(R) gives rise to an automorphism of 21, 

F:p1(x)-^p1(f(x)). 

We have thus proved 

THEOREM 1.4. The group ®(R) is the group of relative automorphisms ofT* 
over R which leave Mi modulo M2 fixed. 

We note that Mi/MB + i is a nilpotent ring, and the homomorphism 
Mi —•> Mi/MB + i may be realized by setting xn+1 = 0 in all calculations with 
elements of Mi. The group of automorphisms W of Mi /M n + i over R which 

https://doi.org/10.4153/CJM-1954-031-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1954-031-9


GROUPS OF FORMAL POWER SERIES 329 

leaves the elements of Mi/Mn+i (mod M2/Mw+i) fixed consists of the mappings 

F : x —* x + a2x
2 + . . . + anx

n = f(x), 

G : x —> x + b2x
2 + . . . + bnx

n = g(x), 

etc., where F G is obtained by forming f(g(x)) and setting xn+1 = 0 in the result, 
viz., 

F G :x->f(g(x)) (modxn+1). 

2. Commutators and the subgroup topology. The commutator structure of 
© (R) is revealed by considerations involving a different type of subgroup. For 
given R, let ®T(R) be the set of all elements of the form 

Fr : x —» x + a r+i x r + 1 + ar+2 xr+2 + . . . . 

From (1.1.2) and (1.1.3) it follows that the set @r is a subgroup. If G : x —> x 
+ 2csx

s is any element of ®(R), it is easily verified that G~lFrG is given by a 
series of the form 

x + ar+i xr+1 + a'r+2 x
r+2 + . . . , a'r+s G R, s > 2, 

so that ©r is normal in © = @i. Indeed, we have the descending chain of 
normal subgroups 

(2.1.1) © = © i D @ 2 D @ 3 D . . . . 

Let F r 6 @r, Gs Ç @s. Then we may write 

7<V: x —•» x + a r+ix r+ + ar+2xr+2 + . . . = x + xr+1/, 

F71 ' x —> x — ar+ix7"4*1 + ar+2xr+2 + . . . = x + xr+1/, 

Gs: x —* x + &s+ixs+1 + bs+2x
s+2 + . . . = x + xs+1g, 

G71: x —> x — ^s+iXs+1 + 5s+2xs+2 + . . . = x + xs+1g, 

where / = ar+i + aT+2 x + . . . , etc. We assume ar, frs ^ 0. Then an easy but 
somewhat tedious calculation using (1.1.2) and (1.1.3) shows that 

(Fr, Gs) = F7 GJ Fr Gs 

is given by 
(2.1.2) x + (r - s) ar+1 bs+1 x ^ 1 + cr+s+2 xr+*+2 + . . . , 

where the ct are polynomials in the at and bj. It follows that 

(2.1.3) (®r> ©,) C ®r+s, 

and indeed, if r = s, (@r, @r) C ©2r+i since in this case, as is easily verified, 

(Fr, Gr) = x + (r + 2) (ar+2 br+1 + ar+1 br+2) x
2'+2 + . . . , r > 1, 

and 
(2.1.4) (Fl9 Gi) = x + (a362 + a2J8 - a2&2

2 - a2
2Z>2) x

4 + . . . , r = 1. 

In particular, since (@r, ©) CI G>+i, the chain (2.1.1) is a central series of ©. 
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We note too that the only element common to all the subgroups © r is the 
element x —> x, the unit element of ®. 

THEOREM 2.1. The elements of ®(R) of the form 

Fr : x —> x + a r + i xr+1 + . . . , r = 1, 2, . . . , 

form a normal subgroup ®T (R). The descending chain (2.1.1) is a central series of 
© with the stronger property (2.1.2) and ® is generalized nilpotent in the sense 
that the intersection of all terms of the central series (2.1.1) consists of the unit 
element. 

We may introduce a subgroup topology in © by taking the normal subgroups 
{@r} as a system of neighbourhoods of the identity in ©. In particular, if Gn 

is a sequence of elements of @, we will say that lim Gn = G, where G G ®, if 
for any integer N we can find another integer iV0 such that Gn = G mod ®N(R) 
for all n > N0. The group @ topologized in this fashion is 0-dimensional, and 
the subgroups @r are both open and closed. Indeed, we remark that any sub­
group of the form ® (S), where S is a subring of R, is closed in this topology. 
For if G is a limit point of ® (5), there exists a sequence of elements Hi, H2, . . . 
belonging to ®(5), and such that 

lim Hr = G. 

That is, for given N, there exists N0 such that 

G = H r GN 

for all r > No, or in other words, the coefficients of 00 « 00 • • • • 00 of G are the 
same as those of Hr for r > N0, and since these last belong to S, the coefficients 
of G all belong to S, N being arbitrary. 

We consider now the factor groups ®/®n. If F is any element of ®, with 

F : x —» x + a2x
2 + . . . anx

n + an+i xn+1 + . . . , 

we show that there exists an element Fn in ®n such that if F is given by 

(2.2.1) F: x -> x + a2x
2 + . . . + anx

n = x + f, 

then 
(2.2.2) F = F Fn. 

For, since © is a group, we may solve the equation F = FX and get 

X: x —» x + 23 £s#s = x + &(x)> 5 = 2, 3, . . . . 

Substituting in (2.2.2) we get 

x + X a^ s = * + £0*0 + a2(x + g)2 + . . . + an(x + g)n 

and since x + X] #*#* = # + / + an+i ^w+1 + . . . we have 

(2.2.3) . X + / + On+iO^1 + . . . = X + f + g(x) 
+ a2(2xg + g*) + . . . + an{nxn-'g + . . . + g"). 
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Comparing both sides of (2.2.3) we see that 

an+l xn+l + . . . = g(x) [1 + 2a2xg + . . .] 

and hence c2 = c% = . . . cn = 0, which establishes (2.2.2). 
Using the coefficients in 

F~l : x —-> x + a2x
2 + . . . , 

we set 
F° = x + a2x

2 + . . . + anx
n; 

then by the above there exists an element Gn of ®n such that 

F-i = F°Gn, 

and hence F • F° is in ®n, that is, 

F° = F-1 = F" 1 (mod ©J . 

Similarly, if G = G (mod ®n), with 

G : x —» x + b2x
2 + . . . + bnx

n, 
then 

FG^H (mod ©J , 

where i? is obtained by substituting 

x + ô2#
2 + . . . + bnxn 

into 
x + a2x

2 + . . . + bnx
n 

and setting xw+1 = 0 in the result. It follows that © modulo ®n is isomorphic 
to the group W discussed in §1. We have therefore proved 

THEOREM 2.2. The group ®/@w_i is isomorphic to the group 21' of relative 
automorphisms of the ring M/Mw+i which leave the elements of M/Mi invariant. 

We observe that, both because of (2.1.2) and also by (2.2) the group ®/©n 

is nilpotent, in the usual sense, and of class n — 1 at most. Indeed, ®/®3 is 
abelian. 

We investigate now the orders of elements of ®. 

THEOREM 2.3. If a is an integer, and if F is given by 

F : x —> x + ar+i x r + 1 + . . . with a r + i 9e 0, 

then Fa is given by 
Fa : x —> x + aar+\ xT+l + . . . . 

In particular, if ar+i is such that aar+i = 0 implies a = 0, then F is an ele­
ment of infinite order. 

COROLLARY 2.4. If R is of characteristic zero, {that is, if aa = 0, a =̂  0 
implies a = 0 for all a Ç R) then every element of ® (R) other than the identity is 
of infinite order. 
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THEOREM 2.5. If Ris of prime characteristic p (i.e., ifpa = 0for all a^R), then 

that is, the pth power of every element in ®r is in ®rp-

Theorem 2.3 follows at once from (1.1.2) while 2.4 follows from 2.3. We will 
prove 2.5 by establishing first the following: 

LEMMA 2.6 If fs = 1 + ai%s + • • • » and fr = 1 + bxx
r + . . . , where au b} 

are in R, then there exists anfr+s, 

fr+s = 1 + Clx^s + . . . , 

with coefficients in R such that 
JSVÇJT) = J s ' Jr+si 

where f s .fr+s is the formal product of the series on the right. 

Proof of 2.6. Consider 

(2.6.1) 1 + a ^ 5 ( l + bxx
T + . . . ) ' + a2xs+1(l + axx

r + . . . ) s + 1 + . . . 
= 1 + axx

s + . . . + arx
s+r~l + saibixr+8 + 

On the other hand, 

(2.6.2) (1 + aix
s + . . . + arx

s+r~l + ar+1x
s+r + . . .)(1 + dxr+s + . . .) 

= 1 + axx
s + . . . + arx

s+r~l + (aT+1 + d )x r + s + (ar+2 + c2)x
r+s+l + . . . , 

so that, equating coefficients of xs+r, xs+T+1 . . . in (2.6.1) and (2.6.2) in suc­
cession, we may obtain the ck as polynomials in the coefficients at and by 

Proof of 2.5. Let FT : x -> x + ar+1 xT+1 + . . . be any element of ©r(i?). 
We set 

x + ar+i xT+1 + . . . = xfr(x), 

where fr = 1 + ar+1 x
r + . . . is as in Lemma 2.6. Then 

r r '. x *• xj Tj r \Xj T ) , 

and by (2.6) there exists a n / 2 r = 1 + b2rx
2r + • • • such that 

F2
r: x->xfr-f2r. 

We prove by induction that, for a an integer, 

(2.6.3) Fa
7: x -> xfPfPfP . . jP , 

where fkr is defined inductively by 

f(k-l)r(xfr) = / ( M ) r W • fkr 

and is therefore of the form 

/jbr = 1 + dkT x
kr + . . . , dkri dkr+1, . . . 6 R, 

and Q is the usual binomial coefficient. For if (2.6.3) holds for given a, then 
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F?+1 = KFr: x->xfrfP (xfr) . . . / P (xfr) . . . / P (*/,) 

and hence 

— %Jr J2r • • -Jkr • • - / ( a + D r W 

/a+l\ /a+l\ /'a+1\ 

^ + i : x ^ x / r
( i ) / 2 v 2 ) . . . / r } 

which establishes (2.6.3) for all a. 
Now if a = £, a prime, we have, since £ divides all of 

(î)-G)--U.)-
(2.6.4) **: x -* */?/?;*. . -fft-brfvr; 

where the 0* are integers and hence, since if R is of characteristic p, 

(i + dkrx
kT + ...y = i + 4 ^ + . . . , 

we see that Fr
p has the form 

F/ :x->x(l + eix r p + . . .), 
= x + ex xrp+l + . . . , 

where ely e2, . . . depend on ar+1, . . . . Hence Fr
v £ ©rp if F r Ç ®r. 

COROLLARY 2.7. / / pi? = 0 and r < £0 /^en G/G> is a growp a// of whose 
elements are of order at most p&. 

THEOREM 2.8. If R is nilpotent, with R* = 0, then the lower central series of 
® is of finite length, that is, &(R) is nilpotent in the usual sense. 

Proof of 2.8. As in (2.1.2), we may readily verify that the mappings 

F : x —> x + a2x
2 + . . . 

and 
G : x —» x + ô2#

2 + • • • 
yield 
(2.8.1) (F, G) = x + c±x* + chx* + . . . , 

where each coefficient in (2.8.1) is the product of two or more coefficients 
au bj. Hence 

(F, G) e G(R*) 
and in general we verify that 
(2.8.2) Cne G(Rn), 

where Cn is any commutator of weight n in the elements of G(R). If Rx = 0, 
then C\ = 1 as required. Indeed, we remark that, more generally, if 5 and T 
are ideals of R, and Gr(S) Ç ®r(S), GS(T) Ç ®8(T) then 

(2.8.3) (Gr(S),Gs(T))e®r+s(S'T). 
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For satisfactory definition of the lower central series of © (R) we introduce 
the notion of a topological generating set. Let K be any set of elements of G(R) 
and let $ be the smallest closed subgroup of © containing K. Then we say 
that $ = [K] and that $ is generated (topologically) by K. In particular, if 
21, 93 are normal closed subgroups of ©, we define [31, 93] as the smallest closed 
subgroup generated by all elements of the form (A, B) = A~lB~lAB where 
A Ç SI and B G 53. In general [SI, 93] is normal, since if 

C = lim Gn 

then 
G~lCG = lim (G-lGnG). 

In our case [31, 93] is a proper subgroup of both SI and 93, since if 31 Q ®r but 
SI ÇL ©r+i, 93 Ç ®s but 93 (£ ®s+i, then [31, 93] Ç ® r+s , so that [31, SB] * 31, 93. 

We may now define the lower central series of © (R) : 

(2.9.1) © = S O §2 D . . O S O • • • 

by setting © = § b and § < + 1 = [§*, ©] for i > 1. By the above, §* Ç GiCR) 
and hence in the series (2.9.1) f \ § i = 1, so that © is generalized nilpotent in 
the usual sense. 

3. Power series groups over a field of characteristic zero. If the ring R 
satisfies suitable chain conditions then it has a nilpotent radical N and R/N is 
a direct sum of fields. In this case ®(N) is a normal subgroup, which by (2.8) 
is nilpotent in the usual sense, while by (1.2) ®(R/N) is a direct product of 
groups ®(Fi) where the Ft are fields. For groups of the type ®(F), where F 
is a field, two cases arise, according as F is of characteristic 0, or characteristic 
p 7e- 0. We consider in the present paper only the case when F is of character­
istic 0. The case where F is of characteristic p will be discussed elsewhere. 

In what follows in the rest of this section, therefore, the coefficient ring will be 
a field F of characteristic zero: we will write © = ®{F). Our first result deals 
with certain one parameter subgroups of ©. 

THEOREM 3.1. Let Gk(a) be the element of ®(F) defined by the mapping 

(3.1.1) G * ( a ) : * - * ( 1 - L * ) l 7 £ « 
where a £ F, k = 1 , 2 , . . . and 

(3.1.2) ( 1 _ fc^)!/* - * + «* + 2! + • • • 

. (1 + k)(l + 2k) . . . (1 + (n - l)k)anxnk+1 , 
n\ 

is the power series, with coefficients in F, obtained by expanding x(l — kaxk)~1/k 

formally by the binomial theorem. Then for fixed k the set of elements {Gk(a)}, 
as a runs over F, is an abelian subgroup of © contained in ®k, with 
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Gk(a) • G*(/3) = Gk(a + P), 

(3.1.3) G*(0) = 1, 

Gk(—a) = Gk
X(a). 

Proof. The fact that Gk(a) Gk((3) = Gk(a + /3) may be verified by direct 
substitution in (3.1.1). 

THEOREM 3.2. The one parameter subgroups {Gk(a)} k = 1, 2, . . . determine 
a uniqueness basis for © in the sense that every element G of © may be written 
uniquely 

G = Gi(ai) G2{a2) . . . Gn(an) . . . . 

The infinite product on the right is to be interpreted as 

lim Gi(ai) . . . Gn(otn) 

in the subgroup topology. 

Proof. Let G be given by 

G : x —» x + &2X2 + . . . + asx
s + . . . . 

It will suffice to prove that, for any n, there exist elements ah a2, . . . an of .P 
such that 

G = Gi(«i) . . . Gn(an) (mod G„+i). 
For n = 1, it is clear that 

G = Gi(a2) (mod G2) 

and ai — a2. Assume that for given k there exist coefficients ai, . . . , âk which 
are polynomials in a2, . . . , ak+i so that 

(3.2.1) G s GiCaO . . . G* (a*) (mod GM). 
If we consider 

Gi(ai) . . . Gk(ak) :x->x + 02x
2 + . . . + fo+1x*+1 + A + 2 ^+ 2 + . . . 

forai, . . . , ak arbitrary, the coefficients fiu for alii, are polynomials in «i, . . . ak. 
By our induction, when 

on = at, /32 = a2, . . . ft+i = 0*+i and &+2 = ^ + 2 

say, where pk+2 is now a polynomial in ai. . . âk and hence in a2, . . . aA+i. 
Consider now 

Gi(«i) . . . Gk(ak)Gk+1 (ak+1) : x -» x + /52x
2 + . . . 

+ ftn-i x*+* + (a,+1 + ft+2) x*+2 + . . . . 

Define âk+i = ak+2 — ft+2. Then âk+i is a polynomial in a2, . . . , %+2 and when 
a2 = a2, . . . ak = ak, ak+1 = ak+1, we have 

Gi(5i) . . . G*+i(a*+i) : x -> x + a2x
2 + . . . + a*+i^*+1 + ak+2x

k+2 + 
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Our induction is complete, and in part icular (3.2.1) holds for all k, which proves 
our theorem, and shows indeed t h a t the ah . . . ak, . . . of (3.2) are such t h a t 

where pk is a polynomial with coefficients in F. W e note in passing t h a t (3.1) 

and (3.2) m a y be generalized to groups ®(i?) if R is a ring of characteris t ic 

zero which admits the rational field. 

T H E O R E M 3.3. ® is generated (topologically) by the subgroups {Gi(a)} and 

T H E O R E M 3.4. Every element G given by 

G : x —» x + a r + 3 x r + 3 + . . . , r = 1, 2, . . . , 

can be written as an infinite product of the form 

Gr = Cr Cr+i . . . , 

where each Ck is a commutator of weight k + 1 in elements of Gi(ct) and G2(/3) 
of the form 

Ck= (G2(P),G1(a1),G1(a2)...G1(ak)). 

COROLLARY 3.5. @ = § i , © s + i = § s , 5 = 2, 3, . . . , where § i D §2 D . . . 

is the lower central series of ® in the sense of (2.9.1). 

Proof of (3.3)-(3.5). By (2.1.2) we have 

d = (G2(/3), Gi(ai)) = x + arfx* + . . . 
and in general, if 

Ck = (G2(j8), Gi(«i) , Gi(a2) • • • , Gi(a*))» 
then 

Cfc : x —> x + fe !aia2 • • . a/t/3xfc+3 + . . . . 

Wi thou t giving details we note t h a t we m a y proceed in a perfectly s traight­
forward manner as in the proof of (3.2) to show t h a t if 

G : x —» x + a r + 3 x r + 3 + . . . , r = 1, 2, . . . , 

then it is possible to choose /3, ai} a 2 , . . . so tha t , for all integers n = 0, 1, 2, . . . , 

C7 = CVCV+i. . . Cr+n (mod © n + r + 3 ) . 

However, this will imply t h a t 

G = lim CrCr-\-\ . . . CT-{-n 

in our topology, and establish (3.4). T o prove (3.3) we remark t h a t for any G 
given by 

G : x —» x + #2#2 + &3X3 + . . . , 

we m a y write 
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(3.5.1) G = Gi(a2) G2(az — at) (mod ®3) 

since 
G\{a2) : x —> x + a2x

2 + a\xz + . . . 

and 
G2(a$ — a2) : x —» x + (a3 — a!) x3 + . . . , 

and therefore 

Gi(a2) G2{az — at): x —>x + a2x
2 + a3x

3 + e4x
4 + e5x

5 + . . . , 

where e4, e&, . . . depend on a2 and a3. 
From (3.5.1) there is an element G3 of ©3 such that 

G = Gi(a2) G2(a3 — a2) £3 

= G\(a2) G2(az — a2) C3C4. . . 

by (3.4). 
To prove (3.5) we observe that we have proved that every element of @s+i 

belongs to § s , s > 2, since any Gs+i is expressible as a product of commutators 
of weight at least 5 in the elements of @. If Hs Ç 1QS, then let 

Hs = X + CLoX* + . . . . 

Hs is either a product of commutators of weight 5 in elements of @, or the 
limit of such a product. However, any commutator of weight 5 is in ©s+i, and 
and hence a > 5 + 1, that is § s = &s+i and we have our corollary. 

4. The Lie algebra of a group ®(F). To conclude our discussion of groups 
©(F), where F is of characteristic 0, we remark that we may associate with © 
a Lie algebra 8 over F which determines © in the usual fashion. For consider 
the algebra 8 whose basis over F consists of the operators x2D, xlD, . . . , 
where D is the formal operation of differentiation with respect to x. Let us set 

/xi = x2D fx2 = xlD, . . . , nk = xk+1D, . . . . 
Then 
(4.1.1) [Mi, My] = MiM; - H&t = (j - i)xi+MD = (j - i)fii+j 

for i,j = 1, 2, 
The Lie algebra 8 spanned by the M* over F is generalized nilpotent in the 

sense that the chain of ideals 

8 = 81 D 82 D • • • D 8* D . . . , 

where 8*+i = [8*, 8], has intersection 0. Qk is spanned by the elements 
jUfc+i, /x*+2, • • • We may therefore introduce infinite sums of the type 

(4.1.2) X = aim + «2M2 + . . . , a< G F 

into 8, and consider, formally at least, the differential operators 
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e x p X = (l + x + | - + . . . ) , X68. 

If we form 
(exp \)x 

we obtain 
(4.1.2) (exp \)x = x + CL2X2 + . . . , 

where for k = 1 , 2 , . . . , the coefficients ak+\ are polynomials in «i, a2, • • • , «A;. 
That is, to every X in 8 we may associate a G(X) G ®, G(X) : # —> (exp X)x. 
Since the coefficients a2, a3, . . . are determined as functions 

we may consider the «i, a2, . . . as canonical parameters in @: they have the 
familiar property that if G(X) is the G determined by X above, then, for all 
/, T € F, 

G(t\)G(r\) = G((/ + r)X) : 

that is, the set G(/X) is a one parameter subgroup as t runs over F. In parti­
cular the one parameter subgroups (3.1.2) obtained earlier are given by 

Gk(a):x—» (expa/Zfc) x = x(l — kaxk)~1/k. 

We note too that if X* £ 8*, then (exp \t) x = i7* is in §* = ©$+1; that is, the 
ideals 8* determine the lower central series of @. 

If we adjoin the operator juo = a;J9 to 8 we get a Lie algebra 8* spanned by 
the elements nk (k = 0, 1, 2, . . .) which has 8 as its derived algebra. For 
[no, Hi]=int, so that the commutator rules (4.1.1) hold in 8* for i , j = 0, 1 , 2 , . . . . 
If F is a field in which e" is defined for all a Ç i7, then the element 

X* = aoMo + «1M1 + • • • 

determines, via the operator exp (X*), a transformation 

x —» (exp X*) x = &ix + X^ ^xS> 5 = 2, 3, . . . , 

where 
èi = ea° 7^ 0. 

Even if exponentials are not defined in F, it is easy to verify that the group 
of transformations @* consisting of all mappings of the form 

x —» bix + 2 &«#*> °i ** 0, 

is such that 
(©*, ®*) = ©. 

This group ®* is the group of all automorphisms of Mi over F, as in (1.4) 
above. 

5. Groups with integral coefficients. We conclude this paper with one or 
two remarks about the group © (7) where I is the ring of integers. For conveni-
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ence we write 3 = ® CO- Let p be any prime, and let Ia be the ideal (pa) of all 
integers divisible by pa, a = 1, 2, . . . . If we set J0 = I, then corresponding to 
the ideals 

we have the chain of normal subgroups 

(5.0.1) 3 = Î S o D Ç O ? 2 D . . . , 

where tya = ©(/«). If Ga is any element of $« then 

Ga : x —> x + a2x
2 + a3x3 + . . . , 

where pa\ak for all & = 2, 3, Now by (1.3), 

® ( V / i ) ^ ® ( / o ) / ® ( I i ) , 

and since Io/Ii r= GF(p), we see that the factor group 3 / $ i is a group ®(F), 
where F is the prime field of characteristic p. Groups of this type have a rather 
complicated structure, some indication of which will be given in a later paper. 
The structure of the group $ i is simpler to consider, and we prove, in fact: 

THEOREM 5.1. The groups (5.0.1) have the properties) 

(1) ($«, %) < $*+* a, P = 0, 1, 2, . . . . 

(2) If G« € $«, ze;Aerg a > 1, /Aew 

Proof. If G«-G $<*, G/s € %, then we have 

Ga : # —» x + #2#2 + a3x3 + . . . , 
G/3 : x —» x + &2̂ 2 + b%xz + . . . , 

where pa\as and pp\bs, s = 2, 3, . . . . Then 

GaG^ : x —> x + c2x
2 + c3x

3 + . . . 
yields, by (1.1.2), 

c2 = a2 + b2l 

cr = ar + br + ^ as<j>s(b2, . . . , 5S), 

5 = 2, 3, . . . r - 1; r = 2, 3, 

Now since ^|&5 for all s, ^|<£s for all s, and hence £a+/3|as#s for all s. Hence 

(5.1.3) cr = aT + br (mod pa+e), r = 2, 3, 

If (5.1.3) holds, and if C is given by 

C : x —> x + (a2 + b2)x
2 + (a8 + Z>3)x

3 + . . . , 

then GaG/3 = C (mod$a+i3); for in the homomorphism ® CO -* ® (I/!<*+&) 
induced by / —> I/Ia+p, as in the proof of (1.3), the elements GaGp and C map 
into the same element in ®(//Ja+ /9). However, if we form G#Ga we have 
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Gj3 Ga: x —• x + C2X2 + crzxz + . . . 

where 

C2 = 62 + ^2, 

£r = &r + CLT + 2 t>s<t>s(a2, . • . , # s ) , 

so that 
£' = ar + frr = cr (mod pa^)> 

and hence, as before, 
G73 Ga = C = Ga Gp (mod %+p), 

which proves (l) of (5.1). To establish (2) we form, for a > l and any integer n 

Ga
n : x —» x + c2(n)x2 + c^{n)xz + . . . 

and observe that, by (1.1.2), 

cr{n) = nar + $T(n), r = 2, 3, . . . , 

where <&r{n) is a polynomial in a2, a%, . . . ,aT whose term of lowest degree is 
at least of degree 2. Now if pa divides a2, . . . , ar, p2a divides $T{n) and a 
fortiori so does pa+1. Hence 

cT(n) = war (mod £a+1), 
cr(£) = 0 (mod£a + 1), 

so that Go? G $a+i as required. 

COROLLARY 5.2. The factor groups y$a/tya+i are infinite direct products, for 
a > 1, of elementary abelian groups of order p. 
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