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SUMMARY

The first index law, or addition theorem, is well known. The second is much less well
known; but both have been found to be of importance in recent studies of hypergeometric
integral equations. The first law has usually been considered only in the simple case of orders of
integration which have positive real part, or in the context of generalized functions. Arising out of
the need to manipulate expressions involving several fractional integrals and derivatives, our aim
here is to establish both laws for all combinations of complex orders of integration and differentia-
tion, and for nearly all functions for which the fractional derivatives involved exist as locally
integrable functions.

1. Introduction

The bare formal statements of the laws in terms of the fractional integral
operator Ic (for definitions see §3, in particular (5) to (8)) are:

(1) /*/"/ = Ia+bf,

where a and b are any complex numbers, and

(2) Icxblaf(x) = x-arbx-cf(x),

where also a + b + c = 0.

Both have been known for a long time, (2) less well than (1), in the cases where
the orders of integration (indices of /) are positive or have positive real parts.
But cases involving fractional derivatives (orders of integration having real
part negative or zero) have been needed, as in [11], and continue to be needed
in further work on hypergeometric integral equations. This paper has arisen
out of that need, and it is hoped that it will serve as a comprehensive reference,
giving conditions under which (1) and (2) hold for locally integrable functions
and for all possible sign combinations of a, /?, y (the real parts of a, b, c).

An instance of (2) in which a and c are not both positive can be seen in
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386 E. R. Love [2]

Widder [1, p. 17, Lem. 3.11]. If k is a positive integer, D is the familiar differen-
tiation operator and D2k~lf exists, then

(3) Dkx2k-1Dk- xf(x) = xk-1D2k-1xkf(x).

Widder proves this by applications of Leibniz's rule for differentiation of products.
Its connection with (2) is immediately apparent if we replace D by I"1. Some
less special instances of (2) will be mentioned in §2.

In order to avoid what appear to be artificial exceptions when one or more
of the indices a, b, c is purely imaginary, fractional derivatives (or integrals)
of purely imaginary orders are needed. For this purpose reference is made to
[12], and the definitions and other features of that paper needed here are summa-
rized in §3, together with some other preliminaries of a fairly novel character.

There is perhaps some interest in re-writing (1) and (2) in the following
way, using formal inversions:

jcjbjaj- = j w h e r e a + b + c = 0 ;

xclbxalcxblaf = f where a + b + c = 0.

However (1) and (2) are the forms which have arisen so far.

2. Related Investigations

After the earliest mentionings, [2], [3], [4] and others, of the first law (1)
for complex a and b with positive real parts, Kober [5] defined Icf for re c = 0
using Mellin transforms. He proved (1) when re a = 0 = refr, for functions /
in a certain subspace of Lp(0, a) when p ^ 2. Riesz [6] gave a definition of
Icf for rec ^ 0, but his proof of (1) assumes (p. 12) that / has p continuous
derivatives, where p > max( — re a, —re (a + b)). Gelfond and Shilov [8] define
ICJ as a generalized function, and derive (1) without restriction on a and b; but
this treatment lacks conditions under which the fractional derivatives occurring
are identifiable with ordinary functions. Erdelyi [10] mentions a definition of
Icf when re c > — p using finite part integrals, but treats it by the methods of [8]
rather than independently.

In § 4 of this paper the first law (1) is proved for all complex a and b, assum-
ing only that the fractional derivatives occurring in it exist as locally integrable
functions. This is not at all a difficult matter, but it is a necessary preliminary
to the main task of this paper, which is to prove similar results for the second
law (2).

The second law (2) was proved, for re a > 0 and re c> 0, by Kober [4,
p. 201], actually in a disguised form. Translating into our notation two of his
four equations (3.7), namely

(4) in\(K+,j) =
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[3] Fractional integrals and derivatives 387

we obtain, using his definition (1.1) and our definition (5), and putting

for re A > 0, re;( > 0 and rather restricted g . These are essentially our (2) and (1),
with orders of integration having positive real parts.

The second law (2) underlies a paper by Higgins [9] which shows in a for-
mal way its connection with many important formulae. His equation (17) on
p. 8 is equivalent to our (2) by applying the operator i~"~^~^ . The same law
(2) appears in [11, p. 175, Thm. 2] where, replacing X, a, b andj f(t) by
c, c + a, a and t~c~"f(i) respectively, we obtain

Icx-C—Iaf(x) =° x-aIa+cx-cf(x)

for suitable / when re a > 0 and re c > 0.
In §§5, 6, 7 of this paper the second law (2) is proved for all complex a, b, c

st-ch that a + b + c = 0. This involves extended treatment of thirteen different
sign combinations, under conditions which require at most a little more than
bare existence of the fractional derivatives involved.

3. Definitions and Preliminaries

The main sources of these are [11] and [12].
All functions considered are complex-valued measurable functions defined

almost everywhere on the real half-line (0, oo). Two functions are regarded as
equal if they are equivalent, that is, have equal values almost everywhere. Local
integrability always means local integrability in [0, oo); consequently it means
ntegrable on [0, /] for each / > 0.

Fractional integrals. If rec > 0 and / is a function, Icf is defined as the
function (if any) whose values are

* f* (x — tY'1

(5) rf{x) = Kx )[ f(t)dt.
JO lKc)

THEOREM A. If rec > 0 and f is a locally integrable function, then lcf is

a locally integrable function.

THEOREM B. / / re a > 0 , refc > 0 and f is a locally integrable function,

then
= Ia+bf.

Fractional derivatives. If re( — c) < 0 and / is a function, I~cf is defined
as a locally integrable function </> (if any) such that

(6) Ie4> = f,
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where !c(/> is defined as in (5). It is well known that I~cf, if it exists at all, is a single
class of equivalent functions.

Derivatives of imaginary order. If re c — 0 and/is a function,/"/is defined by

(7) Icf=r1l1+Cf

if the right side exists in accordance with (5) and (6).

LEMMA C. J / rec = 0 and f is locally integrable, then Il+Cf{x) is defined
for all x ^ 0, is continuous in x ^ 0 and vanishes at x = 0.

This is Lem. 1 of [12].

THEOREM D. / / rec = 0 and f is locally integrable, then Icf exists if and
only if I1+Cf is locally absolutely continuous. In that event Icf is equivalent
to its almost everywhere derivative.

This is Thm. 1 of [12].

THEOREM E. / / / is locally integrable and c is any complex number such
that Icf exists, then Icfis locally integrable. Also I~cIcf exists and is equivalent tof.

This is a combined statement of Thm. 1 Cor. and Thm. 2 Cor. of [12].

Some elementary integrals. It is convenient to prove Lemmas F, G, H
at this stage.

LEMMA F. / / X > 0 and 0 < t < x, then

\0(x"+")
(s-t)x~1s"ds =

the bounds implied in both O-symbols being independent of x and t.

If ji > 0, the integral is less than

If 0 ^ \x > — X, the integral is at most

J, s ^ + /̂  ;
If / + /i < 0, the integral is less than

putting s = tv; and the last integral is convergent.

LEMMA G. / / a + b + c = 0, re a > 0, r e b < 0 , r e c > 0 and 0 < t < x, then
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-rc.I,, r(c) r(a) n-b)
The integral is absolutely convergent, and the substitution s = 1/u trans-

forms it into

T(c)

LEMMA H. 7 /a + fo + c = 0 , r e a > 0 , r e f o < 0 , r e c > — 1 and 0 < t < x,

then

, r(c +1) r(a) J, n-fe)

The substitution s = t + (x — i)u converts the left side into

using Euler's integral for the hypergeometric function F [7, 2.1(10)].
The right side of the proposed equation can be written as an integral of the

same form as the left, and thence expressed in terms of the hypergeometric func-
tion using the last equation. The right side is, in fact,

The equality of the two sides when c + a = —b now follows from the symmetry
of the hypergeometric function in its first two parameters.*

Composite operations. Icxblaf(x) means the function got from f(x) by
forming successively I"f(x), xbl"f(x) and Ic{xbl"f(x)}; this notation is consistent
with the customary understanding of the left side of (3). In particular, if re a > 0
and re c > 0, the value of this function at x is

(8) r.

An integrability class. Qq is defined as the class of functions / such that
xqf(x) is locally integrable in [0, GO) (the case d = oo of 11, p. 180, (5.4)). In
particular, Qo consists of all locally integrable functions.

Clearly Qq expands as the real parameter q increases. As we consider mainly
locally integrable functions the subscript q will usually be negative.

* An alternative proof can be given by integrating the equation of Lemma G with respect
to x and inverting the order of integration on the left. However it is then necessary, first to
restrict c to re c > 0, and then to justify analytical continuation of both sides into re c > — 1.
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The next theorem, or rather the case q < re a of it, is related to a theorem
of Kober[4,p. 199,Thm.2(3.4)(i)]; it is also discussed in [11,p. 174, Remark 4].
In both places it is a corollary of a much more elaborate theorem, and it seems
appropriate to give here an independent simple proof that covers the other cases
as well.

THEOREM K. If a is any complex number, r e c > 0 andfeQg, then

r is in Qq if q < re a,

x-"-cIcx"f(x) J is in Qg+e for each e > 0 if q = rea ,

Vmay not exist if q > rea .

For the third case/(x) = x~"~l is in Qq but I'x'1 does not exist.
For the first two cases x"f(x) = xa~qxqf{x) is locally integrable, so Icxaf{x)

exists and is locally integrable by Theorem A. So the function in question is
measurable. Write a = r e a , y = r e c > 0 , and suppose that r ^ q. Then, for
each / > 0,

|r(c)| f \x'-a-cIcxaf(x)\dx = f x ' " ' " ' f {x-t)c-Haf{i)dt dx
Jo Jo Jo

g f xr-°-ydx ('(x-ty-1f\f(t)\dt=\ t'\f(t)\dt f (x-t)y-1xr-'~rdx
Jo Jo Jo Jt

putting x = t(l + s).
If q < a we take r = q; then (9) is less than

as required.
If q = a we take r = q + e, where 0 < e < y; then (9) is less than

as required.
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Counter example. The need for the extra e in Theorem K when q = re a
is made evident by the example q = c = a = 1,

f(x) = {xlog(2/x)}~2 if 0 < x < 1, / (x) = 0 otherwise.

F o r / e g j since xf(x) is locally integrable; but x~2Ilxf{x)$Q-[ because, if
0 < x < 1,

and this function is not integrable on (0,1).

Remark. The two remaining preliminary theorems are of a similar nature
to Theorem K, but they deal with fractional derivatives rather than integrals,
and are consequently more awkward. They are not needed in this paper until
Theorem 15 is reached. A proof of Theorem M is given immediately below,
even though it uses Theorem 11; it seems appropriate to locate it here, with the
allied Theorems K and L.

THEOREM L. If q <0 <reb and q < rea , then x~"I~bxag(x) exists in Q
q

if and only I~bg(x) also exists in Qq.
This is 11, p. 193, Theorem 5 Cor. The main part of the proof is on p. 181-2,

and the rest on p. 193.

THEOREM M. / / q<rea<reb = 0, xag(x) is locally integrable and
x~"I~bx"g(x) exists in Qq, then I~bg(x) also exists in Qq.

To prove this, let / (x) = x-f l /"Vgf(x). By Theorem E with c and /(x)
replaced by — b and xag(x), Ibx"f(x) exists and is equivalent to x"g(x). So, by (7),

I-lIl+bx"f{x) = ° xa<?(x).

By (6), / 1 + V / ( x ) = ° llxag{x);
and again by (6),

(10) x"/(x) =° I-x-hIlxag(x);

the latter because x"/(x) = x"~qxqf(x) is locally integrable, since fe Qq and
x"~q is locally bounded. [Notice that local integrability is an essential part of
our definition (6) of a fractional derivative.]

Defining h(x) = x~t>Ilx"g(x), (10) can be written in the form

f(x) =°x-ari-bx"h(x).

Now this right side exists in Qq; so Theorem L with b and g replaced by 1 +
rs that /

have that h = I1+b<j> by (6), that <f> e Q and that
and h shows that I~1~bh(x) also exists in Qq. Defining (j> = I~1~bh, we now
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(11) xag(x) = ° J-VfcCx) = rlxal1 + b4>(x).

The equations of the preceding paragraph also give

(12)

Since <j> is locally integrable by its definition, Ii+b<f>(x) is continuous in x ^ 0
by Lemma C. So is the right side of (12) since re( — a) > 0. So (12) holds for all
x, not only for almost all.

The right side of (12) is locally absolutely continuous, being the product
of two such functions; thus Ii+b<f> is locally absolutely continuous. Theorem D
now gives that P<f> exists and is the almost everywhere derivative of I1+b(j>. So,
performing the differentiation in (11),

x"g(x) = ° x" fel1 + ><j>(x) + Ib4>(x)) .(13)

Since (j>eQq, Theorem 11 (see §6) with a, b, c, n and /replaced by 1 + b,
— 1, —b, —q and <j>, gives that the function

exists in Qq. By Theorem E, with c and/(x) replaced by -b and x~lIl+b<f>(x),
Ib<j/(x) exists and is equivalent to x~iI1+b<j)(x), provided that the latter is locally
integrable, a fact which we now verify.

By (13),

(14) flx-'/1+VW = ° g(x) - Ib(j>(x).

Now x"g(x) is locally integrable, and this property is preserved in multiplying
by the locally bounded function x~". So g is locally integrable. So also is Ib(f>,
by Theorem E. Hence so is (14).

We thus have that Ib\j/(x) = ° x-iI1+b<t>(x), where ipeQq. Substituting in (13)

and a\]/+ $ e Qq. In particular, a\j/ + <j> is locally integrable; so Theorem 4
Cor. (see §4) gives that I~bg exists and is equivalent to a\j/ + <j>. Thus I~"g
exists in Qq, as required.

4. The First Index Law

The form most suitable for our purpose is stated comprehensively as follows.
If a and b are any complex numbers, f is locally integrable, and I"f and

Ia + bf exist (as locally integrable functions), then lbI"f exists and

(15) IbIaf = Ia+bf.

https://doi.org/10.1017/S1446788700011022 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700011022


[9] Fractional integrals and derivatives 393

Remembering §3, (15) means that the two sides are equivalent.

However, for many combinations of values of a and b the existence of /"/
or /"+*/ need not be assumed, for it is a consequence of Theorem A and the
other hypotheses. Theorems 1 to 4 are the resulting simplified theorems. They
do in fact cover all complex values of a and b.

THEOREM 1. / / rea > 0, re(a + b) > 0 and f is locally integrable, then

(15) IbI"f = Ia+bf.

If re b > 0 this reduces to Theorem B.

If re b = 0, two applications of Theorem B give

(16) I1+hIaf= I1 + b+af = / 1 / 6 + a / .

The left side is continuous by Lemma C, since /"/is locally integrable by Theorem
A. The right side is locally absolutely continuous, since Ib+"f is locally integrable
by Theorem A. Thus the two extreme members of (16) are identical, not merely
equivalent. So the left member is locally absolutely continuous; whence, by
Theorem D, /*/"/ exists and is equivalent to Ib+af.

If re b < 0, Theorem B gives

(17) J-bja + bj- = jaj-

Now Ia+bf is locally integrable by Theorem A; this permits, by definition (6),
inversion of (17) giving (15).

THEOREM 2. / / r e a ^ O , reb > 0 , / is locally integrable and I'f exists then

(15) IbI"f=Ia+bf.

Suppose re a = 0. By Theorem E, /"/is locally integrable; and by Theorem A,
both sides of (15) exist and are locally integrable, since re b > 0 and re(a + b) > 0.
By four applications of Theorem B,

(18) Illblaf = I1+bIaf= / 6 / 1 / a / = I^+J = p + i+y = lllb+°f,

the middle step following from definitions (6) and (7). The extreme members
of (18) are not only equivalent but identical, since they are continuous. From
this the equivalence (15) follows by differentiation.

Suppose re a < 0. By (6) there is locally integrable <j> such that

(19) I-"4> = / a n d <f> = I"f.

By Theorem A, Ib4> exists; that is, IbI"f exists. And by Theorem 1, with / , a and b
replaced by cj>, —a and a + b,

ibr/= ib(f> = ia+bi-a(f) = r+bf.

https://doi.org/10.1017/S1446788700011022 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700011022


394 E. R. Love [10]

COROLLARY, / / re a <re b,fis locally integrable and Iaf exists, then Ibf exists.
No proof is needed if re a ;> 0, for then Ibf exists by Theorem A. If re a < 0,

Theorem 2 with b replaced by b — a ensures the existence of /*/, even if re b ?S, 0,
since the right side of (15) becomes Ibf.

THEOREM 3. / / re(a + b) ^ 0, refc < 0, / is locally integrable and Ia + bf
exists, then
(15) IbIJ=Ia+bf.

By Theorem 2 with a and b replaced by a + b and — b, (17) holds. But
Ia+bf is locally integrable by Theorem E; this permits, by definition (6), inversion
of (17) giving (15).

THEOREM 4. / / rea <| 0, re b = 0, / is locally integrable and I"f and Ia + bf
exist, then
(15) IbIJ = Ia+bf.

By Theorem 2 with b replaced by 1 + b,

(20) / 1 + f 7 a / = /1 + f c + a / .

Since /"/ is locally integrable by Theorem E, the left side of (20) is continuous
by Lemma C.

By Theorem 2 with a and b replaced by a + b and 1,

(21) iHa+bf = / 1 + a + f c / .

Again by Theorem E Ia+bf is locally integrable, and so the left side of (21) is
locally absolutely continuous. Putting (20) and (21) together,

(22) I1+bIaf = IlIa+bf;

and this equivalence is an identity because both sides are continuous. Further,
both sides are locally absolutely continuous. Theorem D now gives that IbI"f
exists. Using (7) and (20),

(23) ibij = r1i1+brf= j-1/1+*+«/ = ib+j,

the last of these steps following from Theorem 3 with a and b replaced by
1 + b + a and — 1. This completes the proof of Theorem 4.

COROLLARY. If rea = 0, f is locally integrable and I'f exists, then I~"I"f
exists and is equivalent to f. (This proves again a part of Theorem E.)

For, using (6) and (7), f=I-1Ilf=Iof=I"-"f=raI'f.

5. The Second Index Law with No Derivatives of Imaginary Orders

Most of our theorems from here on involve a slightly heavier restriction
near the origin than local integrability. They are expressed in terms of the
classes Qq defined in §3.
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(24) In all proofs we write, with or without warning, re a = a, re b = /?, re c = y.

THEOREM 5. Ifa + b + c = 0, r e a > 0 , refr < 0, r e c > 0 and feQ_y

where y = rec, then

(25) Fx»I°f(x)=° x-°I-bx-cf(x),

and both sides are in Q-y+sfor each e > 0.

If also feQ_y_v for some n>0, then both sides are in Q_7_,.

Subject to certain justifications,

Fxbl"f(x) = \X(X-Sf\"ds P " T V
Jo r(c) Jo r(a

= x-
ttrbx-cf(x),

the last line resulting from applying Lemma G. This proves (25) for all positive
x for which (26) is absolutely convergent. For the absolute convergence will
both justify the inversion of order of integration at (26) and ensure the convergence
of the integrals with which the chain of equations begins and ends.

To establish the absolute convergence of (26) for almost all positive x, we
apply Lemma G in a way similar to that above, but with f(t) replaced by its
modulus and a, b, c by their respective real parts a, /?, y; thus

This is finite for almost all x by Theorem A, because the integral on the right
is the — /?th integral of f~ y | / (0 | > which is locally integrable by data; so it is also
locally integrable. This provides, for almost all x, the justifications needed above.

By Theorem K with q, c and a replaced by —y, —b and — c, we see that
x~arbx-cf(x) is i n Q-y+e f o r e a c h E > 0 .

T f / e g _ y _ , for some r]>0, feQ_y so (25) still holds; and Theorem K
with q, c and a replaced by —y — n, —b and — c shows that x~aI~bx~cf(x) is
in Q-y-n.

THEOREM 6. Ifa + b + c = 0, r e a > 0 , refr<0, r e c < 0 and feQ0 then

(25) Icxblaf(x) =° x~arbx-cf(x),

and both sides are in Qo (that is, are locally integrable).

If also fe Q_v for some r\ > 0 then both sides are in Q-v-
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Writing a', b', c' and <p(x) in place of — b, —a,—c and x~cf(x), and a', P', y'
for rea', reb', rec',

a' + b' + c' = 0, a' > 0 , P' <0, y' > 0 and <j>eQ_r.

So by Theorem 5

(28) Ic'xb'l"'<l>(x) = ° x ^ ' / - * ' * " '

By definition (6) this gives

(29) xb'I"'<l>{x) = ° / - f ' x~ '7"* 'x" e

provided the left side of (29) is locally integrable. Now the left side is
x~"I~bx~cf(x); and Theorem K with q, c and a replaced by 0, —b and —c shows
that this function is in Qo, that is, is locally integrable. So (29) is proved, and
hence also (25) since it is the same equation. Further, one side of (29) has just
been shown to be in Qo, hence so are both.

I f / e Q_n for some r\ > 0 t hen /e Qo, so that (25) still holds; and Theorem K
with q, c and a replaced by — r\, —b and — c shows that x~"I~bx~cf(x) is in

6-,.
THEOREM 7. If a + b + c = 0, tea < 0, reb < 0, rec > 0, and I"f exists

in Qfi where ft = reft, ffcen

(25) Icxblaf(x) = ° x - a / -*x- c / (x ) ,

and bof/i sides are in Q_y+Efor each s > 0.

If also I"feQp_n for some n>0, then both sides are in Q_y_n.

Writing a', b', c' and (j>{x) in place of —a, — c, — fe and I"f(x), and a', J?', y
for rea ' , reft', rec ' again,

a' + b' + c' = 0, <x'>0, P' < 0 , / > 0 and </>eQ_y..

So by Theorem 5

(30) r'xb'r'4>{x) = ° x~o7-fc 'x~c>(x).

By (6) this is

/-*x-7(x) =° xalcxblaf(x),

which gives (25).
By Theorem K with q, c, a and / replaced by fi, c, b and </>, xalcxb4>{x) is

in Q0 + t for each s > 0; so 7cxV(x) is in &,+„+,, that is, Icxblaf(x) is in Q-y+£.

Tf I"feQp-n for some ?; > 0, Theorem K with q, c, a and / replaced by
fi-n, c, b and <j> shows that xalcxb(j)(x) is in Q^_,. Thus Icxblaf(x) is in

Gc+jJ-, = Q-y-r,-

https://doi.org/10.1017/S1446788700011022 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700011022


[13] Fractional integrals and derivatives 397

THEOREM 8. Ifa + b + c = 0, r e a < 0 , r e b > 0 , r e c < 0 , and either side
exists in Qx where <x = re a , then

(25) Icxbl"f(x) =° x-aI-"x-cf(x),

and f is in Q^ + Efor each e > 0.

/ / also either side is in Qa^n for some r]>0, then f is in Qx-n.

(i) Suppose the left side exists in Qx; denote it by $(x) . Its existence implies
that of I"f. Since y and a are negative, (6) gives

xblaf(x) = ° l~c4>{x)
whence

and
f{x) = ° rax-brc(j)ix).

Writing a', b' and c' in place of — c, —b and —a, and a', fi', y' for re a',
reb ' , rec ' continually,

a' + b' + c' = 0, a ' > 0 , P' < 0 , y' > 0 and 4>eQ-r.

So, by Theorem 5, (30) holds; this gives

(31) / (x ) = xclbxa(j)ix), and so x~c/(x) = Ibx°<j)(x).

Since x"</)(x) is locally integrable by definition of Qa, (6) gives

/-6x-c/(x) =° xa(t>ix).

Thus the right side of (25) exists and is equivalent to </>; this establishes (25).
By Theorem K with q, c, a and/replaced by a, b, a and </>, (31) gives t h a t /

is in Qa+E for each e > 0.
If </) exists in Qx-n for some n > 0 , then <£ exists in g a and (25) holds as

proved above. The application of Theorem K may now be made with q replaced
by a — r\ instead of by a, and we obtain instead t h a t / e g , , . , .

(ii) Suppose the right side of (25) (and not necessarily the left) exists in Qx.
Writing a', b', c' and i/f(x) in place of b, c, a and /~ 6 x~ c / (x ) ,

a' + b' + c' = 0, a ' > 0 , j 8 ' < 0 , 7 ' < 0 and ij/eQQ.

So by Theorem 6

(32) r'xb'la'il/ix) = ° x""'I '" 'x~c'iKx);

this gives

iaxcibrbx-cfix) =° x-brcx-arbx-cfix),
and so
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x
bij(x) = ° rcx-arbx-cf(x).

Since — y > 0 this gives (25) by means of (6), noting that x~"I~bx~cf(x) is locally
integrable because we are assuming it to be in Qx, a subclass of Qo.

Thus (25) holds, and the left side is in Qx since the right side is. Thus / is in
Qct+c for each e > 0, as proved under (i) using Theorem K.

If the right side of (25) exists in QIt_, for some n > 0, it exists in Qa and
the above proof under (ii) establishes (25). So the left side exists in Qx_n a n d /
is consequently in Qx-n as in (i).

THEOREM 9. / / a + b + c = 0, re a < 0 , re/? > 0, r e c > 0 and I"f exists, then

(25) Icxblaf(x) = °x-arbx-cf(x),

both sides are in Qx where a = re a, and f is in Qx + efor each e > 0.

If also I"f is in Q-nfor some r\ > 0, then both sides are in Qa_, and so isf.

Writing a', b', c' and cj)(x) in place of —b, —a, —c and x~c/(x),

a' + b' + c' = 0, <x'<0, j ? ' > 0 , y' < 0

and I~b'x~c 4>{x) exists. This existence implies, by definition (6), that this func-
tion is locally integrable, and consequently x~"'l~b'x~c </>(*) exists in Q^. So,
by Theorem 8, (30) holds, that is

(33) rcx-arbx-cf(x) =° xblj(x).

Since y > 0 this gives (25).Theorem 8 also gives that cf> is in Qx+B for each e >0 ;
thus x~p + Ex~cf(x) is locally integrable, and so / is in Qx + t .

By Theorem K with q, c, a and / replaced by 0, c, b and /"/, xalcxbl"f(x)
is in Qo, since 0 < re b; consequently the left side of (25) is in Q^. This completes
the proof of the first paragraph of the statement.

For the second paragraph we suppose that /"/ exists in 2_ , . The conclusions
of the first paragraph still hold, but also I~b> x~c <j>(x) exists in g_ , , so
x~aI~bx~c4>(x) exists in 2 a -_ , . Then Theorem 8 gives that (j> is in Q_^_^,
whence x~^~']x~cf{x) is locally integrable and so / is in 2 a _ , .

The above application of Theorem K may now be made with q replaced
by — n instead of 0; it gives that x"lcxblaf(x) is in Q_,, and so the left side of
(25) is in £>„_,,. Since the two sides of (25) are equivalent as already mentioned,
this completes the proof of Theorem 9.

Remark 1. The conclusions about / are also deducible directly, without
Theorem 8, from the data that /" / i s in Qo or in ()_„, by applying Theorem K
with q, c, a and/replaced by 0 or —n, —a, 0 and /"/.

Remark 2. The conditions on /"/ in Theorem 9 permit the application
of Theorem 8 using the hypothesis about the right side. Instead we could impose
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conditions enabling Theorem 8 to be applied using the hypothesis about the
left side. These conditions turn out to be more complicated; instead of/"/exist-
ing in <20 or in Q_n it is required that I~cx~"I~bx~cf should exist in g_/5 or in
Q_£_,,. For simplicity the statement of Theorem 9 is not encumbered by these
cases; and a similar policy of omitting such cases is followed in the rest of this paper.

THEOREM 10. / / a + b + c = 0, re a > 0, refo > 0, rec < 0, / is locally
integrable and either side exists, then

(25) rx"laf(x) = ° x - "I ~ bx ~ cf(x).

If also either side is in 2 - , for some n > 0 then f is in 2 _ , .

First /"/exists by Theorem A. Writing a', b', c' and <f> in place of -a, -c,
-b and /"/,

a' + b' + c' = 0, <x'<0, 0 ' > O , y ' < 0 .

Also I~"<l> = / by (6), s ince/ is locally integrable.
(i) Suppose the left side of (25) exists. Then I~b'x~c'<t>(x) is locally inte-

grable, and so x~"'l~bx ~c'<f>(x) exists in Q,,,. Thus Theorem 8 gives that (30)
holds, that is,

(34) rbx-J(x) =° xalcxblaf(x),

which shows that (25) holds.

If the left side of (25) is in Q_ri the previous paragraph still establishes (25);
so the right side is in Q_n and I~bx'cf(x) is in Q- a _ , . By Theorem K with q,
c, a and f(x) replaced by —a — n, b, 0 and l~bx~cf(x),

thus x~*/(x) is locally integrable a n d / e Q _ 1 ) .
(ii) Suppose the right side of (25) exists. Then x"'lc'xb'la'<f>(x) is locally in-

tegrable, and so Ic'xb'la'4>(x) exists in Qa,. Again Theorem 8 gives that (30)
holds, that is, (34) holds and hence so does (25).

If the right side of (25) is in g _ , the previous paragraph still establishes
(25), and the paragraph before it shows t h a t / E ( ) _ , , .

Remark 1. The applications of Theorem 8 in the above proof also give
the information that /"/is in g_ a + £ for each e > 0, or that /"/ is in 6 - « - , . These
conclusions are omitted for simplicity, and also because they are directly de-
ducible from the datum that / is in Qo and the conclusion that / i s in Q_n by
applications of Theorem K with q, c and a replaced by 0 or —rj, a and 0.

Remark 2. It may seem that the hypotheses of Theorems 5 to 10 are de-
pendent on the methods of proof, or on the order in which the theorems are
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proved, rather than that they are intrinsically connected with the theorems them-
selves. An indication to the contrary is available however. Theorem 7 can be
deduced from Theorem 10, and the hypotheses which fit this method of proof
are the same as before although our proof of Theorem 10 makes no use of
Theorem 7.

To prove Theorem 7 in this way, assume its hypotheses and write a', b',
c' and cj)(x) in place of — b, —a, —c and x~cf(x). Then

a'+b' + c' =0, a ' > 0 , /?' > 0, y' < 0 ;

and (j)eQ0, because Theorem K with q, c, a and / replaced by ft, —a, 0 and
laf gives that xara(Iaf)(x)eQll, and so

<Kx) = x-J(x) = o x » x 7

is locally integrable. The hypotheses of Theorem 7 further give that I~b'x~c (j)(x)
exists in Q_a-, or in g_a._, ; consequently x "I b'x c </>(*) exists in g 0 , or
in <2_,. Theorem 10 now gives that (30) holds; and from it (25) follows as shown
at (33), the substitutions for a', b', c' and <$> being the same there as here.

We have proved that <j>eQ0; and in the additional case Theorem 10 gives
that <j) eQ_n. Thus / i s in Q-y, or in Q_y_n. Theorem K with q, c and a replaced
by -y or —y — r\, —b and — c then shows that xb + cl~bx~cf(x) is in Q-y + c for
each e > 0, or in 2 _ y _ , ; and this completes this second proof of Theorem 7.

It is striking how all details of hypothesis and conclusion of Theorem 7
come naturally out of Theorem 10 in this proof, just as they come naturally out
of Theorem 5 in the first proof. This suggests that these details have some ob-
jectivity.

6. The Second Index Law with One Derivative of Imaginary Order

In Theorems 5 and 6 we supposed a = re a > 0 and /? = re b < 0, and
y = re c took all values except 0. Theorem 11 below will fill this gap by dealing
with y = 0. We might expect some sort of continuity in hypothesis and con-
clusion as y passes through 0, and this is in fact observed. Theorems 11 to 16
all have this character of providing a transition between some two of Theorems
5 to 10.

THEOREM 11. Ifa + b + c = 0, rea > 0, reb < 0, rec = 0 and f is in

Q-nfor some r\ > 0, then

(25) Icxbl"f(x) =° x-arbx-cf(x)

and both sides are in Q-n. [Transition between Theorems 5 and 6.]

First, the result is almost immediate if c = 0. For then a + b = 0 and
both sides of (25) reduce to x~"I"f(x). This exists for almost all x > 0 by Theorem
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A, and it defines a function in Q_n, by Theorem K with q, c and a replaced by
— r\, a and 0.

For the general case suppose that c is any purely imaginary number except
0. We show that the left and right sides of (25) have a common primitive.

The left side of (25) has, by (7), the primitive

il+c bjaf( } _ V*" ^ sbj V ' f(t)dt

Jo F(l + c) Jo T(a)

(35) = f(t)dt --——~sb ————ds
Jo Jt r(c + 1) F(a)

certainly if the double integral (35) is absolutely convergent, which we show as
follows. Since y = 0 and r\ > 0,

Jo Jt Jo Jt \t /

(36) = rr"\f(t)\dtr (s-tyV+"ds^Mx" T r"\f(t)\dt
Jo Jt Jo

where M depends only on rj, a. and /?, by Lemma F with k and \i replaced by a
and p + r\, so that k + fi = a + P + t] = t] > 0. The finiteness of (36) for all
x > 0 follows s i n c e / e Q _ , ; and so the inversion at (35) is justified. Further, the
existence of Il+Cxbl"f(x) for all x > 0 is thus established by absolute convergence.

Applying Lemma H to (35),

(37) Il+cxbIJ(x) = [*t-°f(t)dt \Xs-°-
Jo J t

(38)

\-b-l

ds

(39) = f s-arbs-cf(s)ds = Ilx-"I-bx-cf(x),
Jo

subject to the validity of (38), where the order of integration has been changed.
This we justify by absolute convergence of (37), which is a consequence of the
above inequalities leading to (36). For, since y = 0, a + /? = 0 and t~y = 1; so, as
at (36),

f r'lmldt Ts-Xs-t)-'-1 ds = \x\f(t)\dt fs\s-ty-lds
Jo Jt Jo Jt

S Mx" t~"\f(i)\dt < oo.
Jo

This establishes (39) for all JC> 0, and it remains to show that we can differen-
tiate both sides almost everywhere, so obtaining (25).
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The function i/̂ (x) =• x~"I~bx~cf(x) is in 6-n> by Theorem K with q, c
and a replaced by — n, —b and — c. In particular it is locally integrable, since
Q_n c Qo. So, by (6), i// = I~Hlij/. Then (39) and (7) give

=° rl = rlli+cxblaf(x) = Icxbl"f(x).

This proves the existence of the derivative of imaginary order involved, and
completes the proof of Theorem 11.

THEOREM 12. Ifa + b + c = 0, r e a < 0 , icb = 0, r e c > 0 and /"/ exists
in Q-qfor some n > 0,

(25)

and f and both sides are in Q_>,_7, where y = rec. [Transition between Theorems
7 and 9.]

Writing a', b', c' and <£ in place of —a, — c, —b and /"/,

a' + b' + c' = 0, a ' > 0 , / ? ' < 0 , / = 0 and <t>eQ-n.

So by Theorem 11,

(30) lc'xb'r'<j)(x) = ° J C - " ' / - " ' * - ^ ^ )

and both sides are in Q-n. The two sides are

rbx~cf(x) = ° xalcxbl"f(x),

which gives both (25) and that its two sides are in Qx-n = G_?- , .

Since x"f(x) = x"I~"(p{x) and <f>eQ_tl, Theorem K with q, c, a and / re-
placed by — n, —a, 0 and <f> shows that x"f(x)eQ_n; and so feQx_q as required.

THEOREM 13. / / a + b + c = 0, re a = 0, reb > 0, rec < 0, / e g 0 and

either side exists in Q^nfor some n > 0, then

(25) IcxbFf(x) =° x-aI~bx~cf(x),

and feQ_y. [Transition between Theorems 8 and 10.]

(i) Suppose the left side exists in Q-v- Writing a', b', c' and (j>(x) in place
of c, a, b and xbl"f(x),

a' + b' + c' = 0, a ' < 0 , /?' = 0, 7 ' > 0

and I"'cj) exists in Q-n. So, by Theorem 12, (30) holds and both sides are in
Q-y'-n = Q-p-n. In fact the two sides are

(40) Ibx"lcxblaf(x) = ° x " CI - aI"f(x) = ° x ~ cf(x).
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The last step follows from Theorem 4 Cor., and is the place where we need the
hypothesis that / is locally integrable.

Since x" is bounded, xarxbIaf(x)eQ_n c Qo; so, using (6), (40) gives

xalcx"rf(x) =° r"x-cf(x),

from which follows (25). Also I~bx~cf(x)eQ_ll; applying Theorem K with
q, c, a and/(x) replaced by — n, b, 0 and I~bx~cf(x), we obtain the conclusion
that x-b-cf(x)eQ^, and s o / e g - , .

(ii) Suppose the right side exists in <2_,. Writing a', b', c' and i/̂ (x) in place
of —b, —a, —c and x~cf(x),

a' + b' + c' = 0, a ' < 0 , /T = 0, y '> 0

and l"'\ji exists in Q_,. So, by Theorem 12, (32) holds and both sides are in
g-y'-, = Qy-q- In fact the two sides are

(41) rcx-arbx-cf(x)=° x"rf(x).

Since the right side of (25) is in Q_, it is locally integrable; so, using (6), (41)
gives (25).

We prove that feQ_n exactly as in the last sentence of (i).

THEOREM 14. / / a + b + c = 0, re a = 0, re 6 < 0 , rec > 0, / is in <2_y

and I"f exists in Q_y, where y = rec, then

(25) Icxblaf(x) =° x-arbx-cf(x),

and both sides are in Q-y+efor each e>0.
If also either f or I"f is in 2 - 7 - , for some n > 0, then both sides are in

Q-y-v [Transition between Theorems 5 and 7. Observe that Qp — Q_y and
that Q,_, = Q-,-, .]

Since g_y c Q0,f is locally integrable. By Theorem 3 with a and b replaced
by 1 and a — 1,

Since also I"feQ_y = Qe, r~lI1f exists in g^. Using Theorem 7 with a, c and /
replaced by a — 1, c + 1 and 71/,

(42) Ic+1

Since / e g _ y , x~cf(x) is locally integrable. Theorem K, with g, c, a and
/(x) replaced by 0, 1, c and x~c/(x), thus gives that x~c~1/1/(x) is also locally
integrable. Then Theorem 1, with a, b and/(x) replaced by c, a and x~c~lIxf(x),
gives that

(43) I'l'x-'-1!1/^) =° /c+ox-' :-1/1/(x) = / - " x - ' - 1 / 1 / ^ ) .
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Since/eQ_y, Theorem 5 with a and b replaced by 1 and — c— 1 gives that

(44) lcx-e~Hlf(x) =° x-1Ic+lx-cf{x).

Equations (42), (43), (44) now give

(45) Ic+1xblaf(x) =° x1- 'TIx-1Jc + 1x-7(x)-

Theorem K with q, c and a replaced by — y, —b and — c shows that
x~"I~bx~cf(x) is in Q-y + E for each £ > 0, which is one of the stated conclusions.
Since |x"" | = 1 it follows that I~bx~cf(x) is also in Q_7 + £ for each s > 0; in
particular it is locally integrable.

We have already seen that x~cf(x) is locally integrable. Theorem 1, with
a, b and /(x) replaced by c + 1, a - 1 and x~cf(x), gives that

(46) 7"-1/c + 1x-7(x) =° /c+"x-c/(x) = rbx-cf(x).

This with the preceding paragraph shows that, taking e = \y = n > 0, the left
side of (46) is in Q- , ; so Theorem 12 can be applied with a, b, c and/(x) replaced
by a - 1, -a, 1 and / c + 1 x"7(x) . This gives

(47) 71x-°/a-1/ c + 1x-7(x) =° x1-aIax-1Ic+1x-cf(x).

Equations (45), (46), (47) now give

Ic+1xblaf(x) =° /1x-"/-*x-c/(x).

Also x~aI~bx~cf(x) was shown above to be locally integrable; so (6) gives

(48) r1r+1xbrf(x) =° x-
arbx-cf(x).

Now xbl"f(x) is locally integrable because /"/ is in Qp. Therefore Theorem 1,
with a, b and/(x) replaced by c + 1, - 1 and xbl"f(x), gives that the left side
of (48) is equivalent to that of (25). So (25) is established, and this completes
the proof of the main paragraph of Theorem 14.

I f / i s in 2 - , - , for some r\ > 0, in addition to the main hypotheses, Theo-
rem K with q, c and a replaced by —y—t], —b and — c shows that the right side
of (25) is in Q_,,_,,; hence so are both sides.

If instead /"/ is in Q-y-n in addition to the main hypotheses, Theorem K
with q, a and/replaced by —y - rj, b and /"/shows that x"lcxblaf(x) is in Q _7_,.
Since x"| = 1, the left side of (25) is also in Q_7_,; and hence so are both sides.
This completes the proof of Theorem 14.

THEOREM 15. / / a + b + c = 0, re a > 0, reb = 0, rec < 0, / is locally
integrable, and either:

(i) the right side exists and is locally integrable; or
(ii) I~bf exists in Q-n, for some r\ > 0; or
(hi) the left side exists in ()-„, for some rj>0, and I~bf exists; then
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(25) Icxblaf(x) =° x-Tbx-cf(x).

[Transition between Theorems 6 and 10.] [See also Theorem 17.]

Case (i). Since — y > 0, x~c is locally bounded; so x~cf(x) is locally in-
tegrable. Also <j)(x) = I~bx~cf(x) exists by data. So, by Theorem E, Ib(j) exists and

(49) lb4>{x) = ° x-J(x).

Writing a', b', c' and </>(*) in place of b, c, a and I~bx~cf(x),

a' + b' + c' = 0, a' = 0, j 5 ' < 0 , y' > 0 .

Now x~"(j)(x) is locally integrable, being the right side of (25), so cj)eQ_x = Q_y..
Also x~cf(x)eQy since/is locally integrable; so (49) shows that I" (j>eQy = Q_x

= Q-y. Theorem 14 now establishes (30), so that

iaxcib(j)(x) = ° x-brcx-a<t>{x),
and so

xblaf(x) = ° rcx-a(f>(x).

Since x~"cj){x) is locally integrable, this by (6) gives

lcx»Iaf(x) =° x ' > W ,
which is (25).

Case (ii). Now x~cI~bf(x) exists in 2 y _ , , a n d / i s locally integrable. Theo-
rem M with q, a and g(x) replaced by y — rj, c and x~cf(x) gives that I~bx~cf(x)
exists in Qy-^. So the right side of (25) exists in (?_,,, hence in Qo, and Case (i)
applies.

Case (iii). Since x~b is bounded, x~blcxblaf(x) exists in (?_,. Theorem L
with q, a, b and g replaced by -n, b, —c and /"/shows that Iclaf exists in g _ , .
By data /c+0/exists, and re(c + a) = — reb = 0, so Theorem 3 with b replaced
by c gives that Ic + af = IcIJeQ_n. Thus l-bfsQ_,l and Case (ii) applies.

THEOREM 16. / / a + /? + c = 0, r e a < 0 , r e fc>0 , rec = 0 and either:

(i) «/ie ?e/f side exists in Q~p, where fi = reb; or
(ii) the right side exists, and Iaf exists in Q-nfor some r\ > 0; or
(iii) the right side exists in Q-p-n for some n > 0, and I"f exists; then

(25) Icxbrf(x) =° x-a/-fcx-7(x).

/« case (i)/zs in Q-p + Efor each e> 0, w/zi/e in cases (ii) and ( i i i) / is in 2 - p - 7 .
[Transition between Theorems 8 and 9.]

Case (i). Since the left side exists, /"/ exists; thus /"/ is locally integrable
by (6), and xblaf(x)eQ_ti. Writing a', b', c' and <f>(x) for c, a, b and xblaf(x),

a' + b' + c' = 0, a' = 0, j8'<0, / > 0 ,
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4>eQ_r and I"'(f> = Icxbl"f(x) exists in Q_y.. Theorem 14 now establishes (30),
so that, using (6) to simplify the right side,

Ibxarxblaf(x) = ° x~cf(x).

By hypothesis xalcxbl"f(x) is locally integrable, since \x"\ = x*=x~l>. So
using (6) we obtain

xalcxblaf(x) =° rbx-cf{x),

and from this (25) follows.
As remarked above, I"feQ0. By Theorem K with q, c, a and/replaced by

0, - a, 0 and /"/, xaI-aIJ(x) is in Qe for each e > 0. But I'Tf = / by (6), and
so / i s in Qx+E = S_^ + £.

Case (ii). Since I~bx~cf(x) exists it is, by (6), a locally integrable function
/ such that x~cf(x)=Ibx(x). And 76/ is locally integrable by Theorem A, so that
x~cf(x) is locally integrable. Thus both x~cf{x) and I~bx~cf(x) are locally
integrable.

Theorem L with q, a, b and gr replaced by —r\, —c, —a and/shows that
xclax~cf(x) exists in 2_ , , because /"/ exists in g-i, by hypothesis. Also |xc| = l
and a = — c— b, so I~c~bx~cf(x) exists in Q-n.

Theorem 4 with a, b and/(x) replaced by —b, —c and x~cf(x) now gives
that

(50) rcrb
x-

cf(x) =° rc-bx-cf(x);

so the left side also of this equation exists in 2_ , .
Writing a', b', c' and ip(x) in place of b, c, a and I~bx~cf(x),

a'+b' + c' = 0, a ' > 0 , 0' = 0, y ' < 0 ,

\j/ is locally integrable, and I~b'\j/ exists in 2 _ , by (50). So Theorem 15 (ii) shows
that (32) holds; this is, using (6) to simplify the left side,

(51) IJ(x) =° x-brcx-"

Since ij/ is locally integrable x~"i/<x)ega cz Qo. Also I~cx~a^{x) exists by
(51). Theorem 4 Cor. then gives that IcI~cx~a\]/(x) exists and is equivalent to
x~aij/(x). That is, using (51),

x-"I-bx-cf(x) = x"V(x) =° IcxbIJ(x),

which proves (25).
By Theorem K with q, c, a and/replaced by —r\, —a, 0 and /"/, x° / "T /

is in Q-, . B u t / - / • / = / b y (6), s o / i s i n Q , _ , = Q ^ . , .
Case (iii). Since x~a/~*x~c/(x) exists in Qx-n, xcl-bx~cf(x) exists in

Q-y~v - Q-n. By Theorem L with g, a and g replaced by -r\, -c and/, /"*/
exists in Q_- that is, Ic+af exists in Q_,.
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The first paragraph of (ii) is still effective in showing that x~cf(x) is locally
integrable. Since | x ~ c | = 1, / itself is locally integrable. Since /"/ and /c+°/
exist, Theorem 4 shows that

jcjaj = jc + aj

It follows that Iclaf exists in Q_,; and hence that xblcl"f exists in Q-p-n. Also
/"/ is locally integrable by (6). Further I~bf exists in Q-n.

Theorem M with q, a, b and g(x) replaced by — fi — r\, —b, —c and xbrf(x)
is now applicable, and gives that Icxbl"f(x) exists in £>_,)_„. In particular the
left side of (25) exists in Q-f, and so (i) shows that (25) holds.

Theorem K with q, c, a and / replaced by — r\, b, 0 and I~bf shows that
x-bIbI'"f(x) is in g _ , . Using (6) we obtain t h a t / i s in £>_/»-„• This completes
the proof of Theorem 16.

THEOREM 17. / / a + b + c = 0, rea > 0, reb = 0, rec < 0, / is in Q_,

for some r\ > 0 and the left side exists, then

(25) Icx"rf(x) =° x-aI-bx-cf(x).

[An extra case of Theorem 15, proved using Theorem 16.]

Noting that /" exists, by data or by Theorem A, consider the function
iKx) = xblaf(x). Since / is locally integrable, (6) gives

(52) f(x) =° / -x-V(x) ,

Since / is in Q_,, x-cJ-°x->(x) is in Q,_, = 6-*- , .
Writing a', b', c' in place of c, a, b,

a' + b' + c' = 0, <x'<0, P' > 0 , y' = 0 .

Then x~B7"*'x~c>(x) is in Q-p--, , and / " V W = Icxblaf(x) exists. So Theorem
16 (iii) shows that (32) holds; that is,

(53) =° x-c

using (52) to simplify the right side.

Now lc\l> exists, being the left side of (25). By (6) it is locally integrable.
And since x" is locally bounded, x"Ic\l/(x) is also locally integrable. Since the left
side of (53) exists, Theorem E now establishes the equation

xalcil/(x) =° rbx-cf(x),

which by a minor transformation becomes (25).
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7. The Second Index Law with More than One Derivative
of Imaginary Order

Theorems 5 to 16 establish the second index law, under suitable conditions,
for twelve different combinations of sign of the real parts of the orders of inte-
gration a, b, c. Theorem 17 repeats the sign combination of Theorem 15, but
with different conditions. The only remaining sign combination consistent with
a + b + c = 0is that in which a, b, c are all imaginary, and this combination
is considered in the remaining theorem.

THEOREM 18. Ifa + b + c = 0, rea = 0, reb = 0, rec = O, n > 0, / is

in (?-„, I"f exists in Q_v, and either side exists in Q- , , then

(25) Icxblaf(x) =° x-ar"x-cf(x).

(i) Suppose that the right side of (25) exists in Q_,. Since Q-n<=Q0, f is
locally integrable. By Theorem 3 with a and b replaced by 1 and a — I, respec-
tively / " - 1 / 1 / = /"/. Thus /"-1/1/exists in Q_,; and so by Theorem 12 with a, c
and / replaced by a — 1, c + 1 and 71/,

(54) r+1xbrf(x) =° r+1xbia-1i1f(x) =° x
1-arbx-c-1i1f(x).

By Theorem 11 with a and b replaced by 1 and - c — 1,

(55) rx-c~lIlf{x) = ° x - 1 / c + 1x-c/(x).

Further, Theorem K with q, c and a replaced by — n, 1 and 0 shows that
x~1/1/(x) is in Q-n; from which it follows, since |x~c | = 1 and Q_7 c g 0 ,
that x - ^ / V X x ) is locally integrable. This, with the existence of Icx~c~lllf{x)
and /a + cx- c- 1 / 1 / (x) established in (55) and (54), shows that

(56) ITx-'-H^fix) =° 7a+cx-c-1/1/(x) = I-bx-c-Hlf{x),

by Theorem 4 with a, b and/(x) replaced by c, a and x"c~1/1 /(x). Equations
(54), (55) and (56) now give

(57) /c+1xb/a/(x) =° xl-aI"x-Hc+ix-cf(x).

Now I~bx~cf{x) exists, by the assumed existence of the right side of (25),
so that Ia + Cx~cf(x) exists. By Theorem 3 with a, b and /(x) replaced by c + 1,
a — 1 and x~cf(x),

(58) rbx-cf(x) = Ia + Cx-Cf(x) =° 7"-1/e+1x-7(x).

In particular this, or Theorem A, establishes the existence of Jc+1x~c/(x).
Again I~bx~cf(x) is in Q-n, since the right side of (25) is. So the right side

of (58) is also in Q-n. By Theorem 12 with a, b, c and/(x) replaced by a —I,
-a, 1 and / c + 1 x -7 (x ) ,
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(59) I1x-aI"-lIc+1x-cf(x) =°:x1-aIax-1r+lx-cf(x).

Equations (57), (58) and (59) now give

Ic+1xbI"f(x) =° Ilx-"Ia+cx-cf(x).

Also x~ar+cx~cf{x) is locally integrable, being the right side of (25); so (6) gives

I-lI1+cxbIaf(x) =° x-aI-"x-cf(x),

establishing the existence of Icxbl"f(x) in accordance with (7), and proving (25).

This proof runs closely parallel to that of Theorem 14; in fact, equations
(54) to (59) are the same as equations (42) to (47), with a minor difference in order.
But the reasons leading to the equations are mostly different, or rest on different
theorems.

(ii) Suppose now, instead, that the left side of (25) exists in Q_,. Writing
a', V, c' and 4>(x) in place of c, a, b and xbl"f(x),

a' + b' + c' = 0, a' = 0, P' = 0, y' = 0, n > 0 ,

<j> is in Q_, and /"'</> exists in Q-n. Theorem 4 Cor. gives that

x-a'rb'x-c'(j){x) = x-cralaf(x) =° x-cf(x);

so that the right side of (30) also exists in g _ , . Thus (i) above applies to show
that (30) holds; that is

(60) Ibxalcxbrf(x) =° x~cf(x).

Since Icxblaf(x) exists in Q_, it is locally integrable; and since \x"\ = 1
x"lcxblaf(x) is locally integrable. So (60) gives, by Theorem 4 Cor.,

xalcxblaf(x) =° rbx-cf(x),

and this establishes (25), as required.

Acknowledgment. I am indebted to Prof. Erdelyi for the simple proof given
of Lemma G. This led me to simplifications in the proofs I previously had of
Theorems 5, 6 and 11.

Erdelyi has also proved both index laws for fractional integrals of certain
classes of generalized function. His approach has the advantage that the separate
treatment of numerous cases is unnecessary. On the other hand, his conclusions
fall short in that, under my hypotheses, his treatment does not show that the
generalized functions on each side of each index law are ordinary functions in
the specified Q-classes, equal almost everywhere.
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