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Abstract

For a class of formally hypoelliptic differential operators in divergence form we prove a generalized Garding inequality. Using this inequality and further properties of the sesquilinear form generated by the differential operator a generalized homogeneous Dirichlet problem is treated in a suitable Hilbert space. In particular Fredholm’s alternative theorem is proved to be valid.


Introduction

For uniformly strongly elliptic differential operators of order $2m$ in divergence form, the Dirichlet problem can be treated completely by using Hilbert space methods (see A. Friedman [2], part I, and L. Nirenberg [15]). For these operators one can introduce a suitable Hilbert space, the Sobolev space $H_0^m(\Omega)$, $\Omega \subset \mathbb{R}^n$, compactly imbedded in $L^2(\Omega)$ and generalizing homogeneous Dirichlet boundary data. The sesquilinear form generated by the considered operator is continuous in $H_0^m(\Omega)$ and moreover it satisfies a coercivity inequality, namely Garding’s inequality (see L. Garding [3]). Using some abstract functional analysis, the two properties of the sesquilinear form mentioned above, and the compactness of the imbedding of $H_0^m(\Omega)$ in $L^2(\Omega)$, one gets an existence result for a generalized Dirichlet problem. Under additional regularity assumptions on the coefficients of the operators, a uniqueness theorem can be established.
the operator, it is then possible to prove interior regularity results of the solutions
(Weyl’s Lemma) and regularity up to the boundary, provided the boundary is
smooth.

There have been several attempts to apply these methods to other boundary
value problems for elliptic operators (see M. Schechter [16]–[18] and the references
given there) and to other classes of operators. The latter has been done by
J. M. Berezanskiĭ for operators with constant coefficients (see [1], Chapter IV),
by S. M. Nikol’skiĭ in [14] for a class of symmetric operators with real coefficients,
by F. Stummel in [20], Chapter 3.5, for semielliptic operators having coefficients
satisfying the same conditions as the coefficients have to fulfill in the elliptic case
and for a class of formally selfadjoint hypoelliptic operators with $C^\infty$-coefficients
by B. Malgrange [12], page 303. For some classes of non-hypoelliptic operators
an existence theorem for a generalized Dirichlet problem was given in [10] and
[11] under some restricted conditions on the oscillation of the coefficients of a
generalized principal part. Later this was also done independently under more
restricted conditions on the operators by H.-J. Herrler in [4].

The purpose of this paper is to establish the Hilbert space methods for solving
a generalized Dirichlet problem for a large class of operators having divergence
structure and the symbol of which are bounded from below and from above by
the square of a fixed hypoelliptic polynomial $P(\xi)$ (see C1–C5 below). After we
have given some auxiliary results (Section 2) we prove a coercivity inequality
(Theorems 1 and 2) for the considered operators under the same conditions
on the coefficients as one has to pose in the elliptic case (Sections 3 and 4).
For this it is necessary to define a generalized principal part and a lower order
part of the operator. As the natural space to handle a Dirichlet problem a
Hilbert space $H^p_0(\Omega), \Omega \subset \subset \mathbb{R}^n$, appears (see Section 5). Indeed, the sesquilinear
form generated by the operator is continuous in $H^p_0(\Omega)$ (Theorem 5) and the
coercivity inequality is nothing but Gårding’s inequality. Since the space $H^p_0(\Omega)$
is compactly imbedded in $L^2(\Omega)$ (Theorem 3) we can solve the Dirichlet problem
in the same way as it is done for elliptic operators (Theorem 6). Moreover it is
shown that the space $H^p_0(\Omega)$ generalizes homogeneous Dirichlet data (Theorem
4). In Section 7 we first show that uniformly strongly elliptic and semielliptic
operators in divergence form belong to the class considered here. But we give also
an example of a non-semielliptic operator (Example 3). When the operator has
continuous coefficients (which is a restriction on the coefficients of the lower order
part) we can prove that the operator is of constant strength in $\Omega$ (in the sense
of L. Hörmander [8], Definition 13.1.1) and the operator obtained by freezing
the coefficients at an arbitrary point $x_0 \in \Omega$ is hypoelliptic (Proposition 5).
Hence, if the coefficients are of class $C^\infty$, the operator is hypoelliptic in the sense
of L. Hörmander [8], Definition 13.4.3, and interior regularity results for weak
solutions can be applied (see [8], Theorem 13.4.1, in this paper stated as Theorem
7). Since by L. Hörmander ([6], Example 1, page 242) Dirichlet boundary value problems are hypoelliptic, we can also obtain in the case of constant coefficients and plane parts of the boundary regularity up to the boundary. However, we have all estimates needed to carry over the methods used in [2] and [15] to obtain regularity results under much weaker conditions on the coefficients. But this will be done elsewhere.

Finally let us remark that Gårding's inequality can be derived for some hypoelliptic differential operators by methods of the theory of pseudodifferential operators if we suppose the coefficients to be arbitrarily often differentiable. For such inequalities see A. Melin [13] and L. Hörmander [9], Chapter XXII, and the references given there. However it seems that for less regular coefficients (such as we have) these techniques do not apply.

1. Notations

We denote by \( \mathbb{N} \), \( \mathbb{R} \) and \( \mathbb{C} \) the positive integers, the real numbers and the complex numbers, respectively. For \( n \in \mathbb{N} \) the Euclidean space is denoted by \( \mathbb{R}^n \). Furthermore let \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and \( \mathbb{N}_0^n \) be the set of all multi-indices. For \( \alpha, \beta \in \mathbb{N}_0^n \) we set

\[
\alpha \pm \beta := (\alpha_1 + \beta_1, \ldots, \alpha_n \pm \beta_n),
\]

\[
\alpha \leq \beta \text{ if and only if } \alpha_j \leq \beta_j, \quad 1 \leq j \leq n,
\]

\[
|\alpha| := \alpha_1 + \cdots + \alpha_n,
\]

\[
\alpha! := \alpha_1! \cdots \alpha_n!,
\]

\[
\binom{\alpha}{\beta} := \binom{\alpha_1}{\beta_1} \cdots \binom{\alpha_n}{\beta_n}
\]

and

\[
|\alpha : \beta| := \sum_{j=1}^n \frac{\alpha_j}{\beta_j}.
\]

The unit vector in the \( j \)th direction is denoted by \( \varepsilon_j \in \mathbb{R}^n \cap \mathbb{N}_0^n \). Moreover for \( \xi \in \mathbb{R}^n \) and \( \alpha \in \mathbb{N}_0^n \) we define

\[
\xi^\alpha := \xi_1^{\alpha_1} \cdots \xi_n^{\alpha_n}.
\]

By \( \Omega \subset \mathbb{R}^n \) we will always denote a bounded open set. For two open sets \( \Omega_1, \Omega_2 \subset \mathbb{R}^n \) we write \( \Omega_1 \subset \subset \Omega_2 \) if the closure of \( \Omega_1 \) is compact and contained in \( \Omega_2 \). The space of all functions \( \varphi : \Omega \rightarrow \mathbb{C} \) which are arbitrarily often differentiable and have compact support, \( \text{supp} \varphi, \) in \( \Omega \) is denoted by \( C^\infty_0(\Omega) \). The space of
Dirichlet's boundary value problem

all \( m \)-times continuously differentiable functions which, together with all their derivatives of order less or equal to \( m \), are bounded is denoted by \( \mathcal{C}^m(\Omega) \). The space \( L^2(\Omega) \) consists of all (equivalence classes of) Lebesgue measurable functions \( u: \Omega \to \mathbb{C} \) having finite norm \( \|u\|_0^2 = \int_\Omega |u(x)|^2 \, dx \). A Lebesgue measurable function belongs to \( L^\infty(\Omega) \) if and only if \( \|u\|_\infty = \text{ess sup}_{x \in \Omega} |u(x)| \) is finite.

Let \( P(\xi) \) be a polynomial with complex coefficients. For \( \alpha \in \mathbb{N}_0^n \) we write \( P^{(\alpha)}(\xi) \) for the polynomial

\[
\frac{\partial^{|\alpha|} P(\xi)}{\partial \xi_1^{\alpha_1} \cdots \partial \xi_n^{\alpha_n}}.
\]

For \( l = 1, \ldots, n \) we write \( P^{(l)}(\xi) \) for \( P^{(\varepsilon_l)}(\xi) \). By \( D^\alpha \) we denote the differential operator

\[
D^\alpha := (-i \frac{\partial}{\partial \xi_1})^{\alpha_1} \cdots (-i \frac{\partial}{\partial \xi_n})^{\alpha_n}, \quad i^2 = -1.
\]

Given a polynomial \( P(\xi) = \sum_{\alpha \in \Gamma} a_\alpha \xi^\alpha, \Gamma \subset \mathbb{N}_0^n \), we associate with \( P(\xi) \) the differential operator \( P(D) = \sum_{\alpha \in \Gamma} a_\alpha D^\alpha \).

Let \( \varphi \in C_0^\infty(\Omega) \). The Fourier transform of \( \varphi \) at the point \( \xi \) is given by

\[
F\varphi(\xi) := (2\pi)^{-n/2} \int_\Omega e^{-ix \cdot \xi} \varphi(x) \, dx.
\]

For a differential operator \( P(D) \), we have the important relation

\[
F(P(D)\varphi)(\xi) = P(\xi)F\varphi(\xi).
\]

Using this formula we can define operators for arbitrary, polynomial bounded functions. On \( L^2(\Omega) \) a scalar product is given by

\[
(\varphi, \psi)_0 := \int_\Omega \varphi(x) \overline{\psi(x)} \, dx,
\]

with corresponding norm \( \| \cdot \|_0 \). When \( P(D) \) is a differential operator, Plancherel's theorem gives

\[
\|P(D)\varphi\|_0^2 = \int_{\mathbb{R}^n} |P(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi
\]

for each \( \varphi \in C_0^\infty(\Omega) \). We introduce the following family of norms on \( C_0^\infty(\Omega) \). For \( s \in \mathbb{R} \) let \( \Lambda^s(\xi) := (1 + |\xi|^2)^{s/2} \); then we define for \( \varphi \in C_0^\infty(\Omega) \)

\[
\|\varphi\|_s^2 = \int_{\mathbb{R}^n} \Lambda^{2s}(\xi)|F\varphi(\xi)|^2 \, d\xi.
\]

Note, that this is the usual Sobolev-space norm. Finally we mention that \( J \) will always denote a finite set of indices. By \( \varepsilon \) and \( \eta \) we will always mean arbitrary positive numbers. By \( c \) we denote often an arbitrary, positive constant which may change from line to line.
2. Auxiliary results

We give some results needed frequently later.

**Proposition 1.** Let \( u \) and \( v \) be two arbitrarily often differentiable functions and \( P(D) \) a differential operator with constant coefficients. Then Leibniz’s rule gives

\[
P(D)(u \cdot v) = \sum_{\alpha \in \mathbb{N}_0^n} \frac{1}{\alpha!} P^{(\alpha)}(D) u D^\alpha v.
\]

Note that the above sum is finite. A proof of (2.1) can be found in [7], formula (1.1.10). We often use (2.1) in the form

\[
u P(D) v = P(D)(u \cdot v) - \sum_{\substack{\alpha \in \mathbb{N}_0^n \\ \alpha \neq 0}} \frac{1}{\alpha!} P^{(\alpha)}(D) u D^\alpha v.
\]

**Proposition 2.** Let \( P(D) \) be a hypoelliptic differential operator, \( \Omega \subset \mathbb{R}^n \) an open bounded set and \( \alpha \in \mathbb{N}_0^n \), \( \alpha \neq 0 \). Then for each \( \varepsilon > 0 \) there exists a constant \( c(\varepsilon, \alpha) \geq 0 \) such that

\[
\| P^{(\alpha)}(D) \varphi \|_0 \leq \varepsilon \| P(D) \varphi \|_0 + c(\varepsilon, \alpha) \| \varphi \|_0
\]

holds for all \( \varphi \in C_0^{\infty}(\Omega) \).

**Proof.** Since \( P(D) \) is hypoelliptic, there exists two constants \( c_0 > 0 \) and \( \rho \geq 0 \), independently of \( \alpha \in \mathbb{N}_0^n \), such that for all \( \xi \in \mathbb{R}^n \), \( |\xi| > \rho \), the inequality

\[
\frac{|P^{(\alpha)}(\xi)|}{|P(\xi)|} \leq c_\alpha |\xi|^{-|\alpha| c_0}.
\]

holds (see [8], Theorem 11.1.3). Now for \( \varphi \in C_0^{\infty}(\Omega) \) we have

\[
\| P^{(\alpha)}(D) \varphi \|_0^2 = \int_{\mathbb{R}^n} |P^{(\alpha)}(\xi)|^2 |F\varphi(\xi)|^2 d\xi \\
\leq \int_{|\xi| \leq \rho} |P^{(\alpha)}(\xi)|^2 |F\varphi(\xi)|^2 d\xi \\
+ c_\alpha \int_{|\xi| > \rho} |\xi|^{-2c_0|\alpha|} |P(\xi)|^2 |F\varphi(\xi)|^2 d\xi \\
\leq \tilde{c}_\alpha(\rho) \| \varphi \|_0^2 + c_\alpha \rho^{-2c_0|\alpha|} \| P(D) \varphi \|_0^2.
\]

Given \( \eta > 0 \), we take \( \rho \) such that \( c_\alpha \rho^{-2c_0|\alpha|} \leq \eta \) holds. Then we get

\[
\| P^{(\alpha)}(D) \varphi \|_0^2 \leq \eta \| P(D) \varphi \|_0^2 + \tilde{c}(\eta, \alpha) \| \varphi \|_0^2,
\]

which implies (2.3).
PROPOSITION 3. Let $Q(\xi)$ and $P(\xi)$ be two polynomials and suppose for each $\alpha \in \mathbb{N}_0^n$, $\alpha \neq 0$,

$$\lim_{|\xi| \to \infty} \frac{|Q^{(\alpha)}(\xi)|}{|P(\xi)|} = 0$$

(2.6)

to be valid. Then for each $\epsilon > 0$ there exists a constant $c_\alpha(\epsilon)$ such that

$$\|Q^{(\alpha)}(D)\varphi\|_0 \leq \epsilon \|P(D)\varphi\|_0 + c_\alpha(\epsilon)\|\varphi\|_0$$

(2.7)

holds for all $\varphi \in C_0^\infty(\Omega)$.

PROOF. From (2.6) we find that for $\eta > 0$ there exists a $\rho \geq 0$ such that

$$|Q^{(\alpha)}(\xi)|^2 \leq \eta |P(\xi)|^2$$

(2.8)

holds for all $\xi \in \mathbb{R}^n$, $|\xi| \geq \rho$. Therefore we get

$$\|Q^{(\alpha)}(D)\varphi\|_0^2 = \int_{\mathbb{R}^n} |Q^{(\alpha)}(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi$$

$$\leq \int_{|\xi| \leq \rho} |Q^{(\alpha)}(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi + \eta \int_{|\xi| > \rho} |P(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi$$

$$\leq \eta \|P(D)\varphi\|_0^2 + \tilde{c}_\alpha(\eta)\|\varphi\|_0^2,$$

which gives the proposition.

PROPOSITION 4. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set. Suppose in addition that for two polynomials $Q(\xi)$ and $P(\xi)$ the estimate

$$|Q(\xi)| \leq c |P(\xi)|$$

(2.9)

holds with some constant $c \geq 0$ and all $\xi \in \mathbb{R}^n$, $|\xi| \geq \rho$. Then there is a constant $c'$ such that

$$\|Q(D)\varphi\|_0 \leq c' \|P(D)\varphi\|_0$$

(2.10)

is valid for all $\varphi \in C_0^\infty(\Omega)$.

PROOF. Notice first that

$$\|Q(D)\varphi\|_0^2 = \int_{\mathbb{R}^n} |Q(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi$$

$$\leq c^2 \int_{\mathbb{R}^n} |P(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi$$

$$+ \int_{|\xi| \leq \rho} |Q(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi$$

$$\leq c^2 \|P(D)\varphi\|_0^2 + c^*\|\varphi\|_0^2.$$

\[\]
By Theorem 1.13 in [19] we know also

\[ \|\varphi\|_0^2 \leq \tilde{c}\|P(D)\varphi\|_0^2, \]

and the proposition is proved.

3. Gårding's inequality. Part I

We will prove a generalized Gårding inequality for a differential operator

\[ L_{pr}(x, D) = \sum_{i,j=1}^{m} P_i(D)a_{ij}(x)Q_j(D), \]

where \( P_i(D) \) and \( Q_j(D) \), \( 1 \leq i, j \leq m \), are differential polynomials with constant real coefficients. The operator \( L_{pr}(x, D) \) will serve as the generalized principal part in the next section. The following conditions are imposed on \( L_{pr}(x, D) \):

C1. There are two constants \( c_0 > 0 \), \( \rho_0 \geq 0 \) and a hypoelliptic polynomial \( P(\xi) \) such that for all \( \xi \in \mathbb{R}^n \), \( |\xi| \geq \rho_0 \), the estimate

\[ \Re \sum_{i,j=1}^{m} P_i(\xi)a_{ij}(x)Q_j(\xi) \geq c_0|P(\xi)|^2 \]

holds.

C2. Let \( P(\xi) \) be the polynomial as in C1 and let \( c' \) and \( c'' \) be two non-negative constants. We assume

\[ |P_i(\xi)| \leq c'|P(\xi)|, \quad i = 1, \ldots, m, \]

and

\[ |Q_j(\xi)| \leq c''|P(\xi)|, \quad j = 1, \ldots, m, \]

for all \( \xi \in \mathbb{R}^n \) with \( |\xi| \) sufficiently large.

C3. For \( \alpha \in \mathbb{N}_0^n \), \( \alpha \neq 0 \), and \( 1 \leq i, j \leq m \)

\[ \lim_{|\xi| \to \infty} \frac{|P_i^{(\alpha)}(\xi)|}{|P(\xi)|} = \lim_{|\xi| \to \infty} \frac{|Q_j^{(\alpha)}(\xi)|}{|P(\xi)|} = 0 \]

is required.

C4. The functions \( a_{ij} \), \( 1 \leq i, j \leq m \), are defined on an open bounded set \( \Omega \) and take values in \( C \). Furthermore we assume

\[ \sup_{x \in \Omega} |a_{ij}(x)| \leq M, \quad 1 \leq i, j \leq m, \]
and

\begin{equation}
|a_{ij}(x) - a_{ij}(y)| \leq f(|x - y|), \quad 1 \leq i, j \leq m,
\end{equation}

for all $x, y \in \Omega$. Here $f : \mathbb{R}^+ \to \mathbb{R}$ is a function satisfying $\lim_{t \to 0} f(t) = 0$.

**Theorem 1.** Suppose that for the differential operator (3.1) the conditions C1–C4 are fulfilled. Then for all $\varphi \in C_0^\infty(\Omega)$ we have

\begin{equation}
\operatorname{Re} \sum_{i,j=1}^m \int_\Omega a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx \\
\geq (c_0/4)\|P(D)\varphi\|_0^2 - \bar{c}\|\varphi\|_0^2,
\end{equation}

where $c_0$ is the constant in (3.2) and $\bar{c} \geq 0$ is another constant.

**Proof.** We prove (3.8) in three steps.

1. In this step we assume the coefficients $a_{ij}$, $1 \leq i, j \leq m$, to be complex constants. Then Plancherel’s theorem gives

\begin{align*}
\operatorname{Re} \sum_{i,j=1}^m \int_\Omega a_{ij}Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx &= \int_{\mathbb{R}^n} \operatorname{Re} \sum_{i,j=1}^m a_{ij}Q_j(\xi)P_i(\xi)|F\varphi(\xi)|^2 \, d\xi.
\end{align*}

By C1 and (3.6) we get immediately

\begin{align*}
\operatorname{Re} \sum_{i,j=1}^m \int_\Omega a_{ij}Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx &\geq c_0 \int_{|\xi| \geq \rho_0} |P(\xi)|^2 |F\varphi(\xi)|^2 \, d\xi - c \int_{|\xi| < \rho_0} |F\varphi(\xi)|^2 \, d\xi \\
&\geq c_0 \|P(D)\varphi\|_0^2 - \bar{c}\|\varphi\|_0^2.
\end{align*}

2. Now, let $x_0 \in \Omega$ be a fixed point and $U \subset \Omega$ an open neighbourhood of $x_0$ such that

\begin{equation}
K^2m^2 \max_{1 \leq i,j \leq m} \max_{x,y \in U} |a_{ij}(x) - a_{ij}(y)| \leq c_0/2
\end{equation}

holds. By $K$ we denote the greatest possible constant in (2.10) which we get by applying Proposition 4 to the operators $Q_j(D)$ and $P_i(D)$, $1 \leq i, j \leq m$. We will prove (3.8) for those $\varphi \in C_0^\infty(\Omega)$ with $\text{supp} \varphi \subset U$. By the result of the first
step we get
\[ \text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx \]
\[ = \text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x_0)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx \]
\[ + \text{Re} \sum_{i,j=1}^{m} \int_{\Omega} (a_{ij}(x) - a_{ij}(x_0))Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx \]
\[ \geq c_0 \|P(D)\varphi\|_0^2 - \tilde{c}_1 \|\varphi\|_0^2 \]
\[ - \sum_{i,j=1}^{m} \int_{\Omega} |a_{ij}(x) - a_{ij}(x_0)||Q_j(D)\varphi(x)||P_i(D)\varphi(x)| \, dx \]
\[ \geq c_0 \|P(D)\varphi\|_0^2 - \tilde{c}_1 \|\varphi\|_0^2 \]
\[ - \max_{1 \leq i,j \leq m} \sum_{x,y \in U} \int_{\Omega} |Q_j(D)\varphi(x)||P_i(D)\varphi(x)| \, dx \]
\[ \geq c_0 \|Q_j(D)\varphi\|_0 \|P_i(D)\varphi\|_0 \leq K^2 \|P(D)\varphi\|_0^2 \]
for \(1 \leq i,j \leq m\). Finally, it follows that
\[ \text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx \]
\[ \geq c_0 \|P(D)\varphi\|_0^2 - \tilde{c}_1 \|\varphi\|_0^2 \]
\[ - \frac{c_0}{2K^2m^2} \sum_{i,j=1}^{m} K^2 \|P(D)\varphi\|_0^2 \]
\[ = \frac{c_0}{2} \|P(D)\varphi\|_0^2 - \tilde{c}_2 \|\varphi\|_0^2 , \]
hence the second step is finished.

3. Let \((U_k)_{k \in J}\) be a finite covering of \(\overline{\Omega}\) with open sets, such that for each \(k \in J\) we have
\[ K^2m^2 \max_{1 \leq i,j \leq m} \max_{x,y \in U_k} |a_{ij}(x) - a_{ij}(y)| \leq c_0/2 . \]
Again \(K\) is the same constant as it is in (3.9). Furthermore let \((b_k)_{k \in J}\) be a partition of unity subordinate to the covering \((U_k)_{k \in J}\). In addition we assume
that for each $k \in J$ the function $a_k = \sqrt{b_k}$ is arbitrarily often differentiable.¹

Now, we get

$$
\text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx = \text{Re} \sum_{i,j=1}^{m} \sum_{k \in J} \int_{\Omega} a_k^2(x) a_{ij}(x) Q_j(D) \varphi(x) \overline{P_i(D)\varphi(x)} \, dx.
$$

With formula (2.2) we obtain

$$a_k(x)Q_j(D)\varphi(x) = Q_j(D)(a_k(x)\varphi(x)) - \sum_{\sigma \in \mathbb{N}^n_{>,0}} \frac{1}{\sigma!} \left(Q_j^{(\sigma)}(D)\varphi(x)\right)D^\sigma a_k(x)$$

and

$$a_k(x)P_i(D)\varphi(x) = P_i(D)(a_k(x)\varphi(x)) - \sum_{\tau \in \mathbb{N}^n_{>,0}} \frac{1}{\tau!} \left(P_i^{(\tau)}(D)\varphi(x)\right)D^\tau a_k(x).$$

From this it follows that

$$\text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx = A_1 + A_2 + A_3 + A_4 \geq A_1 - |A_2| - |A_3| - |A_4|,$$

where

$$A_1 = \text{Re} \sum_{i,j=1}^{m} \sum_{k \in J} \int_{\Omega} a_{ij}(x)Q_j(D)(a_k(x)\varphi(x))\overline{P_i(D)(a_k(x)\varphi(x))} \, dx,$$

$$A_2 = -\text{Re} \sum_{i,j=1}^{m} \sum_{k \in J} \sum_{\sigma \in \mathbb{N}^n_{>,0}} \int_{\Omega} \frac{1}{\sigma!} a_{ij}(x)Q_j^{(\sigma)}(D)\varphi(x)(D^\sigma a_k(x))\overline{P_i(D)\varphi(x)} \, dx,$$

$$A_3 = -\text{Re} \sum_{i,j=1}^{m} \sum_{k \in J} \sum_{\tau \in \mathbb{N}^n_{>,0}} \int_{\Omega} \frac{1}{\tau!} a_{ij}(x)Q_j(D)\varphi(x)(P_i^{(\tau)}(D)\varphi(x))D^\tau a_k(x) \, dx$$

and

$$A_4 = \text{Re} \sum_{i,j=1}^{m} \sum_{\sigma,\tau \in \mathbb{N}^n} \sum_{\sigma \neq 0, \tau \neq 0} \int_{\Omega} \frac{1}{\sigma!\tau!} a_{ij}(x)(Q_j^{(\sigma)}(D)\varphi(x)) \times (D^\sigma a_k(x))(P_i^{(\tau)}(D)\varphi(x))\overline{D^\tau a_k(x)} \, dx.$$

¹Following [2], p. 35, it is always possible to assume $\sqrt{b_k} \in C^\infty$. This can be proved by replacing $b_k$ by $b_k^2/(\sum_{j \in J} b_k^2)$.
By our second step, we find

\[
A_1 \geq \sum_{k \in J} ((c_0/2)\| P(D)(a_k \varphi) \|_0^2 - \tilde{c}_2 \| a_k \varphi \|_0^2) \\
\geq (c_0/2) \sum_{k \in J} \| P(D)(a_k \varphi) \|_0^2 - \tilde{c}_2 \| \varphi \|_0^2.
\]

We estimate $A_2$. First we get

\[
|A_2| \leq c_1 \sum_{i,j=1}^m \sum_{\sigma \in \mathbb{N}_0^m} \int_{\Omega} |Q_j^{(\sigma)}(D) \varphi(x)||P_i(D) \varphi(x)| \, dx
\]

\[
\leq c_1 \sum_{i,j=1}^m \sum_{\sigma \in \mathbb{N}_0^m} \|Q_j^{(\sigma)}(D) \varphi\|_0\|P_i(D) \varphi\|_0.
\]

By Propositions 3 and 4, and by C2 and C3 for each $\eta > 0$ it follows that

\[
|A_2| \leq c_2 \sum_{i,j=1}^m (\eta\| P(D) \varphi \|_0 + c_1(\eta)\| \varphi \|_0)\| P(D) \varphi \|_0.
\]

Since for $\eta > 0$ we have $|a||b| \leq \eta|a|^2 + 1/4\eta|b|^2$ we can find for each $\varepsilon > 0$ a number $\eta > 0$ such that

\[
|A_2| \leq \varepsilon\| P(D) \varphi \|_0^2 + c_2(\varepsilon)\| \varphi \|_0^2
\]

holds. Similarly we can handle $A_3$ to get for all $\varepsilon > 0$ the inequality

\[
|A_3| \leq \varepsilon\| P(D) \varphi \|_0^2 + c_3(\varepsilon)\| \varphi \|_0^2.
\]

In order to estimate $A_4$, notice that

\[
|A_4| \leq c_5 \sum_{i,j=1}^m \sum_{\sigma \in \mathbb{N}_0^m} \int_{\Omega} |Q_j^{(\sigma)}(D) \varphi(x)||P_i^{(\tau)}(D) \varphi(x)| \, dx
\]

\[
\leq c_5 \sum_{i,j=1}^m \sum_{\sigma \in \mathbb{N}_0^m} \|Q_j^{(\sigma)}(D) \varphi\|_0\|P_i^{(\tau)}(D) \varphi\|_0.
\]

Using Proposition 3 and C3 we get for $\eta > 0$

\[
|A_4| \leq c_6 \sum_{i,j=1}^m (\eta\| P(D) \varphi \|_0 + \tilde{c}_2^j(\eta)\| \varphi \|_0)(\eta\| P(D) \varphi \|_0 + \tilde{c}_4(\eta)\| \varphi \|_0).
\]

Hence, for $\varepsilon > 0$ we find

\[
|A_4| \leq \varepsilon\| P(D) \varphi \|_0^2 + c_4(\varepsilon)\| \varphi \|_0^2.
\]
So far we have proved for each $\varepsilon > 0$ the estimate
\[
\Re \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_{j}(D)\varphi(x)\overline{P_{i}(D)}\varphi(x) \, dx \geq (c_{0}/2) \sum_{k \in J} \|P(D)(a_{k}\varphi)\|_{0}^{2} - 3\varepsilon \|P(D)\varphi\|_{0}^{2} - (\varepsilon_{2} + c_{2}'(\varepsilon) + c_{3}'(\varepsilon) + c_{4}'(\varepsilon))\|\varphi\|_{0}^{2}.
\]

Let us consider the term
\begin{equation}
(3.11) \sum_{k \in J} \|P(D)(a_{k}\varphi)\|_{0}^{2}.
\end{equation}

By Leibniz’s rule we get
\[
P(D)(a_{k}(x)\varphi(x)) = a_{k}(x)P(D)\varphi(x) + \sum_{\sigma \in N_{0} \setminus \{0\}} \frac{1}{\sigma!} (P^{(\sigma)}(D)\varphi(x))(D^{\sigma}a_{k}(x)),
\]
and when we take the sum over $k$, $k \in J$, it follows that
\[
\sum_{k \in J} \|P(D)(a_{k}\varphi)\|_{0}^{2} = B_{1} + B_{2} + B_{3} + B_{4},
\]
where
\[
B_{1} = \sum_{k \in J} \int_{\Omega} a_{k}^{2}(x)|P(D)\varphi(x)|^{2} \, dx = \|P(D)\varphi\|_{0}^{2},
\]
\[
B_{2} = \sum_{k \in J} \sum_{\sigma \in N_{0} \setminus \{0\}} \frac{1}{\sigma!} \int_{\Omega} a_{k}(x)(P(D)\varphi(x))(D^{\sigma}a_{k}(x))\overline{P^{(\sigma)}(D)\varphi(x)} \, dx,
\]
\[
B_{3} = \sum_{k \in J} \sum_{\sigma \in N_{0} \setminus \{0\}} \frac{1}{\sigma!} \int_{\Omega} a_{k}(x)(D^{\sigma}a_{k}(x))(P^{(\sigma)}(D)\varphi(x))\overline{P(D)\varphi(x)} \, dx,
\]
and
\[
B_{4} = \sum_{k \in J} \sum_{\sigma, \tau \in N_{0} \setminus \{0\}} \frac{1}{\sigma! \tau!} \int_{\Omega} (D^{\sigma}a_{k}(x))(D^{\tau}a_{k}(x))(P^{(\sigma)}(D)\varphi(x))\overline{P^{(\tau)}(D)\varphi(x)} \, dx.
\]

For $B_{2}$ we find
\[
|B_{2}| \leq c_{7} \sum_{\sigma \in N_{0} \setminus \{0\}} \|P(D)\varphi\|_{0}\|P^{(\sigma)}(D)\varphi\|_{0}.
\]

The hypoellipticity of $P(D)$ implies by Proposition 2 for each $\eta > 0$
\[
|B_{2}| \leq c_{7} \sum_{\sigma \in N_{0} \setminus \{0\}} \|P(D)\varphi\|_{0}\|P(D)\varphi\|_{0} + c^{*}(\eta)\|\varphi\|_{0},
\]
where $c^{*}(\eta)$ is a constant depending on $\eta$. The remaining terms can be estimated similarly.
which gives for each \( \varepsilon > 0 \)

\[
|B_2| \leq \varepsilon \|P(D)\varphi\|_0^2 + c'_5(\varepsilon)\|\varphi\|_0^2.
\]

Since also the estimate

\[
|B_3| \leq c_8 \sum_{\sigma \in \mathbb{N}_0^n} \|P^{(\sigma)}(D)\varphi\|_0 \|P(D)\varphi\|_0
\]

holds, we get as before for each \( \varepsilon > 0 \)

\[
|B_3| \leq \varepsilon \|P(D)\varphi\|_0^2 + c'_6(\varepsilon)\|\varphi\|_0^2.
\]

By Proposition 2 and the obvious estimate

\[
|B_4| \leq c_9 \sum_{\sigma, \tau \in \mathbb{N}_0^n, \sigma \neq 0, \tau \neq 0} \|P^{(\sigma)}(D)\varphi\|_0 \|P^{(\tau)}(D)\varphi\|_0
\]

we get finally for each \( \varepsilon > 0 \)

\[
|B_4| \leq \varepsilon \|P(D)\varphi\|_0^2 + c'_7(\varepsilon)\|\varphi\|_0^2.
\]

Now, given \( \varepsilon > 0 \), then it follows that

\[
\text{Re} \sum_{i,j=1}^{m} \int_{\Omega} a_{ij}(x)Q_j(D)\varphi(x)\overline{P_i(D)\varphi(x)} \, dx
\]

\[
\geq (c_0/2)(B_1 - |B_2| - |B_3| - |B_4|).
\]

\[
- 3\varepsilon \|P(D)\varphi\|_0^2 - (c_2 + c'_2(\varepsilon) + c'_3(\varepsilon) + c'_4(\varepsilon))\|\varphi\|_0^2
\]

\[
\geq (c_0/2 - (3c_0/2 + 3)\varepsilon)\|P(D)\varphi\|_0^2 - \left( \hat{c}_2 + \sum_{l=2}^{7} c'_l(\varepsilon) \right)\|\varphi\|_0^2.
\]

For \( \varepsilon = (6c_0 + 12)/c_0 \) the desired inequality follows with \( c = \hat{c}_2 + \sum_{l=2}^{7} c'_l \).

Appendix to Section 3

We want to prove Theorem 1 for a class of differential operators (3.1) satisfying

C2–C4 but instead of C1 the condition

C1′. There are constants \( c_0 > 0, \rho_0 \geq 0 \) and a function \( P: \mathbb{R}^n \to \mathbb{C}, P \in C^\infty(\mathbb{R}^n) \) such that for all \( \xi \in \mathbb{R}^n, |\xi| \geq \rho_0 \), the estimate (3.2) holds. For the function \( P \) there exists a finite set \( \Gamma \subset \mathbb{N}_0^n \), such that the norms \( \|P(D)\varphi\|_0^2 \) and \( \sum_{\alpha \in \Gamma} \|D^\alpha \varphi\|_0^2 \) are equivalent on \( C^\infty_0(\Omega) \). In addition for each \( \alpha \in \Gamma \) and all \( \beta \subset \mathbb{N}_0^n, \beta \neq 0 \) and \( \alpha - \beta \in \mathbb{N}_0^n \), the estimate

\[
(3.12) \quad \|D^{\alpha-\beta} \varphi\|_0 \leq \varepsilon \|P(D)\varphi\|_0 + c(\varepsilon)\|\varphi\|_0
\]

is assumed to hold for all \( \varepsilon > 0 \).
Dirichlet’s boundary value problem

THEOREM 1'. Suppose that for the differential operator (3.1) the conditions C1', C2–C4 are fulfilled. Then for all \( \varphi \in C^\infty_0(\Omega) \) inequality (3.8) holds.

PROOF. The proof of Theorem 1 is still valid, but since now the sum

\[
\sum_{\sigma \in \mathbb{N}_0^\infty} \frac{1}{\sigma!} P^{(\sigma)}(D)\varphi(x)D^\sigma a_k(x)
\]

is not finite, we have to handle the sum \( \sum_{k \in J} \|P(D)(a_k \varphi)\|_0^2 \) in a modified way. By our assumptions there exists a constant \( c^+ \) such that

\[
\sum_{k \in J} \|P(D)(a_k \varphi)\|_0^2 \geq c^+ \sum_{k \in J} \sum_{a \in \Gamma} \|D^\alpha(a_k \varphi)\|_0^2.
\]

Furthermore, for \( \alpha \in \Gamma \) we find

\[
\|D^\alpha(a_k \varphi)\|_0^2 = \int_\Omega \left( \sum_{\sigma \leq \alpha} \binom{\alpha}{\sigma} D^{\alpha-\sigma} \varphi(x) D^\sigma a_k(x) \right) \times \left( \sum_{\tau \leq \alpha} \binom{\alpha}{\tau} D^{\alpha-\tau} \varphi(x) D^\tau a_k(x) \right) \, dx
\]

\[
= \int_\Omega a_k^2(x) \|D^\alpha \varphi(x)\|^2 \, dx + C_2^{\alpha,k} + C_3^{\alpha,k} + C_4^{\alpha,k}
\]

where

\[
C_2^{\alpha,k} = \int_\Omega \left( \sum_{\sigma \leq \alpha} \binom{\alpha}{\sigma} D^{\alpha-\sigma} \varphi(x) D^\sigma a_k(x) \right) \, a_k(x) \overline{D^\alpha \varphi(x)} \, dx,
\]

\[
C_3^{\alpha,k} = \int_\Omega a_k(x) \overline{D^\alpha \varphi(x)} \left( \sum_{\tau \leq \alpha} \binom{\alpha}{\tau} D^{\alpha-\tau} \varphi(x) D^\tau a_k(x) \right) \, dx
\]

and

\[
C_4^{\alpha,k} = \int_\Omega \left( \sum_{\sigma \leq \alpha} \binom{\alpha}{\sigma} D^{\alpha-\sigma} \varphi(x) D^\sigma a_k(x) \right) \times \left( \sum_{\tau \leq \alpha \atop \tau \neq \sigma} \binom{\alpha}{\tau} D^{\alpha-\tau} \varphi(x) D^\tau a_k(x) \right) \, dx.
\]
Using C1' we estimate $C_{2}^{\alpha,k}$

$$|C_{2}^{\alpha,k}| \leq d_1 \sum_{\sigma \leq \alpha, \sigma \neq 0} \|D^{\alpha-\sigma} \varphi\|_0 \|D^{\alpha} \varphi\|_0$$

$$\leq d_1 \sum_{\sigma \leq \alpha, \sigma \neq 0} (\eta \|P(D)\varphi\|_0 + c^{\sigma}(\eta) \|\varphi\|_0) \|D^{\alpha} \varphi\|_0$$

$$\leq d_2 \sum_{\sigma \leq \alpha, \sigma \neq 0} (\eta \|P(D)\varphi\|_0 + c^{\sigma}(\eta) \|\varphi\|_0) \|P(D)\varphi\|_0,$$

where $\eta > 0$ is an arbitrary number. Hence, we get for each $\varepsilon > 0$

$$|C_{2}^{\alpha,k}| \leq \varepsilon \|P(D)\varphi\|_0^2 + \hat{d}_2(\varepsilon) \|\varphi\|_0^2$$

and analogously

$$|C_{3}^{\alpha,k}| \leq \varepsilon \|P(D)\varphi\|_0^2 + \hat{d}_3(\varepsilon) \|\varphi\|_0^2.$$

Finally it follows that

$$|C_{4}^{\alpha,k}| \leq d_4 \left( \sum_{\sigma \leq \alpha, \sigma \neq 0} \|D^{\alpha-\sigma} \varphi\|_0 \right) \left( \sum_{\tau \leq \alpha, \tau \neq 0} \|D^{\alpha-\tau} \varphi\|_0 \right)$$

and again using C1' we find for each $\eta > 0$

$$|C_{4}^{\alpha,k}| \leq d_4 \left( \sum_{\sigma \leq \alpha, \sigma \neq 0} \eta \|P(D)\varphi\|_0 + c^{\alpha}(\eta) \|\varphi\|_0 \right) \left( \sum_{\tau \leq \alpha, \tau \neq 0} \eta \|P(D)\varphi\|_0 + c^{\tau}(\eta) \|\varphi\|_0 \right),$$

which gives, for each $\varepsilon > 0$, the estimate

$$|C_{4}^{\alpha,k}| \leq \varepsilon \|P(D)\varphi\|_0^2 + \hat{d}_4(\varepsilon) \|\varphi\|_0^2.$$

Now we have

$$\sum_{k \in J} \|P(D)(a_k \varphi)\|_0^2 \geq c^+ \sum_{k \in J} \sum_{a \in \Gamma} \|D^\alpha(a_k \varphi)\|_0^2$$

$$\geq c^+ \sum_{k \in J} \sum_{a \in \Gamma} \int_{\Omega} a_k^2(x) |D^\alpha \varphi(x)|^2 \, dx$$

$$- c^+ \sum_{k \in J} \sum_{a \in \Gamma} (|C_{2}^{\alpha,k}| + |C_{3}^{\alpha,k}| + |C_{4}^{\alpha,k}|)$$

$$\geq c^+ \sum_{a \in \Gamma} \|D^\alpha \varphi\|_0^2 - R\varepsilon \|P(D)\varphi\|_0^2 - \tilde{R}(\varepsilon) \|\varphi\|_0^2,$$

where $R = 3|J||\Gamma|$ and $\tilde{R}(\varepsilon)$ is a suitable constant. By C1' we have

$$\sum_{a \in \Gamma} \|D^\alpha \varphi\|_0^2 \geq c^- \|P(D)\varphi\|_0^2$$
and by choosing $\varepsilon > 0$ appropriately we get
\begin{equation}
(3.13) \quad \sum_{k \in J} \|P(D)(a_k \varphi)\|_0^2 \geq (c_0/2)\|P(D)\varphi\|_0^2 - \hat{d}\|\varphi\|_0^2.
\end{equation}

Now we can again follow the proof of Theorem 1 to get Theorem 1'.

\section*{4. Gårding's inequality. Part II}

Let $L(x, D)$ be a differential operator of the form
\begin{equation}
(4.1) \quad L(x, D) = L_{pr}(x, D) + L_r(x, D)
\end{equation}
where $L_{pr}(x, D)$ is a differential operator of form (3.1) satisfying C1–C4. The operator $L_r(x, D)$ is given by
\begin{equation}
(4.2) \quad L_r(x, D) = \sum_{\alpha, \beta \in \Gamma'} D^{\alpha} a_{\alpha\beta}(x) D^{\beta},
\end{equation}
where $\Gamma'$ is a finite subset of $\mathbb{N}_0^n$. The coefficients $a_{\alpha\beta}$, $\alpha, \beta \in \Gamma'$, are supposed to belong to $L^\infty(\Omega)$. Furthermore we assume

C5. The operator $L_r(x, D)$ can be written as
\begin{equation}
(4.3) \quad L_r(x, D) = \sum_{\alpha \in \Gamma_{11}} D^{\alpha} a_{\alpha\beta}(x) D^\beta + \sum_{\alpha \in \Gamma_{21}} D^{\alpha} a_{\alpha\beta}(x) D^\beta + \sum_{\alpha, \beta \in \Gamma_3} D^{\alpha} a_{\alpha\beta}(x) D^\beta
\end{equation}
and with the polynomial $P(\xi)$ from C1 we require for $\alpha \in \Gamma_{11} \cup \Gamma_{22}$
\begin{equation}
(4.4) \quad \xi^{2\alpha} \leq c |P(\xi)|^2
\end{equation}
for all $\xi \in \mathbb{R}^n$, $|\xi|$ sufficiently large, and for $\alpha \in \Gamma_{12} \cup \Gamma_{21} \cup \Gamma_3$
\begin{equation}
(4.5) \quad \xi^{2\alpha} \leq c \sum_{l=1}^n |P^{(l)}(\xi)|^2
\end{equation}
for all $\xi \in \mathbb{R}^n$, $|\xi|$ sufficiently large. We have

\textbf{Theorem 2.} Let $L(x, D)$ be given by (4.1) and suppose C1–C5 to be valid. Then for all $\varphi \in C_0^\infty(\Omega)$, $\Omega \subset \subset \mathbb{R}^n$, we have
\begin{equation}
(4.6) \quad \text{Re}(L(x, D)\varphi, \varphi)_0 \geq (c_0/8)\|P(D)\varphi\|_0^2 - \bar{c}_1\|\varphi\|_0^2.
\end{equation}

Here $c_0$ is the constant in (3.2) and $\bar{c}_1$ is another constant.

\textbf{Proof.} By Theorem 1 it is sufficient to prove for all $\varphi \in C_0^\infty(\Omega)$
\begin{equation}
(4.7) \quad \left| \sum_{\alpha, \beta \in \Gamma'} \int_{\Omega} a_{\alpha\beta}(x) D^\beta \varphi(x) \overline{D^\alpha \varphi(x)} \, dx \right| \leq (c_0/8)\|P(D)\varphi\|_0^2 + \varepsilon\|\varphi\|_0^2.
\end{equation}
Indeed, suppose \((4.7)\) to be valid, then by Theorem 1 it follows that
\[
\text{Re}(L(x, D)\varphi, \varphi)_0 \geq (c_0/4)\|P(D)\varphi\|_0^2 - c\|\varphi\|_0^2
\]
\[
- \left| \sum_{\alpha, \beta \in \Gamma'} \int_{\Omega} a_{\alpha\beta}(x) D^\beta \varphi(x) D^\alpha \varphi(x) \, dx \right|
\]
\[
\geq (c_0/8)\|P(D)\varphi\|_0^2 - (\tilde{c}_1 + \epsilon)\|\varphi\|_0^2;
\]
which is \((4.6)\).

We start with the proof of \((4.7)\). Since \(a_{\alpha\beta} \in L^\infty(\Omega)\) it follows with some constant \(c\) that
\[
\left| \sum_{\alpha, \beta \in \Gamma'} \int_{\Omega} a_{\alpha\beta}(x) D^\beta \varphi(x) D^\alpha \varphi(x) \, dx \right|
\]
\[
\leq c \left( \sum_{\alpha \in \Gamma_{11}} \|D^\beta \varphi\|_0 \|D^\alpha \varphi\|_0 + \sum_{\alpha \in \Gamma_{12}} \|D^\beta \varphi\|_0 \|D^\alpha \varphi\|_0 + \sum_{\alpha, \beta \in \Gamma_3} \|D^\beta \varphi\|_0 \|D^\alpha \varphi\|_0 \right).
\]

In particular we have for \(\alpha \in \Gamma_{11} \cup \Gamma_{22}\) by \((4.4)\)
\[
\|D^\alpha \varphi\|_0^2 = \int_{\mathbb{R}^n} \xi^{2\alpha} |F\varphi(\xi)|^2 \, d\xi
\]
\[
\leq c \int_{\mathbb{R}^n} (1 + |P(\xi)|^2) |F\varphi(\xi)|^2 \, d\xi
\]
\[
\leq c \|P(D)\varphi\|_0^2,
\]
where we used for the last estimate Theorem 1.13 in [19]. But for \(\alpha \in \Gamma_{12} \cup \Gamma_{21} \cup \Gamma_3\) we find by \((4.5)\) that
\[
\|D^\alpha \varphi\|_0^2 \leq c \int_{\mathbb{R}^n} \left( 1 + \sum_{l=1}^n |P^{(l)}(\xi)|^2 \right) |F\varphi(\xi)|^2 \, d\xi
\]
\[
\leq c \sum_{l=1}^n \|P^{(l)}(D)\varphi\|_0^2,
\]
where again Theorem 1.13 in [19] was used to obtain the last estimate.

Now, using Proposition 2 and the inequality
\[
|a| |b| \leq \eta |a|^2 + \frac{|b|^2}{4\eta}, \quad \eta > 0,
\]
we get for an arbitrary $\eta > 0$

$$\sum_{\alpha \in \Gamma_{11}, \beta \in \Gamma_{12}} \| D^\alpha \varphi \|_0 \| D^\beta \varphi \|_0 \leq c \| P(D) \varphi \|_0 \left( \sum_{l=1}^{n} \| P^{(l)}(D) \varphi \|_0^2 \right)^{1/2}$$

$$\leq \eta \| P(D) \varphi \|_0^2 + c(\eta) \| \varphi \|_0^2,$$

$$\sum_{\alpha \in \Gamma_{21}, \beta \in \Gamma_{22}} \| D^\alpha \varphi \|_0 \| D^\beta \varphi \|_2 \leq c \left( \sum_{l=1}^{n} \| P^{(l)}(D) \varphi \|_0^2 \right)^{1/2} \| P(D) \varphi \|_0$$

$$\leq \eta \| P(D) \varphi \|_0^2 + c(\eta) \| \varphi \|_0^2$$

and

$$\sum_{\alpha, \beta \in \Gamma_3} \| D^\alpha \varphi \|_0 \| D^\beta \varphi \|_0 \leq c \sum_{l=1}^{n} \| P^{(l)}(D) \varphi \|_0^2$$

$$\leq \eta \| P(D) \varphi \|_0^2 + c(\eta) \| \varphi \|_0^2.$$

Taking $\eta$ sufficiently small we finally obtain

$$\left| \sum_{\alpha, \beta \in \Gamma} \int_{\Omega} a_{\alpha \beta}(x) D^\beta \varphi(x) D^\alpha \varphi(x) \, dx \right| \leq (c_0/8) \| P(D) \varphi \|_0^2 + c \| \varphi \|_0^2,$$

which proves the theorem.

5. The space $H_0^P(\Omega)$

Let $P(\xi)$ be a hypoelliptic polynomial. For $\varphi \in C_0^\infty(\Omega)$, $\Omega \subset \mathbb{R}^n$, we set

$$\| \varphi \|_P := \| P(D) \varphi \|_0^2.$$

By Theorem 1.13 in [19] it follows that on $C_0^\infty(\Omega)$ a norm is given by (5.1). Again, Plancherel’s theorem gives

$$\| \varphi \|_P^2 = \int_{\mathbb{R}^n} |P(\xi)|^2 |F \varphi(\xi)|^2 \, d\xi.$$

The completion of $C_0^\infty(\Omega)$ with respect to the norm (5.1) is denoted by $H_0^P(\Omega)$. By definition $H_0^P(\Omega)$ is a Hilbert space. By Theorem 11.1.3 in [8], there are constants $d > 0$, $\rho \geq 0$ and $c \geq 0$ such that

$$\frac{|P^{(\alpha)}(\xi)|}{|P(\xi)|} \leq c |\xi|^{-|\alpha|d}$$

holds for all $\xi \in \mathbb{R}^n$, $|\xi| \geq \rho$. From the proof of Proposition 2 and Corollary 1.16 in [19] the estimate

$$\| P^{(\alpha)}(D) \varphi \|_0 \leq c \| P(D) \varphi \|_0.$$
follows at once for all $\alpha \in \mathbb{N}_0^n$ and all $\varphi \in C_0^\infty(\Omega)$. Let $P(\xi)$ be a polynomial of degree $m$ and $\beta \in \mathbb{N}_0^n$ such that $|\beta| = m$ and $P^{(\beta)}(\xi) \neq 0$. From (5.3) we get with a constant $c'$  

$$
(1 + \xi^2)^{md} \leq c'(1 + |P(\xi)|^2).
$$

Finally denote by $H_0^P(\Omega)$, $t \geq 0$, the usual Sobolev space, that is, the completion of $C_0^\infty(\Omega)$ with respect to the norm  

$$
\|\varphi\|^2_t = \int_{\mathbb{R}^n} (1 + |\xi|^2)^t |F\varphi(\xi)|^2 \, d\xi.
$$

We have  

**THEOREM 3.** A. The embedding of $H_0^P(\Omega)$ in $H_0^{md}(\Omega)$ is continuous. B. The embedding of $H_0^P(\Omega)$ in $L^2(\Omega)$ is compact.

**PROOF.** Since for $t > 0$ the embedding of $H_0^P(\Omega)$ in $L^2(\Omega)$ is always compact (notice that $\Omega$ is a bounded set), we only have to prove part A. But from (5.5) and Theorem 1.13 in [19] we get immediately  

$$
\|\varphi\|^2_{md} = \int_{\mathbb{R}^n} (1 + |\xi|^2)^{md} |F\varphi(\xi)|^2 \, d\xi \leq c' \int_{\mathbb{R}^n} (1 + |P(\xi)|^2) |F\varphi(\xi)|^2 \, d\xi \leq c'' \|P(D)\varphi\|_0^2 = c'' \|\varphi\|^2_P,
$$

which proves part A.

We want to show that the space $H_0^P(\Omega)$ can be interpreted as a space of functions having generalized homogeneous boundary data. Suppose that $\Omega = Q = \times_{i=1}^n (a_i, b_i)$ is a cube in $\mathbb{R}^n$ with edges parallel to the coordinate axes. The part of $\partial Q$ which is normal to the direction of the unit vector $\varepsilon_j$ and which contains no edges is denoted by $\partial_j Q$.

**THEOREM 4.** Let $\alpha \in \mathbb{N}_0^n$, $\alpha_j > 0$ for some $j$, $1 \leq j \leq n$. Then for all $x \in \partial_j Q$ and all functions $f \in H_0^P(Q) \cap \overline{C}^{m-1}(Q)$ we have  

$$
P^{(\alpha)}(D)f(x) = 0.
$$

We recall that the degree of $P(\xi)$ is equal to $m$.

**PROOF.** (see [5], page 28). Let $Z_h \subset \overline{Q}$ be a $n$-dimensional cylinder with height $h$, the base of which is an $(n - 1)$-dimensional ball in the hyperplane $x_j = a_j$ with center $x_0$ and radius $r_h$. We assume that $r_h$ is chosen such that the volume of $Z_h$, $\mu(Z_h)$, is equal to $h^2$. For $f \in C_0^\infty(Q)$ we find  

$$
P^{(\alpha)}(D)f(x_1, \ldots, x_{j-1}, a_j, x_{j+1}, \ldots, x_n) = 0.
$$
for \( x_j = a_j \) and \( \sum_{l \neq j} x_l^2 < r_h^2 \). Therefore we have

\[
P^{(\alpha)}(D)f(x) = \int_{a_j}^{x_j} \frac{\partial}{\partial y_j} P^{(\alpha)}(D)f(x_1, \ldots, x_{j-1}, y_j, x_{j+1}, \ldots, x_n) dy_j,
\]

and for \( x \in Z_h \) it follows that

\[
|P^{(\alpha)}(D)f(x)|^2 \leq h \int_0^h \left| \frac{\partial}{\partial y_j} P^{(\alpha)}(D)f(x_1, \ldots, y_j, \ldots, x_n) \right|^2 dy_j,
\]

which gives

\[
\int_{Z_h} |P^{(\alpha)}(D)f(x)|^2 dx \leq h^2 \int_{Z_h} |P^{(\alpha+\epsilon_j)}(D)f(x)|^2 dx,
\]

or

\[
(1/h^2) \int_{Z_h} |P^{(\alpha)}(D)f(x)|^2 dx \leq \int_{Z_h} |P^{(\alpha+\epsilon_j)}(D)f(x)|^2 dx.
\]

Inequality (5.8) holds for all \( f \in C_0^\infty(Q) \) and therefore by continuity for all \( f \in H_0^p(Q) \). Since \( P^{(\alpha+\epsilon_j)}(D)f \in L^2(Q) \) for all \( f \in H_0^p(Q) \) (see (5.4)), it follows that

\[
\int_{Z_h} |P^{(\alpha+\epsilon_j)}(D)f(x)|^2 dx \to 0
\]
as \( h \to 0 \). But for \( f \in H_0^p(Q) \cap C^{m-1}(Q) \) we have, since \( \mu(Z_h) = h^2 \),

\[
P^{(\alpha)}(D)f(x_0) = \lim_{h \to 0} (1/h^2) \int_{Z_h} |P^{(\alpha)}(D)f(x)|^2 dx,
\]

which, together with (5.8) and (5.9), proves the theorem.

### 6. A generalized homogeneous Dirichlet problem

We now pose

**Problem 1.** Let \( \Omega \) be a bounded open set in \( \mathbb{R}^n \), \( L(x,D) \) a differential operator of form (3.1) and \( f \in L^2(\Omega) \) a given function. Find all elements \( u \in H_0^p(\Omega) \) such that

\[
B(u, \varphi) = (f, \varphi)_0
\]

holds for all \( \varphi \in C_0^\infty(\Omega) \). Here \( B(\cdot, \cdot) \) is the sesquilinear form defined by

\[
B(\Psi, \varphi) := \int_{\Omega} \sum_{i,j=1}^m a_{ij}(x) Q_j(D) \Psi(x) \overline{P_i(D) \varphi(x)} \, dx
+ \int_{\Omega} \sum_{\alpha,\beta \in \Gamma'} a_{\alpha\beta}(x) D^\beta \Psi(x) \overline{D^\alpha \varphi(x)} \, dx.
\]

In order to solve Problem 1 we need the following theorem.
THEOREM 5. The sesquilinear form $B$ is continuous on $H^p_0(\Omega)$.

PROOF. It is sufficient to prove all estimate for elements $\Psi, \varphi \in C_0^\infty(\Omega)$. By definition we have
\[
|B(\Psi, \varphi)| \leq \left| \int_\Omega \sum_{i,j=1}^m a_{ij}(x)Q_j(D)\Psi(x)\overline{P_i(D)\varphi(x)} \, dx \right| + \left| \int_\Omega \sum_{\alpha,\beta \in \Gamma'} a_{\alpha\beta}(x)D^\beta \Psi(x)D^\alpha \varphi(x) \, dx \right|
\]
\[
\leq M \left( \sum_{i,j=1}^m \|Q_j(D)\Psi\|_0 \|P_i(D)\varphi\|_0 + \sum_{\alpha,\beta \in \Gamma'} \|D^\beta \Psi\|_0 \|D^\alpha \varphi\|_0 \right).
\]
Since by our assumptions
\[
\|Q_j(D)\varphi\|_0 \leq c_2 \|P(D)\varphi\|_0, \quad 1 \leq j \leq m,
\]
\[
\|P_i(D)\varphi\|_0 \leq c_1 \|P(D)\varphi\|_0, \quad 1 \leq i \leq m,
\]
and
\[
\|D^\alpha \varphi\|_0 \leq c \|P(D)\varphi\|_0, \quad \alpha \in \Gamma',
\]
hold for all $\varphi \in C_0^\infty(\Omega)$, we get with some constant $c$
\[
|B(\Psi, \varphi)| \leq c \left( \sum_{i,j=1}^m \|P(D)\Psi\|_0 \|P(D)\varphi\|_0 + \sum_{\alpha,\beta \in \Gamma'} \|P(D)\Psi\|_0 \|P(D)\varphi\|_0 \right),
\]
which proves the theorem.

Using Theorem 2, Theorem 3.B and Theorem 5 we find by the same arguments as in [2], Theorem I.14.6

THEOREM 6. Suppose that the differential operator $L(x,D)$ fulfills the conditions C1–C5. Then for Problem 1 Fredholm’s alternative holds. That means The solutions $v \in H^p_0(\Omega)$ and $w \in H^p_0(\Omega)$ of the equations
\[
B(v, \varphi) = 0 \quad \text{for all } \varphi \in C_0^\infty(\Omega)
\]
and
\[
B(\varphi, w) = 0 \quad \text{for all } \varphi \in C_0^\infty(\Omega),
\]
respectively, form finite dimensional subspaces $V \subset H^p_0(\Omega)$ and $W \subset H^p_0(\Omega)$, respectively. In addition, we have $\dim V = \dim M$. Furthermore, in order that Problem 1 has at least one solution $u \in H^p_0(\Omega)$, it is necessary and sufficient that the relation
\[
(f, w)_0 = 0
\]
holds for $w \in W$. The solution of Problem 1 is unique up to an element of $V$. 
Notice that we have to use representation theorems for antilinear functionals (see [21], Satz 4.8 and Aufgabe 4.11.e).

7. Examples and further investigations

We want to give some examples of differential operators for which the results developed above can be applied. The first example shows that strongly uniformly elliptic operators belong to the class considered here. The second example demonstrates that the same is true for strongly uniformly semielliptic operators. The third example shows that also non-semielliptic operators belong to the class considered here.

**EXAMPLE 1.** Let

\[(7.1)\]

\[L_{pr}(x,D) = \sum_{|\alpha|=|\beta|=m} D^\alpha a_{\alpha\beta}(x)D^\beta\]

and suppose that

\[\text{Re} L_{pr}(x,\xi) \geq c|\xi|^{2m},\]

and that the coefficients fulfill condition C4. Then the conditions C1', C2 and C3 are satisfied. In addition, we can add to \(L_{pr}(x,D)\) any operator

\[(7.2)\]

\[L_T(x,D) = \sum_{|\alpha|,|\beta| \leq m \atop |\alpha|+|\beta|<2m} D^\alpha a_{\alpha\beta}(x)D^\beta\]

with coefficients \(a_{\alpha\beta} \in L^\infty(\Omega)\) and Theorem 2 will still be valid.

**EXAMPLE 2.** Suppose that the operator

\[(7.3)\]

\[L_{pr}(x,D) = \sum_{|\alpha|,|\beta| \leq 1} D^\alpha a_{\alpha\beta}(x)D^\beta\]

is strongly uniformly semielliptic in the sense of [20], page 327. Then, under suitable assumptions on the coefficients of (7.3) (see C4), we find that the conditions C1', C2 and C3 are fulfilled.

**EXAMPLE 3.** Let \(Q(\xi)\) be an arbitrary polynomial of degree \(m\) with real and constant coefficients and let \(k \in \mathbb{N}\) be a given number. Suppose that \(R(\xi)\) is a homogeneous, positive definite polynomial of degree \(2km-2(k-1)\). Furthermore, for \(j = 1, \ldots, 4\) let \(a_j : \Omega \rightarrow \mathbb{C}, \Omega \subset \mathbb{R}^n\), be functions satisfying C4 and in addition

\[(7.4)\]

\[\text{Re} a_j(x) \geq c_0 > 0, \quad 1 \leq j \leq 4.\]

Consider the operator

\[(7.5)\]

\[L(x,D) = Q(D)^{2k}(a_1(x)Q(D)^{2k}) + Q(D)^{2k}(a_2(x)R(D)) + R(D)(a_3(x)Q(D)^{2k}) + R(D)(a_4(x)R(D)).\]
Then we have

\[ (7.6) \quad \text{Re} L(x, \xi) \geq c_0|Q(\xi)^{2k} + R(\xi)|^2. \]

By Theorem 11.1.12 in [8] the polynomial \( Q(\xi)^{2k} + R(\xi) \) is hypoelliptic, but not semielliptic. Hence condition C1 is satisfied. Conditions C2 and C3 follow from the proof of Theorem 11.1.12 in [8].

In Proposition 5 we prove that if an operator \( L(x, D) \) satisfying C1–C5 has continuous coefficients, it is of constant strength in the sense of Definition 13.1.1 in [8] and every operator obtained by freezing the coefficients at some \( x_0, x_0 \in \Omega \), is hypoelliptic. In the case where the coefficients are in \( \overline{C}^{\infty}(\Omega) \), this gives the following interior regularity result.

**Theorem 7.** Let \( f \in L^2(\Omega) \cap B^0_{P,k}(\Omega) \) and let \( u \in H^0_P(\Omega) \) be a solution to Problem 1 and suppose that the assumptions of Proposition 5 are fulfilled. Moreover assume that the coefficients of \( L(x, D) \) belong to \( C^\infty(\Omega) \). Then \( u \) belongs to the space \( B^0_{P,k}(\Omega) \). The space \( B^0_{P,k}(\Omega) \) is defined in [8], page 14, and we have set for some \( x_0 \in \Omega \)

\[ L^0_{pr}(\xi) = \left( \sum_{\alpha \in \mathbb{N}_0^n} |L^{(\alpha)}_{pr}(x_0, \xi)|^2 \right)^{1/2}. \]

**Proof.** By Proposition 5 (see below) we know that the differential operator \( L(x, D) \) is of constant strength in \( \Omega \) and that for each \( x_0 \in \Omega \) the operator \( L(x_0, D) \) is hypoelliptic. Hence, since the coefficients of \( L(x, D) \) are assumed to belong to \( \overline{C}^{\infty}(\Omega) \), the operator \( L(x, D) \) is formally hypoelliptic in the sense of Definition 13.1.1 in [8]. Therefore Theorem 7 follows immediately from Theorem 13.4.1 in [8].

**Proposition 5.** Let \( L(x, D) \) be a differential operator of form (4.1) with continuous coefficients. Suppose in addition that C1, C2, C3 and C5 are fulfilled. Then the operator \( L(x, D) \) is of constant strength in \( \Omega \) and for each \( x_0 \in \Omega \) the operator \( L(x_0, D) \) is hypoelliptic.

**Proof.** Let \( x_0 \in \Omega \) be an arbitrary point. We prove that \( L(x_0, \xi) \) is hypoelliptic. For \( \alpha \in \mathbb{N}_0^n \) we have

\[ L^{(\alpha)}(x_0, \xi) = L^{(\alpha)}_{pr}(x_0, \xi) + L^{(\alpha)}_r(x_0, \xi) \]
and moreover
\[
|L_{pr}^{(\alpha)}(x_0, \xi)| \leq \left| \partial^\alpha_\xi \left( \sum_{i,j=1}^m P_i(\xi) a_{ij}(x_0) Q_j(\xi) \right) \right| \\
= \sum_{i,j=1}^m a_{ij}(x_0) \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} \partial^{\alpha-\beta}_\xi (P_i(\xi)) \partial^\beta_\xi (Q_j(\xi)) \\
\leq c \sum_{i,j=1}^m \sum_{\beta \leq \alpha} |P_i^{(\alpha-\beta)}(\xi)||Q_i^{(\beta)}(\xi)|.
\]

On the other hand, we have for \( \xi \in \mathbb{R}^n, |\xi| \geq \rho_0, \)
\[
|L_{pr}(x_0, \xi)| \geq \text{Re} L_{pr}(x_0, \xi) \geq c_0 |P(\xi)|^2,
\]
which gives
\[
\frac{|L_{pr}^{(\alpha)}(x_0, \xi)|}{|L_{pr}(x_0, \xi)|} \leq c \sum_{i,j=1}^m \sum_{\beta \leq \alpha} \frac{|P_i^{(\alpha-\beta)}(\xi)||Q_i^{(\beta)}(\xi)|}{|P(\xi)|}.
\]

But now, by (3.5) it follows that
\[
(7.7) \quad \lim_{|\xi| \to \infty} \frac{|L_{pr}^{(\alpha)}(x_0, \xi)|}{|L_{pr}(x_0, \xi)|} = 0
\]
holds for \( \alpha \neq 0, \) hence \( L_{pr}(x_0, \xi) \) is hypoelliptic. Moreover, we have, using the notation from C5
\[
L_r(x_0, \xi) = \sum_{\alpha \in \Gamma_{11}, \beta \in \Gamma_{12}} a_{\alpha \beta}(x_0) \xi^\alpha \xi^\beta + \sum_{\alpha \in \Gamma_{21}, \beta \in \Gamma_{22}} a_{\alpha \beta}(x_0) \xi^\alpha \xi^\beta + \sum_{\alpha, \beta \in \Gamma_3} a_{\alpha \beta}(x_0) \xi^\alpha \xi^\beta.
\]
By C5 we have
\[
\left| \sum_{\alpha \in \Gamma_{11}, \beta \in \Gamma_{12}} a_{\alpha \beta}(x_0) \xi^\alpha \xi^\beta \right| \leq c |P(\xi)| \left( \sum_{l=1}^n |P^{(l)}(\xi)|^2 \right)^{1/2},
\]
\[
\left| \sum_{\alpha \in \Gamma_{21}, \beta \in \Gamma_{22}} a_{\alpha \beta}(x_0) \xi^\alpha \xi^\beta \right| \leq c \left( \sum_{l=1}^n |P^{(l)}(\xi)|^2 \right)^{1/2} |P(\xi)|
\]
and
\[
\left| \sum_{\alpha, \beta \in \Gamma_3} a_{\alpha \beta}(x_0) \xi^{\alpha+\beta} \right| \leq c \sum_{l=1}^n |P^{(l)}(\xi)|^2.
\]
For $|\xi| \to \infty$ we find using the hypoellipticity of $P(\xi)$, that

\[
\frac{|L_r(x_0, \xi)|}{|P(\xi)|} \leq C \left( \sum_{t=1}^{n} \frac{|P^{(t)}(\xi)|^2}{|P(\xi)|^2} + \sum_{t=1}^{n} \frac{|P^{(t)}(\xi)|^2}{|P(\xi)|^2} \right) \to 0.
\]

Now Corollary 10.4.8 and Theorem 11.1.9 in [8] imply the hypoellipticity of $L(x_0, \xi)$. We prove that $L(x, \xi)$ is of constant strength in $\Omega$. Since the estimate in (7.8) is independent of $x_0$ it is sufficient to show that $L_{pr}(x, \xi)$ is of constant strength in $\Omega$. But this is proved, if we have show that the polynomials $L_{pr}(x_0, \xi)$ and $|P(\xi)|^2$ are of equal strength for each $x_0 \in \Omega$. For $\xi \in \mathbb{R}^n$, $|\xi|$ sufficiently large, we find that

\[
|P(\xi)|^2 \leq c \text{ Re } L_{pr}(x_0, \xi) \leq |L_{pr}(x_0, \xi)|;
\]

hence it follows that

\[
|P(\xi)|^2 \leq c \left( \sum_{\alpha \in \mathbb{N}_0^n} |L_{pr}^{(\alpha)}(x_0, \xi)|^2 \right)
\]

holds for all $x_0 \in \Omega$ and $\xi \in \mathbb{R}^n$ with a constant $c'$ independent of $x_0$. On the other hand, we have by (3.3) and (3.4)

\[
|L_{pr}(x_0, \xi)| \leq \hat{c}|P(\xi)|^2 \leq \hat{c} \sum_{\alpha \in \mathbb{N}_0^n} |P^{(\alpha)}(\xi)|^2,
\]

again with a constant $\hat{c}$ independent of $x_0$. The assertion that the polynomial $|P(\xi)|^2$ and $L(x_0, \xi)$ are equally strong follows now from Theorem 10.4.3 in [8].
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