
ON CERTAIN MAPPINGS OF RIEMANNIAN
MANIFOLDS

MINORU KURITA

In this paper we consider certain tensors associated with differentiable map-

pings of Riemannian manifolds and apply the results to a ^-mapping, which is

a special case of a subprojective one in affinely connected manifolds (cf. [1],

[7]). The p-mapping in Riemannian manifolds is a generalization of a conformal

mapping and a projective one. From a point of view of differential geometry

an analogy between these mappings is well known. On the other hand it is

interesting that a stereographic projection of a sphere onto a plane is conformal,

while a central projection is projectve, namely geodesic-preserving. This situa-

tion was clarified partly in [6]. A ^-mapping defined in this paper gives a

precise explanation of this and also affords a certain mapping in the euclidean

space which includes a similar mapping and an inversion as special cases.

1. Tensors associated with mappings of Riemannian manifolds

1. Let M and N be two ^-dimensional Riemannian manifolds of differ-

entiable class C3 and ψ be a mapping of differentiable class C3 which is locally

regular. We take a coordinate neighborhood U and differentiable sets of ortho-

gonal coframes on U and ψ{U). Then the arc-elements of M and N are given

respectively as

ds2 = σV, dt^τV. (1.1)

Now we put

ψ\^PW\ aU=βipL (1.2)

Then we have det(aij) ^ 0 on account of regularity and

φ*dt2 = ?*(rV) = tftfrfV, (an = ajΊ). (1.3)

We call A = (aij) the first tensor of our mapping φ.

Next we take forms of Riemannian connections
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*=(*}), τ = (r}) (1.4)

of M and N which are defined by the relations

A / W Λ < £ (*y=-*ί) f d r ' W Λ r j (r> = - τ{). (1.5)

Throughout this paper we assume that for matrices such as a =(<?}), τ = (τy)

an upper index denotes a number of column and a lower one a number of row.

ψ* dt2 can be considered as a new Riemannian metric on M. It is represented

as (1.3) and when we put P = (pj), the form λ = λ}) of the Riemannian conne-

ction with respect to the base ax is given by

X = p . ̂ * τ . p'1 + ί/pp-1 (1.6)

and satisfies the relation

(1.7)

We have by (1.5) and (1.7) a*NiXj-o)) =0 and when we put

r=(r}) =^-<y, ry = 4 * * (1.8)

we get

</Λry = 0, namely cjk = cij (1.9)

As c; and λ are forms of two Riemannian connections with respect to the same

base j 1 , . . . , a1, their difference r = (?*}) = (cy*Λ * s a tensorial form on M,

which we call the second tensor of our mapping. It plays the most important

role in our theory.

Next we put the curvature forms on M and N as

Σ = (Σ})=<fo-*Λ*, T = ( T ; )=ί/τ-τΛτ . (1.10)

We have by (1.6) and (1.8)

r^P φ^vP-' + dPp-'-σ, (1.11)

namely

dP=(r + σ)P-P-φ*τ. (1.12)

Taking the outer differential we get

Substituting (1.12) we obtain by (1.10) •

Γ=P φ*T-p-ί-Σ, (1.13)
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where we have put

We call this tensor Γ the third tensor of our mapping.

Putting Σ} = \s)khσ^σ\ T} = \τ)khτ
k N τ\ Γ)= \c)kha

kNah

(Sjkh— - Sjhk> T)kh~ — Tjhk, C)kh- — Cjhk)

and

we get

c)kh=ώρZphPirφ*τ?mn - s}kh, (i. is)

and

= Vkc)h - Vh c)k ~ cjkύh + cjh cίk, (1.16)

where V means a covariant differentiation with respect to the Riemannian

connection a= (a)).

2. Now we calculate cjk As λ = Qj) are forms of Riemannian connection

of ψ*dt2 = aijσ0J, the tensor A = (a^) is parallel with respect to the connection.

Hence we have

dan = akj λki + aik λ). (1.17)

As 4 = ry + */ by (1.8), we get

Dα jj = dan — a^a•,- — β/jfeί y = a^ n + β/^ry

(1.18)

where Dan is a covariant differential of an. Hence, putting

k k

we get

If we put Λihj = akjchy we have **//* = Aihj + Ajhi, and by virtue of (1.9) -Ay*

= Ajih. Hence

aijh + βA/ι — ΛΛί7 = 2 Aihj =

So, by putting

we obtain
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ckih = \ahj(aijh + Ohji - ahij). (1.19)

Thus we can calculate c)k from tf,y.

We contract (1.19) and denote the resulting vector by a. Then

a = ~2 ahj(aijh + <*hji - ahij) = -g- ahj ahji

by virtue of aijh — ajih, ahj = ajH. Hence

When we put

J = det (ai

we have dά = anJd dahj, and hence

c,V = y J"xί/J, namely a = Γ, (log V^"). (1.21)

As a is an orthogonal base, s1 = ̂ Λ are components of a vector. By (1.19) we

get

s< = 4 Λ = β f y ( β w - \ ahhj). (1.22)

We contract (1.15) with respect to i and h and put

Tyfe = Γ} w > Cy* = Cj«. (1.23)

Then we get

Cjk^ptjPΐ-φ^Tim-Sjk (1.23)

and

Cjk = J7*cy - Fhc
h

jk - cJ Λ c / + cι

jhc
hιk. (1.24)

Contracting (1.23) with respect to j , h and putting S = Sa we get

VhCh - Γ;,sΛ - sιcι + CJAC?,. = p\p7*φ*Tιm - S. (1.25)

These formulas except (1.21) are not utilised in this paper, but may be useful

for further investigations. In fact, in special casses of conformal mapping and

projective mapping, they are frequently used.

3. We assume that in A = (α/y) i is a number of row and j is that of
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column. Then (1.17) can be written as

dA = λA + A*λ. (1.26)

By taking an outer differential we get

0 - dλ A - λ A dA + dA A fλ -f A d'λ,

and by substituting (1.26) we get

(dλ - λ A λ) A + A'(Λt ~ A A A) = 0.

As we have λ~γ + a by (1.8), we get by (1.10) and (1.14)

dλ - λ Aλ = rf(r + <;) ~ (r + <x) A (γ + a) = Γ + Σ .

Hence

( Γ + Σ U + A ' ( Γ + Σ ) = 0 . (1.27)

This is an integrability condition of (1.26) for an.

4. Here we consider three tensors of a mapping

A = U y), r = (r>) = (cj Λ ^), r = (r>) - ( y

in some special cases.

(1) isometry

This is characterised by A = (o,>). We have in this case r = 0 and Γ =

by (1.19) and (1.14).

(2) volume-preserving mapping

This is characterised by Δ = det A = 1. In this case we have c1 = 0.

(3) conformal mapping

This is characterised by A = (aδij). We have in this case Dan = da dij

and putting

we get aijk = 2haδij. Hence by (1.17)

Â = iyfc + «i/y-«*/«• (1.28)

r ) = c)ka
k = ί}Λ + /ŷ ' - ///. (1.29)

By (1.28) we get in our case

a^nϊi, s* = - (n-2)U.

Conversely we can not deduce from (1.29) that our mapping is conformal.
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This we will take up later.

(4) affine mapping

This is a mapping which preserves an affine property of our Riemannian

connection and as we see by (1.11) it is characterised by

r = 0.

This mapping has been treated by several authors (cf. [31 [4], [8]). If M is

a direct product of irreducible Riemannian manifolds M&, our mapping is homo-

thetic on each components M*.

(5) projective mapping

This is a mapping which preserves geodesies and it it well known that the

mapping is characterised by

c)u = fyk + filj (d/ = /«V), (1.30)

namely

γ) = d)dl+ljo\ (1.31)

In this case

l H , s'=2/, ,

(6) mapping with 7^=0

In this case we have by (1.13)

Σ ^ f*Γ Γι. (1.32)

We construct from Σ = (Σy) forms such that

These are known to be closed forms on M and especially So is a form which

is fundamental in the theory of generalised Gauss-Bonnet's theorem by S. S.

Chern (cf. [2]). When we construct corresponding forms T4, T8, . . . , To on

N, we get by (1.32)

S, = <f*T*, Ss = φ*Ts, . . . , So = ?*Γo. (1.33)

In the case when M is of dimension 2 we have S0^2KdA only, where K

denotes the Gaussian curvature and dA an areal element on M, and our mapping

is a one preserving K dA.

If M and N are fiat Riemannian manifolds, we have always Γ= 0 by virtue
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of (1.13). But in this case (1.33) means nothing because S4, S3) . . . , So, T4,

T8, . . . , To all vanish.

5." Let L, M, N be three Riemannian manifolds of dimension n and ψ, ψ

be mappings ψ : L-+M, .ψ : M-*N. We denote the arc-elements of L, M, N

by dr2 = pV, ds2 = Λ', Λ2 = rV and put

Φ*S = QJpJ\ Q=($j) , ¥ > V = # V , P = ( ί } ) . (1.34)

We denote connection forms of ί/r2, Js2, dt2 by p= (pj), j = (<;}), r = (τj ) with

respect to the base p\ σ\ τ\ Then the second tensors β= (/3J) of the mapping

0 and ;-= (7-)) of ^ are given by

β = QσQ^ + dQQ'1 - p, r = P r P " 1 + dPP"1 - J. (1.35)

We drop here ψ*, p* for convenience. Eliminating a from (1.35) we get

β = 1 1 x

and so

β + QrQ-ί={QP)τ(QP)-ι + d{QP){QP)-ί-p. (1.36)

This gives the second tensor of the mapping φ°ψ L-* N. (1.36) is fundamental

for a superposition of mappings.

We will answer here the question raised in 4 (3). Let ψ : M-+N be a

mapping such that

y) = δj rf/ f Ijj - /,V (d/ = /,V"). (1.37)

We take a manifold L diffeomorphic to M and consider a conformal diffeomor-

phic mapping ψ~ι : M-+L with the first tensor (a2 dij) = (eιδij). We take base
1

p' in L in such a way that p* = a 2 J1. Then for a mapping <̂  : L -> M we have

the first tensor a~1δij-e~2lδij and so

Λlog Λ " T ) = - Λ = - ho* = - a' 2Ίip\

and the second tensor is given by

j9}= - 3 } Λ - ά"Tljpi + a"'*ΊiPJ=i -ήdl-ljj + Uaj. (1.38)

Here we have Q'=(aΓ%j) and the second tensor of ψoψ is by (1.36), (1.37),

(1.38)
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128 MINORU KURITA

Hence the mapping / = ψ°ψ is affine. Thus we get φ~ (ψoψ)oψ'1 - foψ"

the following is proved.

THEOREM 1. A mapping ψ whose second tensor γ-lr)) is of the form (1.37)

is φ^foψ-1

 with ψ"1 conformal and f affine.

2. Properties of pseudo-projective mappings

6. In this section we consider a mapping ψ : M-+N whose second tensor

has the form

γ) = δ)dl flj/- rmaj (dl = UJ). (2.1)

As we see from (1.29), (1.31) a conformal mapping and a projective mapping

are special cases of our mapping. Other examples will be given in section 3.

From (2.1) we have

ί (2.2)

Contracting with respect to i, k and j, k we get

)lj-mj9. si = 2li~nmi. (2.3)

y/J defined by (1.2Θ) is a magnification factor of the volume elements of M

and N, and is a function globally defined on M. Hence by (1.20) (a) is a

gradient vector defined globally. By virtue of (2.3) we get the following results.

THEOREM 2. (mi) in (2.1) is a gradient vector, and if (/,•) is a gradient

vector of a function globally defined, then so is true for (nn). In the case of

projective mapping •(/,-) is a gradient vector of a function globally defined on M.

The last assertion is evident by (2.3) because here m/ = 0.

Next we calculate Γ^iΓJ). We substitute (2.1) into

given by (1.14). Putting

Dli = dli - /,- dl, Dmi = drm - πn dm, dm — m%σx (2.4)

and taking the relations dσt = aJ\o), a) = - <r* into consideration we get

Γ) = (Dlj - lj dl) Λ a{ - (Dmi - mi dm) Λ aj + h mk σ
j Λ o\ (2.5)
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Hence we get

- (F*rrn - rmmk) δ{ + (FA »ι, - W/WA) <5| + Ipmpiδίδi - ^ 4 ) (2.6)

Contracting with respect to i and ft we get

Cjk = (» - l)(F*/y - Ijlk) - (FjbW; ~

(n -l)lpmp)δ{- (2.7)

Again contracting with respect to ./ and &

C = C# = (rc - 1)(F, /, - 7,7/ + F, w - muni + tf // w) . (2.8)

7. Here we will give a geometric meaning of (2.1). We take a curve c

on Mwith a parameter u and consider the image φ(c) of c under our mapping

which satisfies the relation (2.1). As was defined in 1 (λ)) are forms of Rieman-

nian connection of the Riemannian metric φ*dt2 = a^axV introduced on M. ψ =

φ"1 can locally be defined and (ψ*λj) are connection forms of the Riemannian

connetion of the metric df on N with respect to the base ^V. We drop

hereafter ψ* for convenience. By virtue of (1.8) and (2.1) we have

ή = a) -f δ)dl + //</' - ifi/<yy. (2. 9)

Along the curve c we have

\)^ ~~ ) ^ ~*άdu \ du) ' du du du \ du ) du du ^ u du du "" V du ) '

Denoting the covariant differential by DM and Du respectively according to the

metric ds2 of M and dt2 of N we get

(2.11)
du V du ) du V du / \ du / du du

Now we take a curve c on M which is a solution of the differential equation

When we consider the parameter u as a time (2.12) means that the acceleration

vector is proportional to the gradient vector (#i, ), proportion being a square

of the speed. To such a curve c on M corresponds a curve ψ{c) on N satisfying
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Thus ψ(c) is a geodesic and the arc-length t on it is given by

t^^e21 dux const. (2.14)

In fact we have \og(dt/du) = 2/ + const, in this case and we get by (2.13)

J^L(AΛ^ d*LJ?Λ ( ai \<OΛ = (<hLΫ\I>jL(jL\-- J d2t Idt

dt \ dt ) dt du \dύ / du I \ dt I I du \ du I du du2 / du

dt IV du\du) du d

Thus we have got the following result.

THEOREM 3. By the mapping satisfying the relation (2.1) the curve c of the

solution of the differential equation (2.12) is mapped onto a geodesic on 2V, and

there exists a relation (2.14) between the parameter u and the arc-length t of

ψ(c).

The converse is also true as is shown next. We assume a mapping φ

satisfies the conclusion of the theorem 3 and denote its second tensor by γ)

and put

e< = e)kσ
k = γ) - (ήdl + lja - mιaj).

Then we have

λ) = a) + γ) = a) + (djdl + ljσ* - rmσ') + e>

and by a calculation analogous to (2.1) we get

mt\du I *Δ~du~ du + dΰ~du~

Along a curve c satisfying (2.12) we have (2.13) by assumption and so

7 ' / k

92L iJLJL

along c. As the curve c is a solution of the differential equation of the second

order (2.13) (σ/du) can be taken as an arbitrary vector at any point. More-

over we have ejfc = e£y by (1.9) and (2.2) and we get from (2.15) ejk = Q.

Thus the converse of theorem 3 is proved.

As our mapping which satisfies (2.1) is a generalization of a projective

mapping and theorem 3 holds good, we call pur mapping pseudo-projective and

in short a ^-mapping hereafter.
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8. We take three Riemannian manifolds of dimension n and two mappings

ψ : L-+M and ψ : M-*N. When ψ and ψ are ̂ -mappings, the mapping ψ°ψ :

L->N is not necessarily a ^-mapping, as is shown in the next.

We use the notations in 5. Then the second tensors of ψ and ψ are

When we put ©== (gj) and Q~ι == (©}), we have for α: = (αj) = β + QrQ'

- (Λy + /;•) pf - (*/p

This is not of the form (2.1) in general.

Especially if y> is projective (TWA = 0), ^°0 is a ^-mapping. Thus we get

the following theorem.

THEOREM 4. If ψ : L-*M is a p-mapping and φ : M-+N is projective, then

φ°φ : L-+N is a p-mapping.

The inverse of a ^-mapping is not a ^-mapping in general, and we can

prove the following theorem.

THEOREM 5. The inverse ψ'1 of a p-mapping ψ is a p-mapping when and

only when ψ is conformal or projective.

Proof. Let ψ : M-* N be a jp-mapping with its inverse ψ"1. In the notation

we have used

γ = PτP'1 + JPP" 1 - j . (2.16)

We drop f* for the sake of convenience. We get from this

In comparison with (2.16) we see that -P'V/Ms the second tensor of the

mapping ψ'1. When we put

we get

εj = - P)r\p\ = - Pkj(δh

kdl+ lkσ
H- mha

k)p%
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* d)d( - / ) + ( - ikP)) τ'-f

As we have ~&P^r'= -hσk= - dlt e) is of the form (2.1) when and only

when

If there exists one j such that plmh^O, we have Pι

kP^ = bδu on an open set.

As (PfP{) is a positive definite matrix, £ is positive and (b~ 2 Pf) is orthogonal

and so is (b2pkι). Hence (α/y) = (Pkip)) = (*""%•) and φ is conformal. On the

other hand, if pinih-0 for all j we get WA = 0 and our mapping is projective.

9. Here we treat the case M is of constant curvature and N is flat. Then

we have Γ = 0 and we get from (1.13) Γ = - Σ - As Σ } = ~Kaj i\j by our

assumption we get for the ^-mapping

(Dlj - Ijdl) Λσ{-{Drm - m, dm) Λ <;y + & mka
j A (y1' = - #<;y A j1' (2.17)

by virtue of (2.5). Thus, putting

we get Ijk-hjf mih^mhi. Hence (2.17) reduces to

ijk/ΛS - mikokl\oj + hmka
jho* = - Kύ'ha\

If w>3, we get /;* = 0 (j*k), TOA=:0 (f#/*),

Ijj+mjj + hmk- ~K (not summed for *', j).

Hence we can put /,-,- = λ, mjj = μ (not summed for i, j), and we get

hj = Aftyt Wi = i"Ay. J + /ι + /* m* = - iΓ. (2.18)

If ^ = 2, we get

/ll + ^22 = In + #2ll =s - (7i Jftl + /2 W2 + -ίΓ), /l2 = *»12,

and these can not be simplified. Thus we get the following theorem.

THEOREM 5. Let M be a Riemannian manifold of constant curvature K and

N is a flat Riemannian manifold, each of dimesion n i 3). Then a p-mapping

M-*N satisfies the relations (2.18).

We give here a geometric interpretation of the second relation in (2.18)

mis = Γ, my - rm mj = μdij. (2.19)
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THEOREM 6. If a p-mapping ψ satisfies the relation (2.19), the curves c on

My which are mapped upon geodesies of Ny are Riemannian circles or geodesies.

Here we mean by Riemannian circles those curves on M whose delopments into

the euclidean space are circles.

Proof. As a preliminary we shall show that a curve x = x(s) in the euclidean

space is a circle or a straight line when and only when dzxldsz is collinear with

dx/ds, where s means an arclength along the curve. Necessity is evident from

Frenet-Serret's formula. We prove the sufficiency. By assumption we have

x"' = hx' (' means derivation with respect to s). Since (*', x", χ'")~Q the

curve c is a plane curve. We have on the other hand (#', xf) = 1, (#', x") = 0,

(*", *") + (*', *"'}= 0 and hence h= - k2 {k being a curvature). When k*Q,

k~xx is a unit principal normal and by Frenet's formula for a plane curve we

have (AfV')' = —hx\ and taking xnt = - &V into consideration we get £' = 0,

which was to be proved in preliminary (cf. EG).

The condition for dzx/dsz to be collinear with dx/ds is equivalent to the

property

^{dx\2_sd^^p is collinear with -£-• (2.20)
ds* \ duJ ds2 du du2 ds

In fact we have

d3x
ds* ~ V du) 1 du

ds Ϋ__od2x ds d2s . dx \ _ dzs ds J d2s \2\]

3 S 7 ό du2 du du2 + du \ du* du + ό \ du21 J J"

On a Riemannian manifold the condition for a curve to be a Riemannian circle

or a geodecic can be given by replacing differentiatiation by a covariant one in

(2.20). For a curve in question we have by (2.12)

du

where D means a covariant differentiation on Λf. We put

O» - D* ( <>')( ds\2 . , D ( *'\ ds d's
w ~ duΛdu)\ du) ό du \du) du dux

and we get for the curve c

Oi_ Dim I ds \ \ 9 m ( ds \3 dh „ ( ds \3 dh
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_ Γ Dmi (ds\2_ds
- I du \ du I ' dudu \ du I ' du du% J \du

Here we have

ds drs^ Id (^l)Z= 1• JL(JLJL\ = °j D ( a* \
2 du ^ du du' du du \ du Idu du2 2 du \ du / 2 du ^ du du' du du \ du

_ βj ( ds \ 2 _ dm ( ds
" dumΛduJ * ~du~\~du~

and so

ds\A σj ( ds \4

As mij - fidij by the assumption, Qι in collinear with a Ids and our theorem is

proved.

As a corollary we get the following.

THEOREM 7. If ψ is a p mapping of a Riemannian manifold M of constant

curvature onto a flat Riemannian manifold N, each of dimension n (̂  3), the

inverse image ψ~ι(c) of any geodesic c on N is a Riemannian circle or a geodesic.

10. All the ^-mappings from a flat M to a flat N can be obtained as follows

when the dimension n is greater than 2. We take as local coordinates rectan-

gular ones x1, . . . , xn. Then we have by virtue of (2.18)

a2/ dl 31 a*m dwLJ*n
lik = 3*'d*ϊ" ~ a* τ aP" = 0 ( l * * \

Hence we get

As

a2/ / 9/

are independent with i and y (not summed,) we have

Ak=2a (const), B'ί=2b (const).

Hence

e~ί = axfxk + 2ckXk+f, e~m = bxkxk+ 2dkx
k+ g (2.21)

(α, b, Cky dk, / , g constants)

Moreover by the relation λ + μ + hntk^O in (2.18) we get
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(2.22)

Conversely we assume that / and m are as in (2.21) accompanied by the

relation (2.22) and put

rj = δjdl+ ljdx{ - niidx\ dl = Udx\ dm = nndx\ (2.23)

We solve the differential equation

dan = aikr) + βjyr* (2.24)

with unknown β y. It is completely integrable because the condition for (2.24)

to be completely integrable is by (1.27)

in our case and it is satisfied by 7^ = 0, which is evident by our construction

of / and m.

Thus the mapping which maps M'. ds2^=dxtdxt onto N: dt2 = an dx1 dxJ in

such a way that the corresponding points have the same coordinates, is a p

mapping with Γ) - 0 and the curvature tensor T of dt vanishes by (1.13).

Hence our mapping is a ^-mapping of a flat M onto a flat N. We will give

examples of ^-mappings which are more interesting in the next section.

3 Examples of pseudo-projective mappings

11. As a preliminary we consider an w-dimensional Riemannian metric du

such that

du^p{xι)2{dxιfΛ-q{xΎdv\ (3.1)

where dt? is an n - 1 dimensional Riemannian metric independent with x\ We

take orthogonal coframe and put

d t ? = π*π* ( a = 2 , . . . , n ) (3.2)

and its forms of Riemannian connection (zr,?) are determined by

dπ'^π^π*, 4 = ~ πl (a, β = 2. . . . , n). (3.3)

We put

ωι=pdx\ ω« = qπa, dq/dxι=q' ( α = 2 f . . . , Λ ) . (3.4)

Then we get

du2^ωiωi (3.5)
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and its forms of Riemannian connection (ωj) are given by

ω} = 0, ωΐ^p^q'π*^ -ωi, ωΐ^rcζ. (3.6)

In fact we have then

dω% = ωJ Λ ω), o>) = — ω{ (i, j = 1, . . . , n)

by virtue of (3.3) (3.5).

Hereafter in this section we use the indices αr, )3, . . . and i, j , . . . as

indicated above.

12. We take two w-dimensional Riemannian manifolds M and N whose

merics are given locally by

M: ds2=(dxι)2+c2dυ2 (3.7)

N: dt2 = a\dx')2 + b2c2dv2 (3.8)

with a = a(x1)t b = b(xx), c^cix1) all positive and dv2 as in (3.2). We put

σι = dx\ σ* = cπ* (3.9)

and take these as coframes on M. Then we have

Js2 = Λz* (3.10)

and its forms of Riemannian connection are by (3.6)

σΐ = c'π", al = 4 (c> = dc/dxι). (3.11)

and so

/ ° c'πa\< ; = , (3.12)

V - c'π" πl I
Next we put

r1 - adx\ τ* = bcπ*

and take these as a coframe on N. Then we have

Λ * « r V (3.13)

and its forms of Riemannian connection are by 13.6)

and so

7Γί
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We denote dv2 as dv2 = ga?dxadx? in local coordinates and consider a mapping

ψ - M-+N which maps a point (x1, . . . , xn) of M onto a point (x\ . . . , xn)

of ΛΓ. Then the matrix P = (./>}) defined by φ*τ* = p)σj in 1 is

bEn-1

where En-ι is a unit matrix. Hence we get

λ ^ P τ P - ' + d P Γ ' A ;.••"•. . "_.'""'• I. ( 3 . 1 5 )
, / β'Vα b-\bc)'π* \
1 = , .

By (1.8) the second tensor is r = (rj) = λ - < τ and by (3.12) (3.15)

γ\ = a~xda = a~ιa!dx\ γl = δ"1^ = b^b'dx1 (not summed for α)

rΐ^b'tycπ*, rl = (c'-a-2b(bc)')πa

t n=0 (a*β)

We seek for conditions for ? to be a ^-mapping. This is by definition

ϊ j j - m i σ * . (3.17)

We assume ψ is a ^-mapping, and we have

ri = έfl+(/ι-»ii)rfjifι, r£ = rf/+(/Λ-mα)</* (not summed for or) (3.18)

By taking their difference and taking (3.16) into consideration we get

(7i - mi)dxι - (U - mΛ)σa = (α^a' - b~ιV) dxι

and so

L = mα.

Hence by (3.18) (3.16)

dl=b~ιVdx\ (3.19)

Then we have /« = 0 and so m<, = 0. Hence we get by (3.18) (3.16)

dm = midx1 = dl+hdxι -γ\ = 2 dl-ά~ιda

and then by (3.19)

dm = 2 J Γ 1 ^ - ύf'eta. (3.20)

By (3.19) and (3.20) we get

/ = log b + const., m = log (α~2£) + const. (3.21)

Next we have by (3.16)
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i = / / m <Λ (3.22)

On the other hand by (3.20)

/β<jι-»ii*β = -miσ*= - m'σ* ~ (a'1*-2 b^

As we have by (3.17)

r i = /«</-mi <

we get

& - a~2b(bc)f = (flfV - 2 b~ιb') c. (3.23)

This is equivalent to

(a2 - b2) c-ιc* = ~ 2 (a2 - b2) b'ιV + (ββ' - » ' )

and is also to

a = b or c2 = r 4 | β 2 - ^ | x const. (3.24)

Conversely we assume (3.24). We take / and m given by (3.21). Then

we have (3.18) and (3.22), and by (3.16) (3.21) (3.9)

and so

. rΐ^hf-maσ1. (3.25)

By (3.16) and /* = 0, m* = 0 we have

rί = h0*-m*a> («*β). (3.26)

Thus (3.17) has been verified, and we have got the following theorem.

THEOREM 8. We assume that the metrics of two Riemannian manifolds M

and N are given by (3.7) and (3.8). In order that a mapping which maps a

point of M to the point of N with the same coordinates is a p-mapping, it is

necessary and sufficient that the functions a, b, c satisfy (3.24).

13. We will show here that in the euclidean space En+i a mapping of a

hypersphere onto a hyperplane, which is induced by a projection through a

fixed point, is a ̂ -mapping. In the first we take a unit sphere S and a hyper-

plane L which touches S at a point O. We choose a fixed point A on the

diameter of S through O and project from A a point P on S onto a point Q

on L. We denote by x1 an angle between two radii of S whose ends are points

O and P, and denote the lengths of segments OA and OQ by k and r respectively.
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Now we take rectangular axis with the origin at O, and A on the n + 1

-th axis. We represent the rectangular coordinates of a point Q on L by (rh,

. . . , rln> 0). Then (llt . . . , / « , 0) are components of a unit vector at O and

the metric on the hyperplane L induced from the euclidean metric in En+i is

dt2--=dr2 + r2dv2, (3.27)

where dv2 is a metric on an n — 1 dimensional unit sphere on L. The coor-

dinates of the point P on S which is projected on Q by a straight line through

A is (/i sin xι, . . . , ln sin ΛΓ1, 1 - cos ΛΓ1). Hence the induced metric on S is

ds2=(dxΎ+(sin xΎdv2 (3.28)

and the relation between r and x is given by

r

as simple calculation shows. We put

ft(l+ (&-!)cos* 1 )

( 3 2 9 )

X^Ί+COSΛΓ 1 <?-sin*.

Then (3.28) and (3.27) can be written as

ds2 = (dx1)2 + c 2 ^ 2 , dt2 = α2( JΛ:1 )2 + ftVrfΛ

In case k = 2 we have a = ̂  and in case H 2 w e have c2 = b~\b2 - a2). Hence

our projection is a ^-mapping by theorem 8. We can assert a more general

theorem as follows.

THEOREM 9. In the euclidean space ive project a hypersphere S on a hyper-

plane L by a straight line through a fixed point. This mapping is p-mapping.

Proof. We take a hyperplane L\ which is tangent to S at the point where

the diameter through the fixed point A intersects S. The mapping ψ in the

theorem can be decomposed as ψ = ψo(pi, where ψi is a projection of S onto L\

with the center at A and ψ is a projection of L\ onto L with the same center.

As ψx is a ^-mapping and ψ is projective, ψ°ψχ is a ^-mapping by theorem 4.

14. Finally we will give an example of a ^-mapping in the euclidean space.

We take two euclidean spaces En and E'n of dimension n. In En the euclidean

metric is given by
2 2 2 2 (3.30)
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where r is a distance from a fixed point (origin) to an arbitrary point and dv*

is the induced metric on a unit hypersphere with the center at the origin. If

the metric of En is given by

dt = a2dr2 + (Jbrfdυ2 (a = a(r), b = b(r)) (3.31)

with

r2 = b-*\a2-b2\x const., (3.32)

then the mapping which maps the point on En onto the point on En with the

same coordinates, is a /^-mapping by theorem 8. Now the metric (3.31) is flat

if

d(br)=adr (3.33)

by the same reason as (3.30). We will find a and b satisfying (3.32) and

(3.33). We put br = w and denote the constant in (3.32) by k. Then we get

_ dw ( dw \2 ( w \2 _ h wA

a-~d7* \~aψ) ~\T) ~ ±k r* '

By solving the second equation we get

w - ^Γ (kίt fc2 constants).

Now (3.31) can be written as

When we represent dv2 as dυ2^ gi)dxιdxj (f, y = 1, . . . ,n — 1), the mapping

which maps the point with polar coordinates (r, z\ . . . ,2M"1) of En to the

point with coordinates (w, z1, . . . , zn~x) on En is a ^-mapping. When we

superpose En and E ή, in such a way that the two points with the same polar

coordinates coinside, we get the following theorem.

THEOREM 10. In the eucHdean space we take a fixed point O and maps any

point P onto a point Q on the straight line OP in such a way that between

OP = r and OQ = w the relation

to = jb~-2:nr (̂ i» *2 constants)

holds good. This mapping is a p-mapping.

In case k\ = 0 our mapping is a similar mapping and in case #2 = 0 an
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inversion. In rectagular coordinates the mapping (x1, . . . , xn) -+ (X1, . . . , Xn)

in theorem 10 is represented as

Especially if kι = - 1 and k2 — 1 we get

and this mapping maps the interior of the unit sphere S: xιx% = 1 onto the

whole euclidean space. It is a hypersphere or a hyperplane

Aix
i = J5(l - *fV) (Λ , £ const.)

which passes through the intersection of the unit hypersphere S and a hyperplane

AiX*-Q that is mapped upon a hyperplane. Hence it can be easily be shown

that it is an arc of a circle joining two end points of a diameter of S that is

mapped onto a straight line by our mapping. Thus we get a representation

of the whole euclidean space in a unit hypersphere xιxι = 1 whose euclidean

metric is

di = dXidXi = (1 - r 1 ) " I Λ W + 4(1 - r2Γ4r2(dr)2 (r2 = *V),

where the straight lines are replaced by arcs of circles joining two end points

of diameters of the fundamental unit hypersphere.
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