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COALESCENT LINEAGE DISTRIBUTIONS

ROBERT C. GRIFFITHS,* University of Oxford

Abstract

We study identities for the distribution of the number of edges at time ¢ back (i.e. measured
backwards) in a coalescent tree whose subtrees have no mutations. This distribution
is important in the infinitely-many-alleles model of mutation, where every mutation is
unique. The model includes, as a special case, the number of edges in a coalescent
tree at time ¢ back when mutation is ignored. The identities take the form of expected
values of functions of Z; = eiX’, where X, is distributed as standard Brownian motion.
Associated identities are also found for the distributions of the time to the most recent
common ancestor, the time until loss of ancestral lines by coalescence or mutation, and
the age of a mutation. Hypergeometric functions play an important role in the identities.
The identities are of mathematical interest, as well as potentially being formulae to use for
numerical integration or simulation to compute distributions that are usually expressed
as alternating-sign series expansions, which are difficult to compute.
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hypergeometric function; infinitely-many-alleles model; Jacobi polynomial; line of
descent
2000 Mathematics Subject Classification: Primary 92D15

Secondary 60G99

1. Introduction

A coalescent tree is a random binary tree representing the ancestry of a sample of genes in
mathematical genetics models. Kingman (1982)is the seminal paper on the coalescent. Griffiths
(1980) is an earlier paper with many coalescent ideas, and later well-written expository papers
are Tavaré (1984), Watterson (1984), Hudson (1991), and Nordborg (2001). Edges in the
coalescent tree coalesce exchangeably at a rate of 1 per unordered pair, with a total coalescence
rate of (]2‘), k being the number of leaf edges in the tree. Coalescence is fast enough to begin
with an entrance boundary of an infinite number of leaves, representing the entire population of
genes. In the infinitely-many-alleles model of mutation, mutations occur according to a Poisson
process along the edges of the coalescent tree at rate /2, each mutation producing a unique
allele type. The distribution of the configuration of alleles in the leaves of an n-coalescent
tree is Ewens’ sampling formula (Ewens (1972)), and the relative frequency distribution in an
infinite-leaf coalescent tree is Poisson—Dirichlet (Kingman (1993, Chapter 9)).

There are a number of post-coalescent proofs of Ewens’ sampling formula; a direct com-
binatorial proof with connections to this paper can be found in Griffiths and Lessard (2005).
The distribution back in time of edges in a coalescent tree which have no mutations in their
subtended family subtrees is important. Once a mutation occurs in an edge with a nonmutant
family, it then determines the allele type of the family. This process of how mutant families arise
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in the history of a sample of genes is determined by the forest obtained by tracing edges in the
coalescent tree from the leaves up to first mutations, which become roots in the forest subtrees.
The infinitely-many-sites model with no recombination is a refinement of the infinitely-many-
alleles model where mutations occur at positions never before mutant in DNA segments. The
distribution of numbers of genes in families of different types in this model is identical to that
in the infinitely-many-alleles model. Let AZ (t) be the number of nonmutant lineages at time
t back (i.e. measured backwards) in a coalescent tree of a sample of n genes. Griffiths (1980)
and Tavaré (1984) studied the distribution theory of AZ (1), which is now summarised. We have

Qk+6 -1 +)x-nnmi

BT = 1y = S o0 (1)
( n(t) ) Zpk(t)( ) ]‘(k—])'(n‘i‘e)(k)

k=j
for j =0,1,...,n, where ,o,f(t) — e~ kk+0-11/2  We write agjy=a@+1)---(@+j—1)
and byj) =b(b —1)---(b— j+1). Equation (1.1) also holds for n = oo, formally setting
niky/(n +0) @ = 1, in which case

(1.1)

QRk+6 -1 +0)w-1
JHke—

P(AS () = j) =) pl()(=1)

k=j

(1.2)

The process {AZ (t), t = 0} is a death process with edges lost by coalescence or mutation at
rates j(j+0—1)/2, j=n,n—1,...,1. If 0 = 0 then Ag(t) is the number of edges at time
t back in the coalescent tree. The distribution (1.1) satisfies the forward equations

jG -1

5 P(A%(t) = j)+

. 1 .
w P(AL() = j+1) (13)

4 pal o) = ) =

dr n)=1)=

for j =0,1,...,n— 1, with

nn+06-—-1)
2

It is straightforward to verify that the distribution (1.1) satisfies the forward equations (1.3): by
equating coefficients of p,f (1) in (1.3) it is sufficient to show that

(%P(Aﬁ(r) =n)=— P(A%(t) = n).

. (J+ k-1 . . (+0+ Du-n
k(k+6 —1) — +6—-1]———= +1 +0 s
[k( )—JjG )]j!(k—j)! [(G+D(G )](j+1)!(k—j 1

which follows from writing
kk+60-1)—j(j+0-1D=C*k—-j)HG+k+060-1)

and simplifying.
The /th falling factorial moment of Az (1) is
. k—1 ik
EAY (D) = 9t2k+9—1( >9+k—,
(A% (D)) kXZ;pkO( o1 )R gigs

with a similar equation,

> k—1
E(Ago(t)[l]) = Zp/?(f)(Zk +0— D(l _ 1)(9 +k)q-1),
k=l
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for the population lines. There are Poisson and normal limit theorems in Griffiths (1984) for
the distribution of Ae (t) when A9 (t) > ocoast — 0and n — oo, and A? o) ast — 0.

The time while the number of nonmutant ancestor lines is greater than or equal to k is
distributed as S k =T+ +Tk, 1 <k < n,where T; are independent exponentlal random
variables with rates j(j + 9 —-1/2, j=n,...,1. The dlstrlbutlon function of S i satisfies

P(SS, <) =PAS1) <k-—1),
and the density satisfies

k(k+6 — 1)

> P(A%(r) = k), t>0.

9
fn,k(t ) =
The time to loss of the last line is of particular interest. If 6 > 0 then all lines are lost by
coalescence or mutation until the last line, which is then lost by mutation at time S9 If6e =0
then all lines are lost by coalescence, and SO  1s the time to the most recent common ancestor
in the tree. The Laplace transform of S/ 0 K is

n

-1
Ele ?Si4] = [1 % } :
=111 55159

j=k

If & — oo then all lines are lost by mutation, and the limit distributions of 67’ /2 are exponential
with rates j. It follows directly that the limit density of GSZ)‘ /218

n!

—ks 1 _ a—s\n—k
Dl e

s >0,

and that the limit distribution of A%(2s/6) is the binomial distribution

<Z>e—’“(1 _e=y k. k=o0,....n.

In this paper identities for the distributions of A(¢) and A% (¢) are studied. The identities
take the form of expected values of functions of Z; = eiXi where X, is distributed as standard
Brownian motion. The functions of X; are periodic with period 4, and X; can be replaced
by the wrapped Brownian motion X; mod 47. Associated identities are also found for the
distributions of the time to the most recent common ancestor, the time until loss of ancestor
lines by mutation, and the age of a mutation. Example identities follow.

The distribution of the number of nonmutant ancestor lineages in the population at time
t back is, from (2.14),

8 T2 +6) E[z,‘ oz (1~ pza} 04

4 — i) —
P =D =G I+ pZ)+

for j =0,1,..., where Z;, = ¢iX and p = e~?/2.

The distribution of the time to the most recent common ancestor of the population, 7°, is,
from (2.34),

(1.5)

1/2 _t
z71V20 etz
P(T° < 1) =¢/*E de 20|
(1+e71Z)?
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and the distribution of the time to the most recent common ancestor of a sample, 7,’, is,

from (2.38),

P(TS < 1) =e/E[Z*(1 — )1 - VZ) 2, (1.6)

where V is independent of Z; with a beta(2, n — 2) distribution.
The distribution of the age of a mutation, &,, observed to have frequency p in the current
population is, from (2.49),

/8 _ 72
ef E|:Z_1/2 (1 Z[)i|’ (17)

PE=0=30-p % k2
where
R(Z) = [(1 + Z)* —4(1 — p)Z,1'/2.

Hypergeometric functions play an important role in the identities. For example, the distribution
of the number of nonmutant ancestor lineages in a sample of n genes at time ¢ back is, from (2.5),

PAP () = j) = P FOTRIHO) (1) ys)6-17
" TG+0OCn+j+0)\j
Qj+6-1)/2 . o
x ElZ, (1= ZOF(=n+j+1,0+2j;n+j+0;Z)] (1.8)

for j = 0,1,...,n. The identities are of mathematical interest as well as potentially being
formulae to use for numerical integration or simulation to compute distributions that are
usually expressed as alternating-sign series expansions such as (1.1), which are difficult to
compute. Integrals where the normal density of X; is replaced by the wrapped normal density
of X, mod 4r are easiest to use for numerical integration. This is discussed in Subsection 2.6.
Each of the representations (1.4)—(1.8), for example, has the form E[g (¢, X;)], for a function g,
and can be calculated using coupled simulation for different values of # by averaging values of
g(t, JtY i), j =1,...,r, where Y1, ..., Y, are independent, identically N(0, 1)-distributed
random variables, and r is the number of replicates. The hypergeometric function in (1.8) can
be evaluated by simulation from the representation (2.10), instead of formally using a series
expansion.

The distributions of the number of nonmutant lineages at time ¢ back in a coalescent tree of
m genes, Afn (1), and in a coalescent tree of a subsample of n < m genes, Ag(t), are shown to

satisfy
. nl T'n+06)/[1 ra+6)
PAL() = j | Ap (D) =1) = ————— ()
m—DI'TG+0)\j/T(n+1+06)
m—n)y_i(m+0);
2l Di—ji¢ )(i) (19)
miij
for j =1 — (m —n),...,[l. Inasubsample of n genes from the infinite-leaf coalescent tree,
S 0) (1 rd+o
PUAL) = j | A%y = 1) = — T )<> =9 (1.10)
m—DITG+O\j/T(n+1+06)
for j =0, ...,[. Formulae (1.9) and (1.10) generalise the corresponding formulae for lineages

in a subtree of a coalescent tree studied in Saunders et al. (1984). The latter formulae can be
obtained by setting & = 0 in (1.9) and (1.10).
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2. Complex integral formulae for lineage distributions

A series expansion of the form
o0
k2
Zake ck=+dk
k=0

with ¢ > 0 and d € R can be expressed as a convolution of the discrete series {ay} and a normal
distribution. This gives a way to represent the series by an inversion formula for its Fourier
transform. A lemma phrased in terms of probability distributions and characteristic functions
that allows this is the following.

Lemma 2.1. The convolution of a discrete distribution {pi} and an N(O, o2) distribution has
a continuous density

o

1
> pigme PO fory R @1
k=0

Let ¢ (¢) be the characteristic function ¢ (£) = Z,fio pkeikg. An inversion formula is then
o0

o
1 _ 2,2 1 . _ 2.2
E :Pk - e~ (1/DG—k)*/o* _ Ef e 1y§¢(§-)e 1/2)0°¢ de. (2.2)
V2o
k=0

—00
Proof. The density of the convolution is (2.1) with characteristic function
P()e 17
Identity (2.2) then follows from the inversion theorem for characteristic functions.

Corollary 2.1. Let {ai} be an absolutely convergent complex series and let

[e.¢]

$(@0) =) aret.

k=0
Then

o0 o
B B 2 e 1 _ 2
Zake (t/Dkk+p=1) _ o(t/8)(B—1) / B 1>1¢/2¢(§)Fe (1/28%/t g
k=0 > !

— o/®(B-1? E[e#~DiX1/2 (X)), (2.3)

where B € R and {X;, t > 0} is a standard Brownian motion process.

Proof. 1t is clear that the inversion formula (2.2) continues to hold with { px} replaced by a
general absolutely convergent series {ax}. Multiplying both sides of (2.2) by v/ 27 oe!1/2¥ 2o
and taking y = (1 — B)/2 and 6> = 1/t gives (2.3). In the last line of (2.3), X, is N(0, 1)-
distributed.

Remark 2.1. A second proof of Lemma 2.1 is based on a form of the Parseval relation in
harmonic analysis. Let U and F be probability distributions with respective characteristic
functions w and ¢. Then

/aWHM=/¢@wm. 2.4)

—00 —
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See, for example Feller (1971, Chapter XIX) Choose U to be the N(0, 1/ o?) distribution,
with characteristic function w () = e~/ 2’ /o ,and F to be a discrete distribution with atoms
{px} at positions {—y + k} and with charactenstlc function ¢(2) = e Y p (). Apart from an
overall factor of /27 /o, (2.4) is identical to (2.2) after evaluating the left-hand side as a series.

Corollary 2.1 is now applied to find a representation for the lineage distribution P(Aﬁ @® =)
from the series (1.1).

Theorem 2.1. The distribution of the number of nonmutant ancestor lineages at time t back in
a coalescent tree of a sample of n genes has a complex integral representation

T(n+6)2j +6) ( ) (1/8)O—1)%
CG+OHT(n+j+06)

% / (/2 Qj+0=Dix (] _ gixy
—00

P(A (1) = j) =

o
X F(—n+j4+1,0+2jin+j+6: e‘ﬂﬁe*(‘/mzﬂ dx, (2.5)
T

forj=0,1,...,nif60 >0and j =1,2,...,nif0 = 0. Here
F(—n+j+1,04+2j;n+j+0;2)
1 . .
=BQ2j+0,n— )7} / V(1 — vy (1 —v)]" /N do (2.6)
0
is a hypergeometric function, with B denoting the beta function. If j = n then
P(AZ(I) — n) — e—n(n+9—l)t/2'

Proof. The representation holds from (2.3), with ¢ (¢) being the series obtained by replacing
,o,f (t) in (1.1) by e**¢. Consider the generating function z/ G,(z) found by replacing p,f (1)
in (1.1) by zF. After a shift of the index of summation in (1.1) by j and simplification, the
resulting series is

Gn(Z):’gzk+2Jj!;9—1r(kj;(2jjj99)—1)
o '(n+0) n!
Fk+n+j+0)m—k—j)!
’r(n+9)< )<n—j>r(k+2j+9—1)
T(j+6) k ) Tk+n+j+0)

iR 2j 40— D) kGt 60— ])
n—j

k=0

(=)

M

k=0

(=)

Hrn+0)

=Z L(j+6)
o

Fn+0) TRj+0) (n .
IN@) +9)F(n+]+9)( >[Bk Bir-11z",

<)[Ak+Ak 11(=2)
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where
F'k+2j+6)

A — n—j—1
k= k Tk+n+j+0)

and
e+ j+ D2 +0)k

By .
n+ j+0)k!

Referring to the series expansion for hypergeometric functions (A.1), we see from this that

A (M\T(+6) T2j+6)
G =d Z)<j> FG+0) T+ )+0)
XF(—n+j+1,2j+0;n+j+0;2). 2.7

Substituting ¢ (¢) = e'/¢ G, (e"/¢) into (2.3) with 8 = 6 completes the proof.

Remark 2.2. There is a proof of Theorem 2.1 sketched in Section A.2 which uses the Brownian
motion generator
1 9?
=202
This is an interesting proof, though no easier than the main proof.

Remark 2.3. A general form of (2.5) is

PA% () = j) = L AT OTC/+0) <n)e(t/8)(ﬁ—l)2
" FG+O0OTm+j+60)\j

% E[U,j(l _ U,)e(ﬂ_l)ix’/z
xF(—=n+j+1,0+2j;n+j+06;Upl, (2.8)

for j=0,1,...,nif0 >0and j =1,2,...,nif0 = 0. Here U; = e /2+Xt o 4 B =0,
and X; is N(O, ¢)-distributed. Equation (2.5) is recovered by setting @ = 0 and § = 6.

This can be proved similarly to Theorem 2.1, absorbing e~ /2% into the kth term of G, (z)
and using the identity (2.3).

Remark 2.4. The relation

n

'n+0)I'2j+0) (n :
> — . (.)(1 —2)2/
s FG+OI(n+j+0)\J

XF(—n+j+1,04+2j;n+j+6;2)=1 2.9

holds pointwise for z € C because the distribution of A?(¢) sums to unity for # > 0 and the
coefficients of the powers of U, in (2.8) are unique wheno =6 — 1 and 8 = 1.

Remark 2.5. An identity is
F(—n+j+1,2j+0;n+j+60:2) =E[1- V" /™, (2.10)

where V has abeta(2j + 6, n — j) distribution.
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Remark 2.6. The hypergeometric function in Theorem 2.1 has the special form F (a, b; a—b+
1; z). Identities for this form are given in Abramowitz and Stegun (1972, Equations 15.3.26-28).
In particular, alternative expressions for (2.6) are found from (A.5):

F(—n+j+1,0+2j;n+j+06;2)
_ i 6 .04+1 | . _
=(1+72) (9+21)F<§+J,T+J;H+J +0;4z(1 +2) 2) (2.11)
_ (n—}—@)(j)
0/2)(H(O@ + 1)/2);)
_T+6+j) T
Tn+0) LQ2j+0)

o (0 041 _
(I1+2) (9+2’)F(1)<§,T;n+9;4z(1+z) 2)

22]'(1 + Z)*(9+2j)F(j) (g, o+1

sn+0;4z(1 4+ 2)2).

Here z = ™ and F) denotes the jth derivative of F.

Corollary 2.2. An identity is

o . T@+OTQRi+60) (M\ _ivo—typ 125460,
P(A, (1) =)) = Tt +0OCGT+0) (J.)e P(A,Z; (1) =0), (2.12)

forj=0,1,...,nif60 >0and j =1,2,...,nif0 = 0. By definition, Ag(t) =1
Proof. Identity (2.12) is a direct consequence of (2.5).
Corollary 2.3. An identity is

r'Q2j+6)
T(j+6))!

for j=0,1,...if0 >0and j =1,2,... if0 =0.

P(AY (1) = j) = eI UHI=DI2pAlT (1) = 0), (2.13)

Proof. The corollary follows directly by taking the limit as n — oo in (2.12).

Theorem 2.2. The distribution of the number of nonmutant ancestor lineages at time t back in
the coalescent tree of the population has a complex integral representation, if 0 > 0, given by

(TQj+6) [ plenCi=D/2(] — peix) =/

PAY (1) = j) =/ —~
(As®) = J) TG+ ) o A+ pe2+ 0 Jong

dx, (2.14)

where j =0,1,... and p = e~9/2,

Proof. An identity, found by taking the limit as # — oo in (2.7), is

o0

2% H+2j 01Tk +2j+0 -1
GOO(Z)_Z;) Tl TG +9) (—2)
TR+ Qi+ Dw,
= z)j!r(j+0)]§ o (-2
rej+0) —Qj+6)
=(1—-2—2—~( 730
( Z)j!l“(j+6)( +2)
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This is proved similarly to Theorem 2.1, by using the identity (2.3) formally with 8 = 0, i.e.
iake—(t/Z)k(k—l) _ I8 /OO ei;/zqﬁ(g);e_;z/zt ac
k=0 —o0 V2nt

= '/SE[e¥ ¢ (X)), (2.15)
and letting

2k +2j+6—1T(k+2j+6—1)

k
- fork=0,1,....
k! T(j+6) (=p)" for

ak

Letting ¢ () = e/¢ G oo (pe'/?) then completes the proof.

Remark 2.7. The distribution of Ago(t) also has the representation

rQ2j+0) [ e(1/2)ix(2j+0—1)(1 _ eiX) e—x2/2t
rGg+o)j!J-« (1 4 eix)2/+0 N2t

The integral exists as an inversion formula for a Fourier transform, considering (1 4 ¢*)~(2/+%)
to be a transform of a signed measure with atoms of (— Dk +2j)x)/klatpointsk =0,1, ...,
and the normal transform

dx. (2.16)

i _1)2
P(A? (1) = j) = e(1/®E=D

2 fox 2
e /2t __ iyx o=ty /Zdy.

1 o
—_— e
2! /foo
We prefer the representation (2.14) as it is a well-behaved integral whose integrand is bounded

in absolute value and does not have singularities.
Formula (2.14) also holds in the sense of a Fourier inverse when 6 = 0. That is,

dx,

/8 (2] — 1)‘ /OO e(l/z)lx(2]*1)(1 _ eiX) efx2/2t

P(AY (1) = j) = —
(A =1 =e G =DNH (1 + eix)2J 27t

where j =1,....
Remark 2.8. Letz € C, |z] < 1,and 6 € R, 6 > 0. An identity is

o0

3 F'@2j+6)

iR U B

J=0

This identity holds because of (2.15) and because the distribution of Ago(t) sums to unity. It
can also be shown by letting n — oo in (2.9). A direct algebraic proof is given in Lemma A .4.
An important identity proved in Lemma A.3 is

—a - X (k—1)
(1—2)(1+2) =1+;(—1)k<2k+a— 1)Tzk. (2.17)

Another proof of Theorem 2.2 is to show (1.2) by termwise integration of the integrand in (2.14)
based on the expansion (2.17).
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Remark 2.9. The analogue of (2.14) for AZ (t) is, from (2.8) with 8 = 0and @ = 6 and (2.11),

C(n+6)TQ2j+0) <n>
rg+e)rin+j+0)\Jj

P(A(1) = j) =
x ¢!/ E[e(]/z)ix’ Z/(1 = Z)(1 + Z,)~ 2
o . 6+1 5
X F( 3+ J 5+ iin+j+6:4Z,(+ Z)) 2.18)

for j =0,1,...,n, where Z, = ,oeiX', p = e 9/2 and X, is N(0, r)-distributed.
Theorem 2.2 can be proved directly by taking the limit as n — oo in (2.18), noting that then
the hypergeometric function tends to 1 and the first factor tends to I'(2j 4+ 0)/T'(j + 0) j!.

Corollary 2.4. We have

e—(l/Z)ix(l _ ﬁeix) e—x2/2t

; —(1/2)j (j+6— rQj+6y [

P(AY (1) = i) = e~ (1/2)j (j+6=D1+(1/8) |- .
( oo() j)=e rG+0)j!J (1+ﬂelx)2]+9 \/% X

(2.19)

where B = e~/ This holds for j =0,1,... if0 >0and j =1,2,... if0 = 0.
Proof. The proof follows from (2.13) and (2.14).
2.1. Identities between lineage distributions of different sample sizes, and family sizes

subtended by ancestor lineages

An identity between the distributions of AZ (1) and Afn (t), n < m, follows from the integral
representation for the distribution, by algebraic proof. There is also a deeper probabilistic
interpretation relating the two distributions. It is of interest to understand both approaches, so
we derive our main identity in two ways.

Theorem 2.3. For j =0,1,...,nandn <m,
m—n+j

9, o nt T(n+0) (1) r'd+0)
P(An(t)—J)—(n_j)!r,(j+9) ; fosivo

@ =1. (2.20)

m—n)y_(m+80);
S )ii—j1( )(j) PA?,
my

The limit form of (2.20) as m — o0 is

P(AY(1) = j) = M T +6) > <1>M P(A% (1) =1). (2.21)

=G +0) = \j/Tn+1+0)

Proof. Make the following substitutions in (A4): a <~ 60/2+ j, b <~ 6+ 1)/2 + j,
¢ < m+j+6,andm < m—n (in the sense that, for example,c—m < m+j+6 —(m—n) =
n+ j+6). Then

awbry . O/24 (@ +1)/2+ j)y,
cryc—mygy — (m+j+0) g0+ j+0)y
_,ulQRj+2k+6) T(m+j+6) T(tj+0)
rO+2j) T'm+j+0+kbTn+j+6+k’
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by using the duplication formula (A.8). Identity (A.4) becomes

F0+.0+1+.9+ 4

~ ) ) n )

St — J Jiz
_"i'(m—n)f‘(Zj—i—Zk—i—@) Fm+j+60) Tm+j+6)
_k:O k rO®+2j) T'm+j+0+k)Tn+j+0+k

k
z 0 6+1
) Fl=,——;0 kiz). 2.22
><<4) (2, 7 +n+ ,z) (2.22)
bet T(m+6) (2] +6) 0 6+ 1
0 m + J+ m .0+ . .
O j r(j+9)r(m+j+9)(j> <2+J y TLOHmAIR

Then, by (2.22), we have

0 (n) T'(n+6) ’”X‘: (m —n)m+0);) (j+k! Tk+j+6) (E)k o
Cns = JITG+0) = M j+k) k' Tn+j+k+0)\4 Q.

(2.23)
The limit form of this identity as m — oo is

o0

07, (1)L $ Ut T ke F<21+2k+9>(£>"
ni =\ )T +0 kK T(+k+n+0) T(+k+0)j\4)"

k=0

A representation following from (2.11) and (2.5) is
P(A)(1) = j) = E[(1 — UpU/ T V2 (14 0= 08 (v,

where U, is N(0, 7)-distributed and V, = 4U,(1 + U;)~2. Substituting (2.23) into this and
shifting the summation index by j shows that (2.20) holds. The limit form (2.21) of (2.20)
clearly holds.

Remark 2.10. Equations (2.20) and (2.21) have probabilistic interpretations. If a sample
of n genes is taken from the leaves of a coalescent tree of m > n genes, then the distributions
of nonmutant lines in the two trees at time ¢ back are related by the equation

m—n+j
P(AG(H) = j) = Y P(AN(1) =] | A1) =) P(A, () =1).
I=j

The interpretation in (2.20) is that, for j =1 — (m —n), ..., 1,

PAY) = j | Ay = 1) = — " F<n+9><z> T +6)

m—NDITG+OH\j/T(n+1+6)
mp
and in (2.21) that, for j =0, ..., [,
. ' T(n+06) /I ra+eo)
PA() = j | A (1) = 1) = — () . 225
(A, @) =Jj | Ax@®) =1 TG 10\ Turi+0) (2.25)
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The distribution of the number of lineages in a subtree of size n of a coalescent tree of m genes
at time ¢ back was studied in Saunders et al. (1984) and corresponds to the distribution (2.24)
when 6 = 0.

We now describe the sampling of n genes from the leaves of a coalescent tree. This provides
detail about the family size distribution subtended by ancestral lines in the sample, as well as
independent proofs of (2.24) and (2.25).

Recall that Ago (t) is the number of nonmutant lines at time ¢ back in a coalescent tree
with an infinite number of leaves. Given that Ago(t) = [, the relative family size distribution
of the nonmutant families subtended by the [ edges (Vi, ..., V;) is Dirichlet with parameters
I,1,...,1, 80, with density

1

r@+1 o-1 !
%(1—21&) , O<v1,...,v1<1,2vi<l. (2.26)
i=1 i=1

The total relative frequency of mutant families is 1 — Zf: 1 Vi. The relative sizes of new
mutant families are distributed as are the atoms in a Poisson—Dirichlet point process PD(6),
independent of Vi, ..., V; (Griffiths (1980), Watterson (1984), Donnelly and Tavaré (1987)).
Then (given that Ago(t) = 1) a sample of n genes from the infinite-leaf coalescent tree has
its own n-coalescent tree in which the number of nonmutant lines at time ¢ back is Aﬁ (1),
which is the number of family types from 1, 2, ..., [ represented in a multinomial sample from
Vi, Va, ..., Vi. Let the labelled configuration of the number of genes in j nonmutant families
in a sample of size n be Q = (Q1, ..., Q;). Thus,

PO=q. ANty =j| A% () =1

~ n! <z> E[Vql Ly <1 “yy, )”""'}
Taqlgit(n— gD \j ! J '

r=1

__ (l) On—Iq)) . (2.27)
(n—1gD'\j/ 6 +Dw

Summing over the partition g of n into j nonzero parts with j < |¢| < n, we have

P(|Q|=|q|,A§(l)=jIAgo(t)=1)=<|Q|_1) n! <l> Oin—ig)

i—1)a—=1gn\;) @+
_ rg+o) (n—j)B P 3
G = D@ \jq| — ;) Plab O+ n = lab

n T(n+0) <1) I +6)

NN ACEIET))

(2.28)

Interpreting (2.28) as
P(10| = Iql, AS(t) = j | A%(t) = 1)
=P(1Ql =gl | AS(1) = HPAY(1) = | AL () =1)
immediately gives

P(Q| =gl | AY() = j) =

(j = DIT®)

I'(+6) <n—j
lgl —J

.)B(ICII,G +n—lql),
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and (2.25) holds. It follows from (2.27), (2.28), and (2.25) that

(a) the sample conﬁguration Q conditional on Ag (t) = j is independent of the number of
population lines A? oo (t), and

(b) the sample configuration Q conditional on A9 (t) =j and |Q| = |gq| is uniformly
distributed on the (Iql 1) labelled partitions W1th q+---+q; =lql.

The analogue of (2.26) for a sample of size # is that, for j < |g| < n,

. FG+6) (n lq] !
P = Ae = = — B (% —
(Q=q| A% =) (j—l)!F(9)<|q| )(|q| +n |q|>(J 1)

_ =D Ou-igp
(n—1gD! @ + Na—igh

Distribution (2.29) was derived in Watterson (1984). The distribution of the configuration of
sizes of mutant families conditional on |Q| = |q| is distributed according to Ewens’ sampling
formula in a sample of n — |g| genes.

The distribution of Q when 6 = 0 (and, hence, |Q| = n) is the labelled ancestral partition
distribution of Kingman (1982), where the n sample genes are partitioned into j classes with a
uniform probability

(2.29)

0 n—1\"! .
P(Q=q[A,0)=))= (;—1) : l=<j=n

Let Q be the family size distribution in a sample of m genes of /[ nonmutant lines at time ¢ back.
To have Afl (t) = j ina subsample of n genes from the original m we require from the n genes a
configuration a = (al, ..., aj) within families iy, ..., i; of sizes g;,, . . ., qi;- This probability
is the same for all ( ) ch01ces of families. Thus,

PAS () =j | A% () =1) 230
! (Zi) o (Z;)(IZ:”Z”)

0.2, 6

_G) =0t B

(r:) O+ Dn—py (n—la!

QY. ()0 £ = laDen—igi-e—la
> () (aj> —(i—laD)! (232

a>0,qg>0 a1 (m - |q|

P(Q=q | A% =1

231

where summation is over nonzero entries of a and ¢, with |a| < n and |¢| < m. For a fixed a,
the sum of (2.32) over ¢ > 0 is recognised as the coefficient of s™ in the generating function

J l
[H sak(l _ s)(dk+1)][ 1_[ S(l _ s)1j|sn|a(1 _ s)7(0+nf\a|) — Sn+[7j(1 _ s)*(9+l+n).

k=1 k=j+1
That is, the sum is equal to
(9 + [ + n)(m_n_(l_j))

(m—n—(1—j)! 239
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Also,

) Op—tay _ O+ Dw-j
(n — |a])! (n— !

a>0

which is the coefficient of s in s/(1 —s)~/ (1 — s)~?. To evaluate (2.30), collecting terms
from (2.31) and (2.33) yields

PAY () =j | A%t =1
_ Q) =Dt @Dy O+ Wiy
(" O+ Dnery (=  (m—n—(1—j))!
S = PDITG+O)\j/T(n+1+06) mi) ’

J
which is identical to (2.24).

2.2. Time to the most recent common ancestor

Corollary 2.5. Let T° be the time to the most recent common ancestor of the population. The
distribution function of T® is

o —(l/z)i)((l _ ﬂeix) e—x2/2t
P(T° < 1) = ’/8/ ¢ : dx, 234
==t | T arper e (234
where B =e™".
The density of T® is

—(1/2)ix (1 _ Baixy a—x2/2t
3e-/8) / e A —pe) e T (2.35)

oo (1B 2mr

where B = e~ 2.

Proof. The proof follows from P(T° < t) = P(Ago (t) = 1), the fact that the density of 7°
is P(Ago (t) = 2), and (2.19) with 6 = 0.

Corollary 2.6. Let TY be the time when the last nonmutant ancestral line is lost from the
population. The distribution function of T? is

00 e—(1/2)ix(1 _ ,Beix) e—x2/2t

P(T? <1)=¢'/? / dx, (2.36)

oo (14 Beix)? 2t

where g = e 9/2,
The density of T? is

o0 e—(1/2)ix(1 _ ﬁeix) e—x2/2t

10(0 + De~@/2H1/8 / dx, (2.37)

oo (14 BeM)2H0 ooy
where = e~(1/20+2),

Proof. The proof follows from P(T? < 1) = P(Ago(t) = 0) and the fact that the density
of T% is (8/2) P(A% (1) = 1).
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Remark 2.11. Formulae analogous to (2.34)—(2.37) for a sample are easily derived from (2.5)
and (2.10). If T,° and T, are sample analogues then

0 . .
P(Tno < t) — eI/S/ e(l/Z)IJC(l _ eI)C)

—00
1 5 ) 5 e—X7/2
xnn — 1)/ v(l —v)" (1 —ve™)" “dv dx (2.38)
0 V2t
and
o
P(T9 <) = e(1/8)(9—1)2:/ e(@—l)ix/2(1 _ eix)
" —0o0
INCIIN 1 . 7)62/21
X M VI = v)" A = vet) ! dve dx.
F(n+06) Jo 2wt
(2.39)
2.3. The probability generating function of Ago @)
Corollary 2.7. The probability generating function of Ago(t),
6
G g1, () = Els"="],
is given by
0—1.1/8 Oo (1/2)i i 1 i ® 1)e_x2/2t
G, (5)=2"""¢ f e WA — pe™K 1 + pe” + K17V ——dx (2.40)
Ao (1) oo Pt

for0 >0, where p = e~ 9/2 and K = [(1 + pe¥)? — 4psel*]1/2.

Proof. The proof follows from integral representation (2.14) of the distribution of Ago(t)
and the identity (A.12). Substituting

sp eix
w=-——
(1+ pei)?
into the identity and simplifying gives (2.40).

Corollary 2.8. The probability generating function of A% is given by

G (s) = ¢'/8 /OO —(1/2)ix 1 — v o—x%/2 d 2.41)
0 S)==¢ (& —_— X, R
Aoc(t) o0 KO /27Tt

where KO = [(1 + e%)2 — dsel¥]1/2,
Proof. Substituting & = 0 into (2.40), simplifying, and noting that

—x2 /2t
dx =0

* (1/2)i ixy €
e~ (1 — pe™)
/—oo V2t

gives (2.41).
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Remark 2.12. The generating function for the Jacobi polynomials Pn(a’ﬁ ) (z) is

o0
FeP@n =3 pel @

n=0
=2TPRI1 —r + R (1 +r+R)F,

where R = [1 — 2zr + r2]'/2. The first two polynomials are

PP =1 and PP =12+ D+ @+B+2) - DI

(2.42)

The Jacobi polynomials are orthogonal on the distribution of Z = 2X — 1, where X has a
beta(e + 1, B + 1) distribution. The Legendre polynomials {P,(z)} are a special case with
o = B = 0 and generating function R~!, and are orthogonal on the uniform distribution on

(-1, 1].

The generating function G A9, 0 (), (2.40), is related to the Jacobi polynomial generating
function (2.42). If we make the “substitutions o < 0,8« 0—1,r <« pe*,andz < 25 — 1,

then
R — [1 _ 2(2S _ 1)peix + pZeZix]l/Z — [(1 + peiJC)z _ 4pseiX]1/2
and we see that
efxz/Zt

G .o (S) — el/S/ e*(l/z)IX(l _ ,oelx)F(O’e*l)(Zs -1, ,Oelx) dx
- oo NirT

00 ) . ) e ¥
:et/S/ e—(l/Z)IX(l _IOCIX)Ze—lR—l(l _l_pelx +R)—(9—1) 2
—00

00
— Z [efn(n+071)t/2 _ ef(n+])(n+9)t/2]Pr§O,971)(2S -1
n=0

o0
=1+ et to=bi2p0=D s — 1) — POV (25 — 1))

n=1

The first two terms in (2.43) evaluate to

1— @O+ De 2 4+ 1)e /%,

using
PO D25 —1) = -0 4 (6 + Ds.
If 6 = 0 then
el/8 oo ] _ 2ix e—x2/2t
G - —(1/2)ix d
0= /W ) R o

I e
=5+ E;C nin l)t/Z[Pn(zs - 1) - Pn72(2s - 1)]7

where RO = [(1 + e™*)2 — dgei*]1/2,
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From the identity (A.7) with ¢ = 0, we have
_ 0 _
n(POO D2y —1)— P Vx—1) = —2<n + —)(1 — 0Pk —1), (2.44)

allowing terms in the expansion (2.43) to be expressed differently.
An alternative form for the probability generating function of Ago (1), based on (2.16), is

—x2/2t
2

G .o (s):2971e<1/8)(971)t/ e(1/2)(6—- I)IX(I_CIX)K 1[1+elx+K] o-1¢ dx.
Ao (1) \/2—

—00
. A (2.45)

where now K = [(1 + ¢'¥)? — 4se™*]1/2. The generating function is important in deriving both
the distribution of the time to loss or fixation of an allele and the distribution of the age of a
mutation.
2.4. The time to loss or fixation of an allele

In a diffusion process model for the frequency of an allele subject to loss by nonreversible
mutation at rate 6 /2, the generator is

L_1(1 )32 193
0= T T e

Let T be the time to loss of an allele of initial frequency 1 — p. Then

P(Ty <1) =) PAS () = j)p’,

j=0

with a corresponding density of

fr (1) = Zm +6 = Dp/~ (1 = p)P(AL (1) = )).
] 1
The distribution is derived by arguing that either there are no nonmutant lines from the initial
population, or the roots of the nonmutant lines in the initial population do not belong to the allele
under consideration (Griffiths and Li (1983) Tavaré (1984), Ethier and Griffiths (1993)). The
probability generating function of A? oo () immediately gives two representations, a complex

integral from (2.45) and a Jacobi polynomial expansion from (2.43), for the distribution function
of T@.

Theorem 2.4. The distribution function of Ty is
P(Ty <1t) = GAgo(t)(P)
_ f-1.(/8)6—1) /oo e(1/2(G=Dix (| _ gir)

—00
1 i ® 1)e_x2/2t
x K7 (1+e*"+K) YV ——7—dx
2t
o
- Ze—n(n+9—1)t/2[PrEO,9—1)(2p “ 1= PO, 1y,

n=1

where K = [(1 + e™)? — 4pel¥]1/2,
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Remark 2.13. The usual way to find u(x, t) = P(Ty < t) from an initial frequency x is to solve
the differential equation

ad
Eu = Lgu, (2.46)

with (0, ) = 1. The solution to (2.46) is easily verified by using the identity for forward
equations (1.3) (with n = o0) on the left-hand side. The Jacobi polynomial solution can be
derived by using an eigenvalue—eigenvector approach using a differential equation property of
the Jacobi polynomials.
With
yn = POV 2x —1) — PO D2y — 1,

we have

Loyy = —3n(n+6 — Dyy. (2.47)
To verify (2.47), first consider the identity (2.44); then verify that the right-hand side of (2.44)
satisfies (2.47) by obtaining an identical differential equation for (1 — x)P,fl_’?_l) 2x—1)
from (A.6).

Kimura derived eigenfunction expansions for transition distributions and associated absorp-
tion time distributions. A review of Kimura’s research can be found in Watterson (1996).
Kimura’s solution of (2.47) is discussed in Tavaré (1984).

If & = 0 then there are two allele types subject to random drift. The probability that the allele
type of initial frequency 1 — p is lost by time ¢ is the probability that the allele of frequency p
is fixed by time 7, namely G 40 () (P).

2.5. The age of a mutation

The age, &,, of a mutation observed to be at a current frequency x in a neutral model is
known to have a distribution

P& <0 =Y (1 —x) "' P(AL (M) = )), (2.48)

j=1

with a corresponding density of

1 = .
fe )= 5% G = D=0 2PALM) = )

=2

(Griffiths and Tavaré (1998)).
An integral representation for the distribution of &, follows directly from (2.48) and Theo-
rem 2.4 with the substitutions 0 <— 6 and 1 —x <« p.

Corollary 2.9. We have

t/8 o ] — 2y o—(1/20)y?
P, <)== / e /2% 8 (2.49)
2(1=x) Joxo R(x)  /2nt
1 o0
=14+ ——> e DV2P,(1 —2x) — P, p(1 - 2x)],
+2(1_x) nzze [P ( X) n—2( x)]

where R(x) = [(1 + ei}’)z _ 4(1 _ x)eiy]l/Z.
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The density of & is

X
fEx(t;x) = E i‘;go(f)(l —)C)

2iy —(1/21)y?
_ 66[/8x /oo e(3/2)iy1 —e 1y e 1/2t)y dy
o R(x)> 27t

Remark 2.14. The distribution of the age of a mutation observed to be of frequency b in a
sample of n genes is, from Griffiths (2003, Equation (25)),

(n—2)!
b-2)'n—b—1)!

1
/ N1 = x)"PPg, < 1) dx.
0

Denoting the age by &;', we have, directly from (2.49), that

n _ (n—2)! e!/8 oo —(1/2)iy 2iy
P(EbSt)_(b—2)!(n—b—1)!7/_me (=)

e—(1/20y?

——dy.
V2t Y

1
X / 1A = )" TR dx
0

2.6. Wrapped normal integral representations

Complex integral representations of real functions in this paper have the form E[G (e!X")],
where X; is N(O, t)-distributed and G(¢) = ¢~ V2 H(¢), where H(¢) has a Laurent series
expansion for |£| < 1. The function G(e*") is thus periodic with period 2. Alternative
integral representations are found using a wrapped normal distribution of X, /2 mod 2x. The
identities in (2.50) and (2.51) follow from the Poisson summation formula in complex analysis.
The alternative forms are suitable for numerical evaluation: (2.50) for small values of v and
(2.51) for larger values of v. The accuracy of truncated series can be found by making an integral
comparison with the series tail and then applying the upper inequality from Equation (7.1.13)
of Abramowitz and Stegun (1972):

1 XZ/OO _tzdt< 1 -0
EE—— e < , x = 0.
x+/x2+2 x X +/x2+ @/m)

Lemma 2.2. Let X be N(0, v)-distributed and let Y = X mod 27. Then Y has a density, for
0 <y < 2m, given by

1 ad 2
(y:v) = E : e~ (/2 (y+2mk)/v (2.50)
a5y W 2mv oo
1 1 2
=5 + — E cos(ky)e */2, 0<y<2m. (2.51)
T 7w
k=1

Corollary 2.10. Let X, bg N(O, t)-distributed. For a function, G(¢), with domain {z €
C: |¢| < 1} such that G (%) is periodic with period 27, we have

27
BIG(e¥1)] = /O G(@)q(y; 1/4) dy. (252)
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Remark 2.15. If N
G =z"1-2) ad

=0
then

2 0
. .
/ GE)g(y;t/4)dy = E (@jt1—aje Q@j+D%/8,
0 =
and g (y; t/4) can be replaced by

[peas ,
Glyit/4) = = cos((2) + Dy)e @+
T

in (2.52), since the integral of terms of the form
cos(2jy)e V(1 — e?)ely

vanishes for j,/ =0, 1,....

Appendix A.

A.1. Hypergeometric function properties

Reference numbers AB are to equations in Abramowitz and Stegun (1972).

Definition A.1. (AB 15.1.1)

o0

F(a,bie;2) =)

k=0

agba 2

. A.l
C(k) k! ( )

The series terminates at k = m if a = —m.
An integral representation for ¢ > b > 0 is (AB 15.3.1)

I'(c) ! b—1 —b—1 -
Fa,b;c;7) = ————— t 1—1)° 1 —1z)"%dr.
@bieid) = rme— [ A=
The hypergeometric function satisfies the differential formula (AB 15.2.2)

d* Fla b o 7 = 20P® . .
— (a,b;c;2) = ——=F(a+k,b+k;c+k;2) (A.2)
dz Ck)
and the differential equation (AB 15.5.1)
201 —=2)F"+[c—(a+b+ 1)z]F —abF =0.

Lemma A.1. (AB 15.2.4) The hypergeometric function satisfies

d}’l
@[ZC—IF(a, b;c;2)] = (c —n)wz" " 'F(a,b;c —n; 2), (A.3)
which is equivalent to

n

b

F(a,b;c—n;z):Z " Msz(a+k,b+k;c—n+k;z). (A4)
=0 k C(k)(c—l’l)(k)
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Proof. Equation (A.4) follows directly by expanding the derivative of the product of terms
on the left-hand side of (A.3), applying the identity (A.2), and then simplifying the coefficient
(€ = Din—k1 awbw _ _ awbw

(c—mm ck cayc—mpy

Remark A.1. Hypergeometric function identities for F(a,b;a — b + 1;z) are given in
AB 15.3.26-28. The identity AB 15.3.26 is

Fa,bija—b+1;2)=(1+2"Fla, ta+Lia—b+ 1,420+ 2072,
By applying this identity we obtain
F(—n+j+1,0+2j;n+j+06;2)

=FO+2j,n+j+1;n+j+06;2)

_ ; 6  .0+1 . _
=(1+2z) “’“J)F(E + i i+ 0542+ 2) 2). (A.5)

A limit that is seen directly from (A.5) is
Hm F(—n+j+1,0+2jin+j+0:2) =1+2"7,
n—o0

because all the terms in the series expansion of the hypergeometric function on the right-hand
side of (A.5) tend to O, apart from the constant term, 1.

(AB22.6.1). Lety = P,fa’ﬂ ). The Jacobi polynomials satisfy the differential equation
(1=xD)y" +@—B—(@+B+2x)y +n(n+a+p+1y=0. (A.6)
(AB 22.7.15). Furthermore,

(n +3+ § + 1)(1 0P D) = m+a+ DPOP ) -+ DRI 0. A7)

(AB 6.1.18). The gamma function satisfies the following duplication formula:
I'(22) = 2m)~ 2227 12r )Mz + ).

Lemma A.2. We have
'2j+0) 22jI‘(j +6/2)T(+ 6 +1)/2)

rey r®/2) T +1)/2) A9
Lemma A.3. Let z € Cwith |z| < 1 and a € R witha > 0. An identity is
o0
1=+ = 1+ Y (~DA @k +a - DD, (A9)

k=1
Proof. For k > 1, the coefficient of ZFin (A9)is
e + k) . (_1)k71 Ma+k—-1) (_1)kr‘(a + k)
I'(x)k! F)k—1)! I'(a)k!
Xk-1)

=Dk +a—1) o

(—* (@+k—1+k)
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LemmaAd4. Letz € Cwith |z] < 1and 6 € Rwith 6 > 0. An identity is

oo .
rej+0) j —Q2j+6
—— (1 -1+ F = 1. A.10
gr(ﬁe)ﬂ (1-2)(1+2) (A.10)
Proof. The constant term in the power series expansion of (A.10) is unity, evaluated from
the term in the series on the left-hand side with j = 0, setting z = 0.
For k > 1, the coefficient of z¥ in (A.10) is

Xk: F(2j+9){ s P04+ k=)
—T(j+6)]!
_Xk: TG+60+k—1)
B — TG+ k=D

i 1F(2]+9+k—]—1)}
I'2j+0)k - rej+6)k—j—-Dnt

D@+ 0 +k—j— 1)+ (k- )}

2+ —1) &
- & )Z<>( DEI (G + 00 A1)

j=0
=0.
The sum (A.11) equals 0 because (j + 6)—1) is a polynomial of degree k — 1 in j which can

be expressed as a linear sum in the basis elements (jj;;, 0 </ < k — 1). For any of the basis

elements we have
k

k .
> <j)(_l)k_’jm = k(1 - D=0

J=0

LemmaA.5. Let w € C with |w| < }‘ and 6 € R with 6 > 0. An identity is

S LCIAD oot (T dw) ! (1 4+ VT Fw) @D, (A.12)
TG+

Proof. Substitute

z
= — A.13
(1+42)? A1)
into (A.10). The left-hand side of (A.12) is then equal to
1 6
(14 z(w)) , (A.14)
1 —z(w)
where
w) 1—V1—4w
(W) = ————
14+ /1 —4w
is the solution to (A.13) such that z(0) = 0. Equation (A.14) simplifies to the right-hand side
of (A.12).
Lemma A.6. Let w € C with lw| < zlt and 6 € R with 6 > 0. An identity is
> TQ2j+6) ; 0 60+1
PRy o L 0; 4w (A.15)
e r'Gy+6);! 27 2
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Proof. By direct calculation,

ST Q2j+6) T@) = DG+0/DTO/2 TG+ 6 +1)/2)
Z—w/ - Zz T wd
S TG+0)]! re/2? = LG+ L@+ 1)/2);!
_ i 0/2)() (0 +1)/2)j) @w)’
= @) jt

as required.

Remark A.2. There are alternative hypergeometric function expressions for (A.15); see
AB 15.3.15 to AB 15.23.18. The expressions follow from Kummer’s quadratic transformation
formulae for F(a, b; 2b; 7). Equations (A.15) and (A.12) are seen to be identical from the
identity AB 15.3.17,

11 —2a 1 1 [1=-JVT=2\?
F(a, b;2b;7) = ——i——\/l—z) F[a,a—b—i——;b—i——;(—’) ],
( ) <2 2 2 2 \14+41—-¢

witha = (0 +1)/2,b = 6/2, and z = 4w. Sincea —b+ 3 = 1,a = b+ }, and
F(a,1:a;v) = (1 —v)", (A.12) follows.

A.2. Alternative proof of Theorem 2.1
The generator corresponding to standard Brownian motion is
197
T 209x%

Thus, for suitable functions Q(X;), whose second derivatives exist, we have

d
e E[Q(X:)] = E[LQ(X/)]. (A.16)
Write (2.5) as
P(AY(1) = j) = eW/DE- DI EHE (1)), (A.17)
where X, is N(O, r)-distributed. In (2.5), P(Ag (0) = j) = 8y, j, the Kronecker delta, because,
ast — 0,
BLH, ;@] = im(I =) F(—n+j+ 1.0 +2jin+j+0:2) =8 (Al8)
>

since the hypergeometric function in (A.18) is bounded as z — 1if j < n and equal to (1 — 27!
if j = n. Applying (A.16) yields

a 2 : 2 .

9 /801 0 aiXiyy — o(1/8)(0—1)% 0 (.iX

57° E[H, j(e")]=e E[G,, ;(e71)],
where

Gy (2) =40 — *HY ;(2) — 32HY () — 522 HY'(2). (A.19)
It is enough to show the equivalence of (A.19) and

jG+60-1) G+DG+6)
G j (@) = == H, () + = H] (),
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because then (1.3) holds, and the generator claimed for Az () is correct. We can equivalently

show that
(G+DG+6) 1 . 1 1
o= 2J Hy (@) = g0 +2j - *Hy (2) — EzH,?fj(z) - EzzH,fj}(z). (A.20)
Let ‘
Kf () =202 — ) F(—n+j+ 1,0 + 2jin + j +6; 2).
Then )
o _ Cn+0)2j+06) (n)K9 .
B TG+OTm+j+0)\j/) ™/

and (A.20) is equivalent to
2j+0)2j+0+ 1D —j) 1 .
P Kf,jH(z) = 4_1(9 +2j— 1)2Kf,j(z) — ZK,%(Z) — zzK,?f;(z).

(A.21)
Now, K,f’ j (z)=K Sf%o because of its functional form, and the coefficients in (A.21) are also
functions of n — j and 6 + 2. It is therefore sufficient to show that (A.21) holds when j = 0,
because then we can replace n by n — j and 6 by 6 + 2 to obtain the general form. That is, it
is sufficient to show that

no @ +1)
n+6

1
Ki1@) = 70 = K} 0(2) — 2K} () = 2K} 2). (A.22)

The proof now uses the hypergeometric identity (2.11) to express K 3’1(1) (on the left-hand
side) in terms of K 3y0(z) and K n%(z). This is based on the equations

0 60+1 4z
K o) =221 -0+ F( 2, ——in+6;, —— |,
no0@) =z (I-2)(1+2) ) n+ e

_ 0 6+1 47
Kg,l(z) = z(9+1)/2(1 —2)(1+2) (0+2)F<§ +1, —+1L;n+6+1; ),

2 (1+2)?
0 6+1 4z
/ . .
F(E,T,n-l-@, m)

0@ +1)4(1 —2) (9 0+1 4z >
= Fl=+1,—+Ln+0+1, ——= ).
4n+0) (1422 \2 2 (1+z)?

Using the hypergeometric differential equation

and

2= F"+[n+60+m—0—-2)z]F +(n—1)0F =0,

with F = F(—n + 1, 0; n + 0, ), we also express K,f’i (z) (on the right-hand side) in terms of
K S’O(z) and K S fo(z), to show that (A.22) holds. Much algebraic manipulation shows that both
sides of (A.22) are equal to

0—1
2

—nz(l—z)_l(l—i-z)[ z—l—(1—z)‘l—9(1+z)—1}K3,0<z)+nz(1—z)—1(1+z)1<,§’j0(z>,

(A.23)
completing the proof.
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