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#### Abstract

The number $N$ of rational points on an algebraic curve of genus $g$ overa finite field $\mathbb{F}_{q}$ satisfies the Hasse-Weil bound $N \leqslant q+1+2 g \sqrt{q}$. A curve that attains this bound is called maximal. With $g_{0}=\frac{1}{2}(q-\sqrt{q})$ and $g_{1}=\frac{1}{4}(\sqrt{q}-1)^{2}$, it is known that maximalcurves have $g=g_{0}$ or $g \leqslant g_{1}$. Maximal curves with $g=g_{0}$ or $g_{1}$ have been characterized up to isomorphism. A natural genus to be studied is $g_{2}=\frac{1}{8}(\sqrt{q}-1)(\sqrt{q}-3)$, and for this genus there are two non-isomorphic maximal curves known when $\sqrt{q} \equiv 3(\bmod 4)$. Here, a maximal curve with genus $g_{2}$ and a non-singular plane model is characterized as a Fermat curve of degree $\frac{1}{2}(\sqrt{q}+1)$.
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## 1. Introduction

For a non-singular model of a projective, geometrically irreducible, algebraic curve $\mathcal{X}$ defined over a finite field $\mathbb{F}_{q}$ with $q$ elements, the number $N$ of its $\mathbb{F}_{q}$-rational points satisfies the Hasse-Weil bound, namely (see [We], [Sti, §V.2])

$$
|N-(q+1)| \leqslant 2 g \sqrt{q}
$$

If $\mathcal{X}$ is plane of degree $d$, then this bound implies that

$$
\begin{equation*}
|N-(q+1)| \leqslant(d-1)(d-2) \sqrt{q} \tag{1.1}
\end{equation*}
$$

These bounds are important for applications in Coding theory (see, for example, [Sti]) and in finite geometry (see [H, Ch. 10]). In these subjects, one is often interested in curves with many $\mathbb{F}_{q}$-rational points and, in particular, maximal curves, that is, curves where $N$ reaches the upper Hasse-Weil bound.

The approach of Stöhr and Voloch [SV] to the Hasse-Weil bound shows that an upper bound for $N$ can be obtained via $\mathbb{F}_{q}$-linear series. This upper bound depends
not only on $q$ and $g$, as does the Hasse-Weil bound, but also on the dimension and the degree of the linear series.

In [HK1] an upper bound for $N$ was found in the case that $\mathcal{X}$ is a plane curve. It turns out that this bound is better than the upper bound from (1.1) under certain conditions on $d$ and $q$. The bound in [HK1] is not symmetrical in the different types of points that a non-singular plane curve has. In fact, two types of $\mathbb{F}_{q}$-rational points of $\mathcal{X}$ are distinguished: (a) regular points (non-inflexion points), and (b) inflexion points. Let $M_{q}$ and $M_{q}^{\prime}$ be the numbers of type (a) and (b) respectively. If $d$ and $q$ satisfy certain restrictions, then

$$
\begin{equation*}
2 M_{q}+M_{q}^{\prime} \leqslant d(q-\sqrt{q}+1) \tag{1.2}
\end{equation*}
$$

and equality holds if and only if $\mathcal{X}$ is a non-singular plane maximal curve over $\mathbb{F}_{q}$ of degree $d=\frac{1}{2}(\sqrt{q}+1)$. Actually, (1.2) holds true for any (possible singular) irreducible plane curve $\mathcal{C}$ defined over $\mathbb{F}_{q}$ provided that $M_{q}$ and $M_{q}^{\prime}$ are introduced in the following way. Let $\mathcal{X}$ be the normalization of $\mathcal{C}$, and let $g_{d}^{2}$ be the linear series associated to the morphism $\pi: \mathcal{X} \rightarrow \mathcal{C}$. For a point $P$ of $X$ let $\left(j_{0}, j_{1}, j_{2}\right)$ be the order sequence of $\mathcal{X}$ at $P$ with respect to $g_{d}^{2}$. If $\pi(P)$ is centred at an $\mathbb{F}_{q}$-rational point, then $P$ is of type (a) or (b) according as $j_{2}=2 j_{1}$ or not. In [HK1] the result was also phrased in terms of branches (or places), in the same terminology as [Wa, Chapter IV]; a branch $\pi(P)$ has order $\alpha$ and class $\beta$ if $(0, \alpha, \alpha+\beta)$ is the order sequence of $\mathcal{X}$ at $P$ with respect to $g_{d}^{2}$. The result given by (1.2) is the starting point of our research.

An example of a curve attaining the equality in (1.2) is provided by the Fermat curve $\mathcal{F}$ (see Section 3) with equation, in homogeneous coordinates ( $U, V, W$ ),

$$
\begin{equation*}
U^{(\sqrt{q}+1) / 2}+V^{(\sqrt{q}+1) / 2}+W^{(\sqrt{q}+1) / 2}=0 . \tag{1.3}
\end{equation*}
$$

The main result of the paper is to show the following converse (see Section 5).
THEOREM 1.1. If $\mathcal{X}$ is a non-singular plane maximal curve over $\mathbb{F}_{q}$ of degree $\frac{1}{2}(\sqrt{q}+1)$, then it is $\mathbb{F}_{q}$-isomorphic to $\mathcal{F}$ when $q \geqslant 121$.

This result is connected to recent investigations on the genus of maximal curves [FT], [FGT], [FT1]. The genus $g$ of a maximal curve $\mathcal{X}$ over $\mathbb{F}_{q}$ is at most $\frac{1}{2} \sqrt{q}(\sqrt{q}-1)$ [Ih], [Sti, §V.2] with equality holding if and only if $\mathcal{X}$ is $\mathbb{F}_{q}$-isomorphic to the Hermitian curve with equation

$$
u^{\sqrt{q}+1}+v^{\sqrt{q}+1}+w^{\sqrt{q}+1}=0,
$$

[R-Sti]. In [FT] it was observed that

$$
g \leqslant \frac{1}{4}(\sqrt{q}-1)^{2} \quad \text { if } \quad g<\frac{1}{2} \sqrt{q}(\sqrt{q}-1)
$$

a result conjectured in [Sti-X]. Also, if $q$ is odd and

$$
\frac{1}{4}(\sqrt{q}-1)(\sqrt{q}-2)<g \leqslant \frac{1}{4}(\sqrt{q}-1)^{2},
$$

then $g=\frac{1}{4}(\sqrt{q}-1)^{2}$ and $\mathcal{X}$ is $\mathbb{F}_{q}$-isomorphic to the non-singular model of the curve with affine equation $y^{q}+y=x^{(\sqrt{q}+1) / 2}$ [FGT, Thm. 3.1], [FT1, Prop. 2.5]. In general, the situation for either $q$ odd and $g \leqslant \frac{1}{4}(\sqrt{q}-1)(\sqrt{q}-2)$ or $q$ even and $g \leqslant \frac{1}{4} \sqrt{q}(\sqrt{q}-2)$ is unknown. In the latter case, an example where equality holds is provided by the non-singular model of the curve with affine equation

$$
\sum_{i=1}^{t} y^{\sqrt{q} / 2^{i}}=x^{q+1}, \quad \sqrt{q}=2^{t}
$$

and it seems that this example may be the only one up to $\mathbb{F}_{q}$-isomorphism [AT].

In [FGT, §2] the maximal curves obtained from the affine equation $y^{\sqrt{q}}+y=x^{m}$, where $m$ is a divisor of $(\sqrt{q}+1)$, are characterized by means of Weierstrass semigroups at an $\mathbb{F}_{q}$-rational point; the genera of these curves are given by $g=\frac{1}{2}(\sqrt{q}-1)(m-1)$. If $m=\frac{1}{4}(\sqrt{q}+1)$ and $\sqrt{q} \equiv 3(\bmod 4)$, we find two curves of genus $\frac{1}{8}(\sqrt{q}-1)(\sqrt{q}-3)$, namely the curve with affine equation $y^{\sqrt{q}}+y=x^{(\sqrt{q}+1) / 4}$ and the curve $\mathcal{F}$ of our main result. It turns out that these curves are not $\overline{\mathbb{F}}_{q}$-isomorphic (see Remark 4.1(ii)). As far as we know, this is the first example of two maximal curves of a given genus that are not $\mathbb{F}_{q}$-isomorphic for infinitely many values of $q$. It is an interesting open problem to decide if the two examples of maximal curves with genus $g_{2}$ are the only ones.

As in [HK], [HK1], [FT], [FGT], [FT1], the key tool used to carry out the research here is the approach of Stöhr and Voloch [SV] to the Hasse-Weil bound applied to suitable $\mathbb{F}_{q}$-linear series on the curve.

Convention. From now on, the word curve means a projective, geometrically irreducible, non-singular, algebraic curve.

## 2. Background

In this section we summarize background material concerning Weierstrass points and Frobenius orders from [SV, §§1-2].

Let $\mathcal{X}$ be a curve of genus $g$ defined over $\overline{\mathbb{F}}_{q}$ equipped with the action of the Frobenius morphism $\Phi_{\mathcal{X}}$ over $\mathbb{F}_{q}$. Let $\mathcal{D}$ be a $g_{d}^{r}$ on $\mathcal{X}$ and suppose that it is defined over $\mathbb{F}_{q}$. Then associated to $\mathcal{D}$ there exist two divisors on $\mathcal{X}$, namely the ramification divisor, denoted by $R=R^{\mathcal{D}}$, and the $\mathbb{F}_{q}$-Frobenius divisor, denoted by $S=S^{\mathcal{D}}=S^{(\mathcal{D}, q)}$. Both divisors describe the geometrical and arithmetical properties of $\mathcal{X}$; in particular, the divisor $S$ provides information on the number $\# \mathcal{X}\left(\mathbb{F}_{q}\right)$ of $\mathbb{F}_{q}$-rational points of $\mathcal{X}$.

For $P \in \mathcal{X}$, let $j_{i}(P)$ be the $i$ th $(\mathcal{D}, P)$-order, $\varepsilon_{i}=\varepsilon_{i}^{\mathcal{D}}$ be the $i$ th $\mathcal{D}$-order $(i=0, \ldots, r)$, and $v_{i}=v_{i}^{(\mathcal{D}, q)}$ be the $i$ th $\mathbb{F}_{q}$-Frobenius order of $\mathcal{D}(i=0, \ldots, r-1)$. The curve $\mathcal{X}$ is $\mathcal{D}$-classical, or $\mathcal{D}$ is classical, if $\left(\varepsilon_{0}, \ldots, \varepsilon_{r}\right)=(0, \ldots, r)$. Similarly, $\mathcal{X}$ is $\mathcal{D}$-Frobenius classical, or $\mathcal{D}$ is Frobenius classical, if $\left(v_{0}, \ldots, v_{r-1}\right)=(0, \ldots, r-1)$. Then the following properties hold:
(1) $\operatorname{deg}(R)=(2 g-2) \sum_{i=0}^{r} \varepsilon_{i}+(r+1) d$;
(2) $j_{i}(P) \geqslant \varepsilon_{i}$ for each $i$ and each $P$;
(3) $v_{P}(R) \geqslant \sum_{i=0}^{r}\left(j_{i}(P)-\varepsilon_{i}\right)$ and equality holds if and only if $\left.\operatorname{det}\binom{j_{i}(P)}{\varepsilon_{j}}\right) \not \equiv$ $0(\bmod p)$;
(4) $\left(v_{i}\right)$ is a subsequence of $\left(\varepsilon_{i}\right)$;
(5) $\operatorname{deg}(S)=(2 g-2) \sum_{i=0}^{r-1} v_{i}+(q+r) d$;
(6) $v_{i} \leqslant j_{i+1}(P)-j_{1}(P)$, for each $i$ and each $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$;
(7) $v_{P}(S) \geqslant \sum_{i=0}^{r-1}\left(j_{i+1}(P)-v_{i}\right)$, for each $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, and equality holds if and only if $\operatorname{det}\left(\left(^{j_{i+1}(P)} v_{v_{j}}\right)\right) \not \equiv 0(\bmod p)$.

Therefore, if $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, properties (6) and (7) imply
(8) $\quad v_{P}(S) \geqslant r j_{1}(P)$.

Consequently, from (5) and (8), we obtain the main result of [SV], namely,
(9) $\# \mathcal{X}\left(\mathbb{F}_{q}\right) \leqslant \operatorname{deg}(S) / r$.

## 3. Plane Maximal Curves of Degree $(\sqrt{q}+1) / 2$

Throughout this section we use the following notation:
(a) $\quad \Sigma_{1}$ is the linear series on a plane curve over $\mathbb{F}_{q}$ obtained from lines of $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$, and $\Sigma_{2}$ is the series obtained from conics;
(b) for $i=1$, 2, the divisor $R_{i}$ is the ramification divisor and $S_{i}$ is the $\mathbb{F}_{q}$-Frobenius divisor associated to $\Sigma_{i}$;
(c) $j_{n}^{i}(P)$ is the $n$th $\left(\Sigma_{i}, P\right)$-order;
(d) $\varepsilon_{n}^{i}=\varepsilon_{n}^{\Sigma_{i}}$ and $v_{n}^{i}=v_{n}^{\left(\Sigma_{i}, q\right)}$;
(e) $p=\operatorname{char}\left(\mathbb{F}_{q}\right)$.

LEMMA 3.1. Let $\mathcal{X}$ be a plane non-singular curve over $\mathbb{F}_{q}$ of degree $d$. If $d \not \equiv 1(\bmod p)$, then $\mathcal{X}$ is classical for $\Sigma_{1}$.

Proof. See [Par, Corollary 2.2] for $p>2$ and [Ho, Corollary 2.4] for $p \geqslant 2$.

COROLLARY 3.2. Let $\mathcal{X}$ be a plane non-singular maximal curve over $\mathbb{F}_{q}$ of degree d with $d \not \equiv 1(\bmod p)$ and $2<d \leqslant(\sqrt{q}+1)^{2} / 3$. Then there exists $P_{0} \in \mathcal{X}\left(\mathbb{F}_{q}\right)$ whose $\left(\Sigma_{1}, P_{0}\right)$-orders are $0,1,2$.

Proof. Suppose that $j_{2}^{1}(P)>2$ for each $P \in \mathcal{X}\left(\mathbb{F}_{\mathrm{q}}\right)$. Then by Section 2(3) and the previous lemma we would have $v_{P}\left(R_{1}\right) \geqslant 1$ for such points $P$. Consequently, by Section 2(1) and the maximality of $\mathcal{X}$, it follows that

$$
\operatorname{deg}\left(R_{1}\right)=3(2 g-2)+3 d \geqslant \# \mathcal{X}\left(\mathbb{F}_{q}\right)=(\sqrt{q}+1)^{2}+\sqrt{q}(2 g-2)
$$

so that

$$
0 \geqslant(\sqrt{q}+1)\left(\sqrt{q}+1-\frac{3 d}{\sqrt{q}+1}\right)+(2 g-2)(\sqrt{q}-3)
$$

a contradiction.
Note that the hypothesis on $d$ rules out the possibility $q=4$.
Throughout the remainder of the paper, let $\mathcal{X}$ be a plane non-singular maximal curve of degree $d$. We have the following relation between $\left(\Sigma_{1}, P\right)$-orders and ( $\Sigma_{2}, P$ )-orders for $P \in \mathcal{X}$.

Remark 3.3 [GV, p. 464]. For $P \in \mathcal{X}$, the set

$$
\left\{j_{1}^{1}(P), j_{2}^{1}(P), 2 j_{1}^{1}(P), j_{1}^{1}(P)+j_{2}^{1}(P), 2 j_{2}^{1}(P)\right\}
$$

is contained in the set of $\left(\Sigma_{2}, P\right)$-orders.
Now suppose that $d$ satisfies the hypotheses in Corollary 3.2 and let $P_{0} \in \mathcal{X}\left(\mathbb{F}_{q}\right)$ be as in this corollary. Then, by Remark 3.3 and the fact that $\operatorname{dim}\left(\Sigma_{2}\right)=5$, the $\left(\Sigma_{2}, P_{0}\right)$-orders are $0,1,2,3,4$ and $j:=j_{5}^{2}\left(P_{0}\right)$ with $5 \leqslant j \leqslant 2 d$. Therefore, by Section 2(2), (6), (4),
(a) the $\Sigma_{2}$-orders are $0,1,2,3,4$ and $\varepsilon:=\varepsilon_{5}^{2}$ with $5 \leqslant \varepsilon \leqslant j$;
(b) the $\mathbb{F}_{q}$-Frobenius orders are $0,1,2,3$ and $v:=v_{4}^{2}$ with $v \in\{4, \varepsilon\}$.

COROLLARY 3.4. Let $\mathcal{X}$ be a plane non-singular maximal curve over $\mathbb{F}_{q}$ of degree $d=\frac{1}{2}(\sqrt{q}+1)$. If $\sqrt{q} \geqslant 11$, then
(1) the $\Sigma_{2}$-orders are $0,1,2,3,4, \sqrt{q}$;
(2) the $\mathbb{F}_{q}$-Frobenius orders of $\Sigma_{2}$ are $0,1,2,3, \sqrt{q}$.

Proof. The curve $\mathcal{X}$ satisfies the hypotheses in Corollary 3.2. So, with the above notation, we have to show that $\varepsilon=v=\sqrt{q}$.
(a) First it is shown that $v=\varepsilon$.

We have already seen that $v \in\{4, \varepsilon\}$. From Section 2(5), (8) and the maximality of $\mathcal{X}$ we have that

$$
\begin{aligned}
\operatorname{deg}\left(S_{2}\right) & =(6+v)(2 g-2)+(q+5)(\sqrt{q}+1) \\
& \geqslant 5 \# \mathcal{X}\left(\mathbb{F}_{q}\right) \\
& =5(\sqrt{q}+1)^{2}+5 \sqrt{q}(2 g-2),
\end{aligned}
$$

so that

$$
\begin{equation*}
(\sqrt{q}-5)(\sqrt{q}-6-v) \leqslant 0 \tag{3.1}
\end{equation*}
$$

Then, if $v=4$, we would have $\sqrt{q} \leqslant 10$, a contradiction.
(b) Now, $p$ divides $\varepsilon$ (see [G-Ho, Corollary 3]). From Section 2(6) and (a),

$$
v=\varepsilon \leqslant j_{5}\left(P_{0}\right)-j_{1}\left(P_{0}\right) \leqslant \sqrt{q} .
$$

Therefore, from (3.1), the fact that $\sqrt{q}>5$, and (a),

$$
\varepsilon \in\{\sqrt{q}-6, \sqrt{q}-5, \sqrt{q}-4, \sqrt{q}-3, \sqrt{q}-2, \sqrt{q}-1, \sqrt{q}\}
$$

Since $p>2$ and $p$ divides $\varepsilon$, the possibilities are reduced to the following:

$$
\varepsilon \in\{\sqrt{q}-6, \sqrt{q}-5, \sqrt{q}-3, \sqrt{q}\} .
$$

If $\varepsilon=\sqrt{q}-6$, then $p=3$ and by the $p$-adic criterion [SV, Corollary 1.9] $\varepsilon=6$ and so $\sqrt{q}=12$, a contradiction.

If $\varepsilon=\sqrt{q}-5$, then $p=5$. Since $\binom{\sqrt{q}-5}{5} \not \equiv 0(\bmod 5)$, by the $p$-adic criterion we would have that 5 is also a $\Sigma_{2}$-order, a contradiction.

If $\varepsilon=\sqrt{q}-3$, then $p=3$ and so $\sqrt{q}=9$, which is eliminated by the hypothesis that $\sqrt{q} \geqslant 11$.
Hence $\varepsilon=\sqrt{q}$, which completes the proof.
Now the main result of this section can be stated. We recall that a maximal curve $\mathcal{X}$ over $\mathbb{F}_{q}$ is equipped with the $\mathbb{F}_{q}$-linear series $\mathcal{D}_{\mathcal{X}}:=\left|(\sqrt{q}+1) P_{0}\right|, P_{0} \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, which is independent of $P_{0}$ and provides a lot of information about the curve (see [FGT, §1]).

THEOREM 3.5. Let $\mathcal{X}$ be a plane maximal curve over $\mathbb{F}_{q}$ of degree $\frac{1}{2}(\sqrt{q}+1)$. Suppose that $\sqrt{q} \geqslant 11$. Then the linear series $\mathcal{D}_{\mathcal{X}}$ is the linear series $\Sigma_{2}$ cut out by conics.

Proof. First it is shown that, for $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, the intersection divisor of the osculating conic $\mathcal{C}_{P}^{(2)}$ and $\mathcal{X}$ satisfies

$$
\begin{equation*}
\mathcal{C}_{P}^{(2)} \cdot \mathcal{X}=(\sqrt{q}+1) P \tag{3.2}
\end{equation*}
$$

To show this, let $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$; then, by Corollary 3.4(1) and Section 2(6), we have that $v=\sqrt{q} \leqslant j_{5}(P)-j_{1}(P) \leqslant \sqrt{q} \quad$ (recall that $\left.\operatorname{deg}\left(\Sigma_{2}\right)=\sqrt{q}+1\right)$. Consequently $j_{5}^{2}(P)=\sqrt{q}+1$ and so (3.2) follows.

This implies that $\Sigma_{2} \subseteq \mathcal{D}_{\mathcal{X}}$. Then to show the equality it is enough to show that $n+1:=\operatorname{dim}\left(\mathcal{D}_{\mathcal{X}}\right) \leqslant 5$. To see this we use Castelnuovo's genus bound for curves in projective spaces as given in [FGT, p. 34]: the genus $g$ of $\mathcal{X}$ satisfies

$$
2 g \leqslant \begin{cases}(2 \sqrt{q}-n)^{2} /(4 n) & \text { if } n \text { is even } \\ \left((2 \sqrt{q}-n)^{2}-1\right) /(4 n) & \text { if } n \text { is odd }\end{cases}
$$

Suppose that $n+1 \geqslant 6$. Then, since $2 g=(\sqrt{q}-1)(\sqrt{q}-3) / 4$, we would have

$$
(\sqrt{q}-1)(\sqrt{q}-3) / 4 \leqslant\left((2 \sqrt{q}-5)^{2}-1\right) / 20=(\sqrt{q}-3)(\sqrt{q}-2) / 5
$$

a contradiction. This finishes the proof.
Next we compute the $\left(\Sigma_{1}, P\right)$-orders for $P \in \mathcal{X}$.

LEMMA 3.6. Let $\mathcal{X}$ be a plane maximal curve over $\mathbb{F}_{q}$ of degree $\frac{1}{2}(\sqrt{q}+1)$ and let $P \in \mathcal{X}$.
(1) Two types of $\mathbb{F}_{q}$-rational points of $\mathcal{X}$ are distinguished:
(a) regular points, that is, points whose $\left(\Sigma_{1}, P\right)$-orders are $0,1,2$, so that $v_{P}\left(R_{1}\right)=0$;
(b) inflexion points, that is, points whose $\left(\Sigma_{1}, P\right)$-orders are $0,1, \frac{1}{2}(\sqrt{q}+1)$, so that $v_{P}\left(R_{1}\right)=(\sqrt{q}-3) / 2$.
(2) If $P \notin \mathcal{X}\left(\mathbb{F}_{q}\right)$, the $\left(\Sigma_{1}, P\right)$-orders are $0,1,2$, so that $v_{P}\left(R_{1}\right)=0$.

Proof. For each $P \in \mathcal{X}$ we have that $j_{1}^{1}(P)=1$ because $\mathcal{X}$ is non-singular. So we just need to compute $j(P):=j_{2}^{1}(P)$.

We know that $\mathcal{D}_{\mathcal{X}}=\Sigma_{2}=2 \Sigma_{1}, \operatorname{dim}\left(\Sigma_{2}\right)=5$, and that $j_{5}^{2}(P)=\sqrt{q}+1$ provided that $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$ (see proof of Theorem 3.5). In addition, by [FGT, Thm. 1.4(ii)], $j_{5}^{2}(P)=\sqrt{q}$ for $P \notin \mathcal{X}\left(\mathbb{F}_{q}\right)$.

Suppose that $j(P)>2$. Then from Remark 3.3 we must have $j_{5}^{2}(P)=2 j(P)$. Since $\sqrt{q}$ is odd, this is the case if and only if $2 j(P)=\sqrt{q}+1$ and $P \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, because of the above computations.

The computations for $v_{P}\left(R_{1}\right)$ follow from Section 2(3).
Let

$$
M_{q}=M_{q}(\mathcal{X}):=\#\left\{P \in \mathcal{X}\left(\mathbb{F}_{q}\right): j_{2}^{1}(P)=2\right\}
$$

and

$$
M_{q}^{\prime}=M_{q}^{\prime}(\mathcal{X}):=\#\left\{P \in \mathcal{X}\left(\mathbb{F}_{q}\right): j_{2}^{1}(P)=\frac{1}{2}(\sqrt{q}+1)\right\} .
$$

THEOREM 3.7. Let $\mathcal{X}$ be a plane maximal curve over $\mathbb{F}_{q}$ of degree $\frac{1}{2}(\sqrt{q}+1)$. Suppose that $\sqrt{q} \geqslant 11$. Then
(1) $\quad M_{q}=(\sqrt{q}+1)(q-\sqrt{q}-2) / 4$;
(2) $M_{q}^{\prime}=3(\sqrt{q}+1) / 2$.

Proof. By Lemma 3.6,

$$
\begin{equation*}
M_{q}+M_{q}^{\prime}=\# \mathcal{X}\left(\mathbb{F}_{q}\right) \tag{3.3}
\end{equation*}
$$

From this result, Lemma 3.1 and $\S 2(1)$,

$$
\begin{equation*}
\operatorname{deg}\left(R_{1}\right)=3(2 g-2)+\frac{3(\sqrt{q}+1)}{2}=\frac{\sqrt{q}-3}{2} M_{q}^{\prime} \tag{3.4}
\end{equation*}
$$

The result now follows from (3.3) and (3.4), by taking into consideration the maximality of $\mathcal{X}$ and that $2 g-2=(\sqrt{q}-5)(\sqrt{q}+1) / 4$.

## 4. The Example

In this section we study an example of a plane maximal curve of degree $\frac{1}{2}(\sqrt{q}+1)$. In the next section we will see that this example is, up to $\mathbb{F}_{q}$-isomorphism, the unique plane maximal curve of degree $\frac{1}{2}(\sqrt{q}+1)$.

Let $q$ be a square power of a prime $p \geqslant 3$, and let $\mathcal{F}$ be the Fermat curve given by (1.3). Then $\mathcal{F}$ is non-singular and maximal. This is because $\mathcal{F}$ is covered by the Hermitian curve with equation $u^{\sqrt{q}+1}+v^{\sqrt{q}+1}+w^{\sqrt{q}+1}=0$ via the morphism $(u, v, w) \mapsto(U, V, W)=\left(u^{2}, v^{2}, w^{2}\right)($ La, Prop. 6).

Remark 4.1. (i) The inflexion points of $\mathcal{F}$ relative to $\Sigma_{1}$ are the ones over $U=\lambda$, over $V=\lambda$ and over $W=\lambda$ for $\lambda$ a $(\sqrt{q}+1) / 2$ th root of -1 . To see this we observe that the morphism $U: \mathcal{F} \rightarrow \mathbb{P}^{1}\left(\overline{\mathbb{F}}_{q}\right)$ has $(\sqrt{q}+1) / 2$ points, say $Q_{1}, \ldots, Q_{(\sqrt{q}+1) / 2}$ over $U=\infty$ and it has just one point, say $P_{i}$, over $U=\lambda_{i}$ with $\lambda_{i}^{(\sqrt{q}+1) / 2}=-1$. Hence, for each $i=1, \ldots,(\sqrt{q}+1) / 2, \operatorname{div}\left(U-\alpha_{i}\right)=\frac{1}{2}(\sqrt{q}+1) P_{i}-\sum_{j} Q_{j}$. A similar result holds for $\operatorname{div}\left(V-\alpha_{i}\right)$ and $\operatorname{div}\left(W-\alpha_{i}\right)$.
(ii) The Weierstrass semigroup at any of the $3(\sqrt{q}+1) / 2$ points above is $\langle 2(\sqrt{q}-1), 2(\sqrt{q}+1)\rangle$.
The fact that $(\sqrt{q}-1) / 2$ is a non-gap at an inflexion point is explained as follows. In (i), the affine functions $U, V, W$ are really the projective functions $U / W, V / W, W / U$. Hence $\operatorname{div}\left(1 /(U / W)-\alpha_{i}\right)=\sum_{j} Q_{j}-\frac{1}{2}(\sqrt{q}+1) P_{i} \quad$ and $\operatorname{div}(V / W)=\sum_{j} P_{j}-\sum_{j} Q_{j}$. Then by using the product of both functions we find that $(\sqrt{q}-1) / 2$ is a Weierstrass non-gap at $P_{i}$.

Since this semigroup cannot be the Weierstrass semigroup at a point of the non-singular model $\mathcal{X}$ of $y^{\sqrt{q}}+y=x^{(\sqrt{q}+1) / 4}, \sqrt{q} \equiv 3(\bmod 4)$, [G-Vi], we conclude that $\mathcal{F}$ is not $\overline{\mathbb{F}}_{q}$-isomorphic to $\mathcal{X}$; hence these curves are not $\mathbb{F}_{q}$-isomorphic.

Let $\lambda_{1}, \ldots, \lambda_{(\sqrt{q}-1) / 2}, \lambda:=\lambda_{(\sqrt{q}+1) / 2}$ be the roots of $T^{(\sqrt{q}+1) / 2}=-1$, and so each $\lambda_{i}$ is in $\mathbb{F}_{q}$. Let $\mathcal{Y}$ be the non-singular model of the affine curve with equation

$$
\begin{equation*}
X^{(\sqrt{q}+1) / 2}=F(Y), \tag{4.1}
\end{equation*}
$$

with $F(Y) \in \mathbb{F}_{q}[Y]$ satisfying the following properties:
(a) $\operatorname{deg} F=(\sqrt{q}-1) / 2$;
(b) the roots of $F$ are $c_{j}:=\left(\lambda_{j}-\lambda\right)^{-1}, j=1, \ldots,(\sqrt{q}-1) / 2$;
(c) either $F(0)^{\sqrt{q}-1}=1$ or $F(0)^{\sqrt{q}-1}=-1$.

PROPOSITION 4.2. The curve $\mathcal{F}$ is $\mathbb{F}_{q}$-isomorphic to $\mathcal{Y}$.
Proof. Write $f=U^{(\sqrt{q}+1) / 2}=\sum_{j=0}^{(\sqrt{q}+1) / 2} A_{j}(U-\lambda)^{j}$ with $A_{j}=\left(D_{U}^{j} f\right)(\lambda)$ and $D_{U}^{j}$ the $j$ th Hasse derivative. We have that $A_{0}=-1$ and $A_{(\sqrt{q}+1) / 2}=1$, so that

$$
\begin{equation*}
\frac{U^{(\sqrt{q}+1) / 2}+1}{(U-\lambda)^{(\sqrt{q}+1) / 2}}=\sum_{j=1}^{(\sqrt{q}+1) / 2} A_{j} \frac{1}{(U-\lambda)^{(\sqrt{q}+1) / 2-j}} \tag{4.2}
\end{equation*}
$$

Also, Equation (1.3) with $W=1$ is equivalent to

$$
\left[\frac{V}{U-\lambda}\right]^{(\sqrt{q}+1) / 2}=\sum_{j=1}^{(\sqrt{q}+1) / 2} \frac{-A_{j}}{(U-\lambda)^{(\sqrt{q}+1) / 2-j}}
$$

Consequently, for $X=V /(U-\lambda)$ and $Y=1 /(U-\lambda)$ we obtain an equation of type (4.1). From (4.2),

$$
F(Y)=\sum_{j=1}^{(\sqrt{q}+1) / 2}\left(-A_{j}\right)=-Y^{(\sqrt{q}+1) / 2}\left[\left(\frac{1}{Y}+\lambda\right)^{(\sqrt{q}+1) / 2}+1\right]
$$

belongs to $\mathbb{F}_{q}[Y]$, it has degree $(\sqrt{q}-1) / 2$, its roots are $\left(\lambda_{j}-\lambda\right)^{-1}$ $(j=1, \ldots,(\sqrt{q}-1) / 2)$, and $F(0)=A_{(\sqrt{q}+1) / 2} \in \mathbb{F}_{\sqrt{q}}$.
Conversely, let us start with (4.1). Writing $F(Y)=k \prod_{j=1}^{(\sqrt{q}-1) / 2}\left(Y-c_{j}\right)$ with $k \in \mathbb{F}_{q}^{*}$, $c_{j}:=\lambda_{j}-\lambda$, and setting $X=V /(U-\lambda)$ and $Y=1 /(U-\lambda)$, from (4.1) we find that

$$
V^{(\sqrt{q}+1) / 2}=k(-1)^{(\sqrt{q}-1) / 2} \prod_{j} c_{j}\left(U^{(\sqrt{q}+1) / 2}+1\right)
$$

Since $k(-1)^{(\sqrt{q}-1) / 2} \prod_{j} c_{j}=F(0)=: c^{-1}$, we then have an equation of type

$$
\begin{equation*}
c V^{(\sqrt{q}+1) / 2}=U^{(\sqrt{q}+1) / 2}+1 \text { with } c^{2(\sqrt{q}-1)}=1 \tag{4.3}
\end{equation*}
$$

Let $\varepsilon \in \overline{\mathbb{F}}_{p}$ such that $c \varepsilon^{(\sqrt{q}+1) / 2}=-1$. Then (4.3) implies that $\varepsilon \in \mathbb{F}_{q}^{*}$. Then setting $V=\varepsilon V^{\prime}$ we obtain an equation of type (1.3) with $W=1$.

## 5. Proof of the Main Result

Throughout the whole section we let $q \geqslant 121$ and fix the following notation:
(a) $\mathcal{X}$ is a non-singular plane maximal curve over $\mathbb{F}_{q}$ of degree $\frac{1}{2}(\sqrt{q}+1)$;
(b) $f=0$ is a minimal equation of $\mathcal{X}$ with $f \in \mathbb{F}_{q}[X, Y]$.

From Lemma 3.1 and Corollary 3.4, $\mathcal{X}$ has the following properties:
(i) $\mathcal{X}$ is classical for $\Sigma_{1}$;
(ii) $\mathcal{X}$ is non-classical for $\Sigma_{2}$;
(iii) $\mathcal{X}$ is Frobenius non-classical for $\Sigma_{2}$.

Plane curves satisfying (i), (ii), (iii) above have been characterized in terms of their equations [GV], [HK1].

LEMMA 5.1. There exist $h, s, z_{0}, \ldots, z_{5} \in \mathbb{F}_{q}[X, Y]$ such that

$$
\begin{equation*}
h f=z_{0}^{\sqrt{q}}+z_{1}^{\sqrt{q}} X+z_{2}^{\sqrt{q}} Y+z_{3}^{\sqrt{q}} X^{2}+z_{4}^{\sqrt{q}} X Y+z_{5}^{\sqrt{q}} Y^{2} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
s f=z_{0}+z_{1} X^{\sqrt{q}}+z_{2} Y^{\sqrt{q}}+z_{3} X^{2 \sqrt{q}}+z_{4}(X Y)^{\sqrt{q}}+z_{5} Y^{2 \sqrt{q}} . \tag{5.2}
\end{equation*}
$$

For a point $P=(a, b, 1) \in \mathcal{X}$ such that $z_{i}(a, b) \neq 0$ for at least one index $i, 0 \leqslant i \leqslant 5$, the conic with equation

$$
z_{0}(a, b)+z_{1}(a, b) X+z_{2}(a, b) Y+z_{3}(a, b) X^{2}+z_{4}(a, b) X Y+z_{5}(a, b) Y^{2}=0
$$

is the osculating conic of $\mathcal{X}$ at $P$.
Note that Equation (5.2) is invariant under any change of projective coordinates. To see how the polynomials $z_{i}$ change, we introduce the matrix

$$
\Delta\left(z_{0}, \ldots, z_{5}\right)=\left(\begin{array}{ccc}
2 z_{0} & z_{1} & z_{2}  \tag{5.3}\\
z_{2} & 2 z_{3} & z_{4} \\
z_{3} & z_{4} & 2 z_{5}
\end{array}\right)
$$

and use homogeneous coordinates $(X)=\left(X_{0}, X_{1}, X_{2}\right)$. Now, if the change from $(X)$ to $\left(X^{\prime}\right)$ is given by $(X)=A\left(X^{\prime}\right)$ where $A$ is a non-singular matrix over $\overline{\mathbb{F}}_{q}$, then (5.2) becomes, again in non-homogeneous coordinates,

$$
\begin{equation*}
H F=Z_{0}^{\sqrt{q}}+Z_{1}^{\sqrt{q}} X^{\prime}+Z_{2}^{\sqrt{q}} Y^{\prime}+Z_{3}^{\sqrt{q}} X^{\prime 2}+Z_{4}^{\sqrt{q}} X^{\prime} Y^{\prime}+Z_{5}^{\sqrt{q}} Y^{\prime 2}, \tag{5.4}
\end{equation*}
$$

where $H, F, Z_{0}, \ldots, Z_{5} \in \overline{\mathbb{F}}_{q}\left[X^{\prime}, Y^{\prime}\right]$ and $F=0$ is the equation of $\mathcal{X}$ with respect to the new coordinate system. Also,

$$
\begin{equation*}
\Delta\left(Z_{0}, \ldots Z_{5}\right)=B^{t r} \Delta\left(z_{0}, \ldots, z_{5}\right) B \tag{5.5}
\end{equation*}
$$

where $B$ is the matrix satisfying $B^{\sqrt{q}}=A$. If $A$ is a matrix over $\mathbb{F}_{q}$, then $Z_{0}, \ldots, Z_{5} \in \mathbb{F}_{q}\left[X^{\prime}, Y^{\prime}\right]$, and (5.1) becomes

$$
\begin{equation*}
S F=Z_{0}+Z_{1} X^{\prime \sqrt{q}}+Z_{2} Y^{\prime \sqrt{q}}+Z_{3} X^{\prime 2 \sqrt{q}}+Z_{4}\left(X^{\prime} Y^{\prime}\right)^{\sqrt{q}}+Z_{5} Y^{\prime 2 \sqrt{q}} \tag{5.6}
\end{equation*}
$$

For a rational function $u \in \overline{\mathbb{F}}_{q}(\mathcal{X})$, the symbol $v_{P}(u)$ denotes the order of $u$ at $P \in \mathcal{X}$. Note that $z_{i}$, for $0 \leqslant i \leqslant 5$, can be viewed as a rational function of $\overline{\mathbb{F}}_{q}(\mathcal{X})$. We define $e_{P}:=-\min _{0 \leqslant i \leqslant 5} v_{P}\left(z_{i}\right)$.

LEMMA 5.2. For $P \in \mathcal{X}$, the order $v_{P}\left(\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)\right)$ is either $2+e_{P}$ or $e_{P}$ according as $P$ is an inflexion point or not.

Proof. Take $P$ as the origin and the tangent to $\mathcal{X}$ at $P$ as the $X$-axis. Since $P$ is a non-singular point of $\mathcal{X}$, there exists a formal power series $y(x) \in \overline{\mathbb{F}}_{q}[[x]]$ of order $\geqslant 1$, such that $f(x, y(x))=0$. For $0 \leqslant i \leqslant 5$, put $m_{i}=z_{i}(x, y(x)) x^{e_{P}}$, so that $v_{P}\left(m_{i}(x)\right) \geqslant 0$. From (5.1),

$$
\begin{aligned}
& m_{0}(x)^{\sqrt{q}}+m_{1}(x)^{\sqrt{q}} x+m_{2}(x)^{\sqrt{q}} y(x)+ \\
& \quad+m_{3}(x)^{\sqrt{q}} x^{2}+m_{4}(x)^{\sqrt{q}} x y(x)+m_{5}(x)^{\sqrt{q}} y(x)^{2}=0 .
\end{aligned}
$$

Putting $y=c_{s} x^{s}+\ldots$, with $c_{s} \neq 0$ and $k_{i}=v_{P}\left(m_{i}(x)\right)$, the left-hand side is the sum of six formal power series in the variable $x$ whose orders are as follows:

$$
k_{0} \sqrt{q}, k_{1} \sqrt{q}+1, k_{2} \sqrt{q}+s, k_{3} \sqrt{q}+2, k_{4} \sqrt{q}+s+1, k_{5} \sqrt{q}+2 s
$$

At least two of these orders are equal, and they are less than or equal to the remaining four. Because of Lemma 3.6 we have two possibilities:
(1) $s=\frac{1}{2}(\sqrt{q}+1)$, that is, $P$ is an inflexion point, and $k_{0} \geqslant 2, k_{1}=1, k_{2} \geqslant 1$, $k_{3} \geqslant 1, k_{4} \geqslant 1, k_{5}=0$;
(2) $s=2$, that is, $P$ is a regular point, and $k_{0} \geqslant 1, k_{1} \geqslant 1, k_{2}=k_{3}=0$, $k_{4} \geqslant 0, k_{5} \geqslant 0$.

In case (1), $\operatorname{det}\left(\Delta\left(z_{0}(x), \ldots, z_{5}(x)\right)\right)=x^{e_{P}}\left[c x^{2}+\ldots\right]$, where $c=-c_{5} c_{1}^{2}$ with $m_{5}(x)=c_{5}+\ldots$ and $m_{1}(x)=c_{1} x+\ldots$. In case (2), $\operatorname{det}\left(\Delta\left(z_{0}(x), \ldots, z_{5}(x)\right)\right)=$ $x^{e_{P}}[c+\ldots]$, where $c=-c_{3} c_{4}$ with $m_{3}(x)=c_{3}+\ldots$, and $m_{4}(x)=c_{4}+\ldots$. This completes the proof of the lemma.

Following $\quad[\mathrm{SV}, \S 1]$, let $\phi: \mathcal{X} \rightarrow \mathbb{P}^{5}\left(\overline{\mathbb{F}}_{q}\right)$ be the morphism where $\phi(Q)=\left(z_{0}, \ldots, z_{5}\right)$, for a point $Q \in \mathcal{X}$, and $z_{i} \in \overline{\mathbb{F}}_{q}(\mathcal{X})$. Since $P \in \mathcal{X}$ is a non-singular point of $\mathcal{X}$, there exists a formal power series $y(x) \in \overline{\mathbb{F}}_{q}[[x]]$ of order $\geqslant 1$ such that $f(x+a, y(x)+b)=0$, where $P=(a, b, 1)$. Let

$$
m_{i}(x)=z_{i}(x+a, y(x)+b) x^{e_{P}},
$$

with $i=0, \ldots, 5$. Then we have

$$
\phi(P)=\left(m_{0}(x), \ldots, m_{5}(x)\right),
$$

which is a primitive branch representation of $\phi(P)$.

LEMMA 5.3. The degree of $\phi(\mathcal{X})$ is $\sqrt{q}+1$.
Proof. Let $\Sigma$ denote the cubic hypersurface in $\mathbb{P}^{5}\left(\overline{\mathbb{F}}_{q}\right)$ given by (5.3). By the previous lemma, the intersection multiplicity $I(\phi(\mathcal{X}), \Sigma ; \phi(P))$ of $\phi(\mathcal{X})$ and $\Sigma$ at $\phi(P)$ is either 2 or 0 according as $P$ is an inflexion point or a regular point of $\mathcal{X}$. This shows that $\phi(\mathcal{X})$ is not contained in $\Sigma$. From Bézout's theorem and Theorem 3.7(2), we obtain $3 \operatorname{deg}(\phi(\mathcal{X}))=2.3(\sqrt{q}+1) / 2$, whence $\operatorname{deg}(\phi(\mathcal{X}))=\sqrt{q}+1$.

LEMMA 5.4. For a generic point $P \in \mathcal{X}$, there exists a hyperplane $H$ such that
(1) $I(\phi(\mathcal{X}), H ; \phi(P)) \geqslant \sqrt{q}$;
(2) the Frobenius image $\Phi(\phi(P))$ lies on $H$.

Proof. Choose a point $P=(a, b, 1) \in \mathcal{X}$ such that $z_{i}(a, b) \neq 0$ for at least one index $i$, with $0 \leqslant i \leqslant 5$. Then

$$
\phi(P)=\left(z_{0}(a, b), z_{1}(a, b), z_{2}(a, b), z_{3}(a, b), z_{4}(a, b), z_{5}(a, b)\right) .
$$

Note that all points of $\mathcal{X}$, apart from a finite number of them, are of this kind. Let $X_{0}+\alpha X_{1}+\beta X_{2}+\alpha^{2} X_{3}+\alpha \beta X_{4}+\beta^{2} X_{5}=0$ be the equation of the hyperplane $H$, where $\alpha=a^{\sqrt{q}}, \beta=b^{\sqrt{q}}$. There exists a formal power series $y(x)$ of order $\geqslant 1$ such that $f(x+a, y(x)+b)=0$. Putting $z_{i}(x)=z_{i}(x+a, y(x)+b)$, we have

$$
\begin{aligned}
& I(\phi(\mathcal{X}), \Sigma ; \phi(P)) \\
& \quad=\operatorname{ord}\left\{z_{0}(x)+\alpha z_{1}(x)+\beta z_{2}(x)+\alpha^{2} z_{3}(x)+\alpha \beta z_{4}(x)+\beta^{2} z_{5}(x)\right\} .
\end{aligned}
$$

From (5.2) we have

$$
\begin{aligned}
& z_{0}(x)+z_{1}(x)(x+a)^{\sqrt{q}}+z_{2}(x)(y(x)+b)^{\sqrt{q}}+z_{3}(x)(x+a)^{2 \sqrt{q}}+ \\
& \quad+z_{4}(x)((x+a)(y(x)+b))^{\sqrt{q}}+z_{5}(x)(y(x)+b)^{2 \sqrt{q}}=0 .
\end{aligned}
$$

Since $y(x)$ has order $\geqslant 1$, that is, $y(x)=c x+\ldots$, then

$$
\begin{aligned}
& z_{0}(x)+z_{1}(x) a^{\sqrt{q}}+z_{2}(x) b^{\sqrt{q}}+ \\
& \quad+z_{3}(x) a^{2 \sqrt{q}}+z_{4}(x)(a b)^{\sqrt{q}}+z_{5}(x) b^{2 \sqrt{q}}+x^{\sqrt{q}}[\ldots]=0,
\end{aligned}
$$

which proves (1).
To check (2), note that (5.1) yields

$$
\begin{aligned}
& z_{0}(a, b)^{\sqrt{q}}+z_{1}(a, b)^{\sqrt{q}} a+ \\
& \quad+z_{2}(a, b)^{\sqrt{q}} b+z_{3}(a, b)^{\sqrt{q}} a^{2}+z_{4}(a, b)^{\sqrt{q}}(a b)+z_{5}(a, b)^{\sqrt{q}} b^{2}=0 .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& z_{0}(a, b)^{q}+z_{1}(a, b)^{q} a^{\sqrt{q}}+z_{2}(a, b)^{q} b^{\sqrt{q}}+ \\
& \quad+z_{3}(a, b)^{q} a^{2 \sqrt{q}}+z_{4}(a, b)^{q}(a b)^{\sqrt{q}}+z_{5}(a, b)^{q} b^{2 \sqrt{q}}=0 .
\end{aligned}
$$

Since

$$
\Phi(\phi(P))=\left(z_{0}(a, b)^{q}, z_{1}(a, b)^{q}, z_{2}(a, b)^{q}, z_{3}(a, b)^{q}, z_{4}(a, b)^{q}, z_{5}(a, b)^{q}\right)
$$

and $\alpha=a^{\sqrt{q}}, \beta=b^{\sqrt{q}}$, so (2) follows.
Now, the linear series of hyperplanes sections of $\phi(\mathcal{X})$ is equivalent to the base-point-free linear series $\mathcal{D}-E$, where $\mathcal{D} \cong \mathbb{P}\left(\left\langle z_{0}, \ldots, z_{5}\right\rangle\right)$ and $E:=$ $\sum_{P \in \mathcal{X}} e_{P} P$. By Lemma 5.3, this linear series is contained in $\mathcal{D}_{\mathcal{X}}=\left|(\sqrt{q}+1) P_{0}\right|$, $P_{0} \in \mathcal{X}\left(\mathbb{F}_{q}\right)$, because $\mathcal{X}$ is maximal; hence $(\sqrt{q}+1) P_{0} \sim \sqrt{q} P+\Phi_{\mathcal{X}}(P)$ ( $[\mathrm{FGT}$, Corollary 1.2]). Note that we do not assert that equality holds. In fact, this is the case if and only if $\phi(\mathcal{X})$ is not degenerate, that is, $z_{0}, \ldots, z_{5}$ are $\overline{\mathbb{F}}_{q}$-linearly independent. This gives the following result.

LEMMA 5.5. The base-point-free linear series of $\mathcal{X}$ generated by the curves $z_{0}, \ldots, z_{5}$ is contained in $\mathcal{D}_{\mathcal{X}}$.

The next step is to determine the degrees of the $z_{i}$.
LEMMA 5.6. The degrees satisfy $\max _{0 \leqslant i \leqslant 5} \operatorname{deg}\left(z_{i}\right)=2$.
Proof. As before, the base-point-free linear series $\sum_{i=0}^{5} c_{i} z_{i}-E$ on $\mathcal{X}$ is contained in $\mathcal{D}_{\mathcal{X}}$; hence it is contained in the linear series cut out by conics on $\mathcal{X}$, by Theorem 3.5. This implies the existence of constants $d_{j}^{(i)}$ such that $\operatorname{div}\left(z_{i}\right)-E=\operatorname{div}\left(d_{i}\right)$, $i=0, \ldots, 5$, where

$$
d_{i}=d_{i}(X, Y)=d_{0}{ }^{(i)}+d_{1}{ }^{(i)} X+d_{2}{ }^{(i)} Y+d_{3}{ }^{(i)} X^{2}+d_{4}{ }^{(i)} X Y+d_{5}{ }^{(i)} Y^{2}
$$

Choose an index $k$ such that $z_{k}(X, Y) \not \equiv 0(\bmod f(X, Y))$. Then

$$
\operatorname{div}\left(z_{i} / z_{k}\right)=\operatorname{div}\left(d_{i} / d_{k}\right)
$$

Thus $z_{i}(X, Y) d_{k}(X, Y) \equiv z_{k}(X, Y) d_{i}(X, Y)(\bmod f(X, Y))$. Now, re-write (5.1) in terms of $d_{i}(X, Y)$ :

$$
h f d_{k}=z_{k}{ }^{\sqrt{q}}\left(d_{0}^{\sqrt{q}}+d_{1}^{\sqrt{q}} X+d_{2}^{\sqrt{q}} Y+d_{3}^{\sqrt{q}} X^{2}+d_{4}^{\sqrt{q}} X Y+d_{5}^{\sqrt{q}} Y^{2}\right)
$$

Since $z_{k}(X, Y) \not \equiv 0(\bmod f(X, Y))$, so $f(X, Y)$ must divide the other factor on the right-hand side, and hence there exists $g \in \overline{\mathbb{F}}_{q}[X, Y]$ such that

$$
g f=d_{0}{ }^{\sqrt{q}}+d_{1}^{\sqrt{q}} X+d_{2}^{\sqrt{q}} Y+d_{3}^{\sqrt{q}} X^{2}+d_{4}^{\sqrt{q}} X Y+d_{5}^{\sqrt{q}} Y^{2}
$$

with $\operatorname{deg}\left(d_{i}\right) \leqslant 2$, for $i=0, \ldots 5$. Thus we may assume that $g=h$ and $d_{i}(X, Y)=z_{i}(X, Y)$ all $i$. It remains to show that at least one of the polynomials $z_{i}(X, Y)$ has degree 2 . However, if $\operatorname{deg}\left(z_{i}(X, Y)\right) \leqslant 1$ for all $i$, then the linear series generated by $z_{0}, \ldots, z_{5}$ would be contained in the linear series cut out by lines. But this would imply that $\operatorname{deg}(\phi(\mathcal{X})) \leqslant(\sqrt{q}+1) / 2$, contradicting Lemma 5.3.

LEMMA 5.7. The polynomials $h$ and $s$ in Lemma 5.1 may be assumed to be equal.

Proof. Since $\operatorname{deg}\left(z_{i}\right) \leqslant 2$ for all $i$, we can re-write

$$
z_{0}+z_{1} X^{\sqrt{q}}+z_{2} Y^{\sqrt{q}}+z_{3} X^{2 \sqrt{q}}+z_{4}(X Y)^{\sqrt{q}}+z_{5} Y^{2 \sqrt{q}}
$$

in the form

$$
w_{0}^{\sqrt{q}}+w_{1}^{\sqrt{q}} X+w_{2}^{\sqrt{q}} Y+w_{3}^{\sqrt{q}} X^{2}+w_{4}^{\sqrt{q}} X Y+w_{5}^{\sqrt{q}} Y^{2},
$$

where $w_{i} \in \mathbb{F}_{q}[X, Y]$ and $\max _{0 \leqslant i \leqslant 5} \operatorname{deg}\left(w_{i}\right)=\max _{0 \leqslant i \leqslant 5} \operatorname{deg}\left(z_{i}\right)$. Comparing this with (5.1) we see that $z_{i}$ and $w_{i}$ only differ by a constant in $\mathbb{F}_{q}$ independent of $i$, $0 \leqslant i \leqslant 5$. Substituting $c z_{i}$ for $w_{i}$ then gives

$$
\begin{align*}
& w_{0}^{\sqrt{q}}+w_{1}^{\sqrt{q}} X+w_{2}^{\sqrt{q}} Y+w_{3}^{\sqrt{q}} X^{2}+w_{4}^{\sqrt{q}} X Y+w_{5}^{\sqrt{q}} Y^{2} \\
& \quad=c^{\sqrt{q}}\left(z_{0} \sqrt{q}+z_{1}^{\sqrt{q}} X+z_{2}^{\sqrt{q}} Y+z_{3}^{\sqrt{q}} X^{2}+z_{4}^{\sqrt{q}} X Y+z_{5}^{\sqrt{q}} Y^{2}\right) \\
& \quad=c^{\sqrt{q}} h f . \tag{5.7}
\end{align*}
$$

Now, by the previous lemma we can write $z_{i}$ explicitly in the form

$$
\begin{equation*}
z_{i}=t_{0}^{(i)}+t_{1}^{(i)} X+t_{2}^{(i)} Y+t_{3}^{(i)} X^{2}+t_{4}^{(i)} X Y+t_{5}^{(i)} Y^{2} \tag{5.8}
\end{equation*}
$$

for $i=0, \ldots 5$. Let $t:=c^{\sqrt{q}} h$; then (5.7) yields that $\left(t_{j}^{(i)}\right)^{\sqrt{q}}=c t_{i}^{(j)}$ for $0 \leqslant i, j \leqslant 5$. Putting $i=j$, this gives $c^{\sqrt{q}+1}=1$. Choose an element $k$ in $\overline{\mathbb{F}}_{q}$ such that $k^{\sqrt{q}-1}=c$, and put $d_{i}=k^{-1} z_{i}, 0 \leqslant i \leqslant 5$. Then (5.1) and (5.2) become respectively

$$
\begin{aligned}
h k^{-\sqrt{q}} f & =d_{0}^{\sqrt{q}}+d_{1}^{\sqrt{q}} X+d_{2}^{\sqrt{q}} Y+d_{3}^{\sqrt{q}} X^{2}+d_{4}^{\sqrt{q}} X Y+d_{5}^{\sqrt{q}} Y^{2} \\
t k^{-1} f & =k\left(d_{0}+d_{1} X^{\sqrt{q}}+d_{2} Y^{\sqrt{q}}+d_{3} X^{2 \sqrt{q}}+d_{4}(X Y)^{\sqrt{q}}+d_{5} Y^{2 \sqrt{q}}\right.
\end{aligned}
$$

Put $h^{\prime}=h k^{-\sqrt{q}}$ and $t^{\prime}=t k^{-1}$. Then $h^{\prime}=t^{\prime}$, and this completes the proof.
Next we determine explicitly the coefficients $t_{j}^{(i)}$ given in (5.8) or, equivalently, the $6 \times 6$ matrix $T=\left(t_{j}^{(i)}\right)$. From Lemma 5.7 we can assume that

$$
\begin{equation*}
\left(t_{j}^{(i)}\right)^{\sqrt{q}}=t_{i}^{(j)} \tag{5.9}
\end{equation*}
$$

for $0 \leqslant i, j \leqslant 5$. In other words, we can assume that $T$ is a Hermitian matrix over $\mathbb{F}_{\sqrt{q}}$.

To obtain further relations between elements of $T$, we go back to (5.3) and note that

$$
\left(\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)\right)^{\sqrt{q}}=0
$$

can actually be regarded as the equation of the Hessian curve $\mathcal{H}(Z)$ associated to the algebraic curve $\mathcal{Z}$ with equation

$$
z_{0}^{\sqrt{q}}+z_{1}^{\sqrt{q}} X+z_{2}{ }^{\sqrt{q}} Y+z_{3}{ }^{\sqrt{q}} X^{2}+z_{4}{ }^{\sqrt{q}} X Y+z_{5}{ }^{\sqrt{q}} Y^{2}=0 ;
$$

here $z_{i}=z_{i}(X, Y)$. Hence $\mathcal{H}(\mathcal{Z})$ is $\sqrt{q}$-fold covered by the curve $\mathcal{C}$ with equation $\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)=0$, and Lemma 5.2 can be interpreted in terms of intersection multiplicities between $\mathcal{C}$ and $\mathcal{X}$; namely, $I(\mathcal{C}, \mathcal{X} ; P)$ is either $2+e_{P}$ or $e_{P}$ according
as $P \in \mathcal{X}$ is an inflexion point or not. Now, $I(\mathcal{H}(\mathcal{X}), \mathcal{X} ; P)=s(P)-2$, where $\mathcal{H}(\mathcal{X})$ is the Hessian of $\mathcal{X}$ and $s(P):=I(\mathcal{X}, l ; P)$, with $l$ the tangent to $\mathcal{X}$ at the point $P$; see, for example, (Wa, Ch.4, §6)) and, for a characteristic-free approach to Hessian curves, see (OO, Ch.17)). Comparing the intersection divisors $\mathcal{C} . \mathcal{X}$ and $\mathcal{H}(\mathcal{X}) . \mathcal{X}$, we see that $(n-2) / 2 \mathcal{C} . \mathcal{X} \geqslant \mathcal{H}(\mathcal{X}) \cdot \mathcal{X}$ with $n=\frac{1}{2}(\sqrt{q}+1)$. Hence, by Noether's " $A F+B G$ " Theorem, (Sei, p. 133), we obtain

$$
\left(\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)\right)^{(n-2) / 2}=A F+B G,
$$

with $F$ the projectivization of $f$ and $A, B, G$ homogeneous polynomials in $\overline{\mathbb{F}}_{q}\left[X_{0}, X_{1}, X_{2}\right]$, where $G=0$ is the equation of $\mathcal{H}(\mathcal{X})$. As $\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)$ is a polynomial of degree 6 (cf. Lemma 5.6), while $\operatorname{deg}(G)=3(n-2)$, so $B$ must be a constant. This yields that $e_{P}=0$ for each $P \in \mathcal{X}$. For an inflexion point $P \in \mathcal{X}$, we can now infer from the proof of Lemma 5.2 that if $P=(0,0,1)$ and $l$ is the $X$-axis, then $z_{i}(0,0)=0, i=0, \ldots 4$, and thus $\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)$ has no terms of degree $\leqslant 2$. This shows that each inflexion point $P$ of $\mathcal{X}$ is a singular point of $\mathcal{C}$.
By a standard argument depending on the upper bound for the number of singular points of an absolutely irreducible algebraic curve of degree $m$, namely $(m-1)(m-2) / 2$, it can be shown that $\mathcal{C}$ is doubly covered by an absolutely irreducible cubic curve $\mathcal{U}$ of equation $u=0$, with $u$ homogeneous in $\overline{\mathbb{F}}_{q}\left[X_{0}, X_{1}, X_{2}\right]$. Hence,

$$
\begin{equation*}
\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)=u^{2} \tag{5.10}
\end{equation*}
$$

Consider now a minor $\Delta_{i j}$ of $\Delta\left(z_{0}, \ldots, z_{5}\right)$, and suppose that $\Delta_{i j}$ is not the zero polynomial. Then $\Delta_{i j}=0$ can be regarded as the equation of a quartic curve $\mathcal{V}_{i j}$. Since $\mathcal{V}_{i j}$ also passes through each inflexion point of $\mathcal{X}$, so $\mathcal{V}_{i j}$ and $\mathcal{U}$ have at least $3 n$ common points. On the other hand, $\operatorname{deg}\left(\mathcal{V}_{i j}\right) \operatorname{deg}(\mathcal{U})=12$, and because $3 n>12$, so $\mathcal{U}$ is a component of $\mathcal{V}_{i j}$. This shows the existence of linear homogeneous polynomials $l_{0}, \ldots, l_{5} \in \overline{\mathbb{F}}_{q}\left[X_{0}, X_{1}, X_{2}\right]$ such that

$$
\begin{array}{lll}
4 z_{3} z_{5}-z_{4}^{2}=u l_{0}, & 2 z_{1} z_{5}-z_{2} z_{4}=-u l_{1}, & z_{1} z_{4}-2 z_{2} z_{3}=u l_{2}, \\
4 z_{0} z_{5}-z_{2}^{2}=u l_{3}, & 2 z_{0} z_{4}-z_{1} z_{2}=-u l_{4}, & 4 z_{0} z_{3}-z_{1}^{2}=u l_{5} . \tag{5.12}
\end{array}
$$

Let $L$ denote the matrix $\Delta\left(l_{0}, l_{1}, l_{2}, l_{3}, l_{4}, l_{5}\right)$. From elementary linear algebra, $\Delta^{*}=u L$ where $\Delta^{*}$ is the adjoint of $\Delta\left(z_{0}, \ldots, z_{5}\right)$, and hence $\left(\operatorname{det}\left(\Delta\left(z_{0}, \ldots, z_{5}\right)\right)\right)^{2}=u^{3} \operatorname{det}(L)$. Comparison with (5.10) gives $u=\operatorname{det}(L)$. Thus $\Delta^{*}=\operatorname{det}(L) L$. Also, $\Delta\left(z_{0}, \ldots, z_{5}\right)$ $=\operatorname{det}(L) L^{-1}$; that is,

$$
\begin{array}{lll}
2 z_{0}=l_{3} l_{5}-l_{4}^{2}, & z_{1}=-\left(l_{1} l_{5}-l_{2} l_{4}\right), & z_{2}=l_{1} l_{4}-l_{2} l_{3}, \\
2 z_{3}=l_{0} l_{5}-l_{2}^{2}, & z_{4}=-\left(l_{0} l_{4}-l_{1} l_{2}\right), & 2 z_{5}=l_{0} l_{3}-l_{1}^{2} . \tag{5.14}
\end{array}
$$

Note that we have also seen that $\mathcal{U}$ has equation $\operatorname{det}(L)=0$.

Set

$$
\begin{aligned}
& l_{i}=a_{i} X+b_{i} Y+c_{i}, \text { for } i=0,2,3,5, \\
& l_{i}=-a_{i} X-b_{i} Y-c_{i}, \text { for } i=1,4 .
\end{aligned}
$$

Now we take an inflexion point $P$ on $\mathcal{X}$ to be the origin and the tangent of $\mathcal{X}$ at $P$ to be the $X$-axis. Also, $I(\mathcal{U}, \mathcal{X} ; P)=1$, so $P$ is a non-singular point of $\mathcal{U}$, and the tangent to $\mathcal{U}$ at $P$ is not the $X$-axis. We take this tangent to be the $Y$-axis. We are going to prove that the $Y$-axis is a component of $\mathcal{U}$. A direct computation shows that (5.11) yields

$$
\begin{align*}
& z_{0}(X, Y)=k Y^{2}  \tag{5.15}\\
& l_{5}=a_{5} X, \quad \text { with } a_{5} \neq 0 \tag{5.16}
\end{align*}
$$

By (5.9) we also have

$$
\begin{equation*}
l_{4}=-b_{4} Y, \quad b_{4} \neq 0 \tag{5.17}
\end{equation*}
$$

The first relation in (5.11), again with $u=\operatorname{det}(L)$, together with (5.15) and (5.16) yields

$$
\begin{equation*}
l_{3}=0 \tag{5.18}
\end{equation*}
$$

Then, with the unit point suitably chosen, we may also assume that

$$
\begin{equation*}
z_{0}(X, Y)=-\frac{1}{2} Y^{2} \tag{5.19}
\end{equation*}
$$

Again, a certain amount of computation shows that (5.9) yields

$$
\begin{align*}
& b_{0} b_{4}-2 b_{1} b_{2}=0,  \tag{5.20}\\
& c_{0} b_{4}-2 c_{1} b_{2}=0 . \tag{5.21}
\end{align*}
$$

LEMMA 5.8. If $P \in \mathcal{X}$ is an inflexion, then $\mathcal{U}$ has a linear component through $P$.
Proof. We prove that the $Y$-axis is a linear component of $\mathcal{U}$. Equivalently, we can show that $X$ is a factor of $\operatorname{det}(L)$. By (5.16) and (5.18), we must check that $X$ divides $l_{0} l_{4}-2 l_{1} l_{2}$. By (5.16) and $c_{2}=0$, this occurs if the polynomial $\left(b_{0} b_{4}-2 b_{1} b_{2}\right) Y^{2}+\left(c_{0} b_{4}-2 c_{1} b_{1}\right) Y$ is identically zero. Hence the result is a consequence of (5.20) and (5.21).

It was shown in Theorem 3.7 that $\mathcal{X}$ has $3(\sqrt{q}+1) / 2$ inflexion points altogether, and each one lies on a linear component of $\mathcal{U}$.

COROLLARY 5.9. The cubic $\mathcal{U}$ splits into three distinct lines.
Some more computations depending on (5.9) together with a suitable change of coordinates give the following result.

LEMMA 5.10. There exist $a_{0}, a_{2}, a_{5} \in \mathbb{F}_{\sqrt{q}}$ such that

$$
\begin{align*}
l_{0} & =a_{0} X, l_{1}=1, l_{2}=-a_{2} X, l_{3}=0, l_{4}=-Y, l_{5}=a_{5} X,  \tag{5.22}\\
z_{0} & =-\frac{1}{2} Y^{2}, z_{1}=-a_{5} X+a_{2} X Y, z_{2}=-Y,  \tag{5.23}\\
z_{3} & =\frac{1}{2}\left(a_{0} a_{5}-a_{2}^{2}\right) X^{2}, z_{4}=a_{0} X Y-a_{2} X, z_{5}=-1 / 2 . \tag{5.24}
\end{align*}
$$

Now we want to show that, if $R=(0, \eta)$ is any further inflexion point of $\mathcal{X}$ lying on the $Y$-axis, then the tangent line $r$ to $\mathcal{X}$ at $R$ has equation $Y=\eta$. To do this it is sufficient to check that the curve $\mathcal{Z}$ with equation

$$
z_{0}^{\sqrt{q}}+z_{1}^{\sqrt{q}} X+z_{2}^{\sqrt{q}} Y+z_{3}^{\sqrt{q}} X^{2}+z_{4}^{\sqrt{q}} X Y+z_{5}^{\sqrt{q}} Y^{2}=0
$$

has a cusp at $R$, that is, a double point with only one tangent, such that the tangent is the horizontal line $Y=\eta$. Applying the translation $X^{\prime}=X, Y^{\prime}=Y-\eta$, the curve $\mathcal{Z}$ is transformed into the curve with equation

$$
-\frac{1}{2}\left(\eta^{\sqrt{q}}+\eta\right)^{2}+\left(\eta^{\sqrt{q}}+\eta\right) Y-\frac{1}{2} Y^{2}+\alpha=0,
$$

where $\alpha$ represents terms of degree at least 3 . Since this curve passes through the origin, we have $\eta^{\sqrt{q}}+\eta=0$. Hence, the lowest degree term is $-\frac{1}{2} Y^{2}$ and so the origin is a cusp with tangent line $Y=0$, as required. This gives the following situation.

THEOREM 5.11. There exists a triangle such that the inflexion points of $\mathcal{X}$ lie $\frac{1}{2}(\sqrt{q}+1)$ on each side, none a vertex, and the inflexional tangents pass $\frac{1}{2}(\sqrt{q}+1)$ through each vertex, none being a side.
We are now in a position to prove the main result, Theorem 1.1, stated in Section 1.
Let $n=(\sqrt{q}+1) / 2$. We choose the triangle $\mathcal{T}$ of Theorem 5.11 as triangle of reference, and denote the inflexions on the $X$-axis by $\left(\xi_{i}, 0\right), i=1 \ldots n$, and those on the $Y$-axis by $\left(0, \eta_{i}\right), i=1 \ldots n$. Also, without loss of generality, we may assume that $\xi_{1}{ }^{n}+1=0$ and $\eta_{1}{ }^{n}+1=0$. Write $f(X, Y)$ in the form

$$
f=a_{0}(X) Y^{n}+\ldots+a_{j}(X) Y^{n-j}+\ldots+a_{n}(X),
$$

with $a_{i}(X)$ of degree $i$ in $\mathbb{F}_{q}[X]$.
Since $\left(\xi_{i}, 0\right)$ lies on $\mathcal{X}$, so $a_{n}\left(\xi_{i}\right)=0$. Since the line $x=\xi_{i}$ is the inflexional tangent at $\left(\xi_{i}, 0\right)$, so

$$
a_{0}\left(\xi_{i}\right) Y^{n}+\ldots+a_{n-1}\left(\xi_{i}\right) Y=0
$$

has $n$ repeated roots. So

$$
\begin{equation*}
a_{1}\left(\xi_{i}\right)=\ldots=a_{n-1}\left(\xi_{i}\right)=0 . \tag{5.25}
\end{equation*}
$$

Since (5.25) is true for all $\xi_{i}$,

$$
a_{1}(X)=\ldots=a_{n-1}(X)=0
$$

Hence it follows that $f(X, Y)=a_{0} Y^{n}+a_{n}(X)$. A similar argument shows that $f(X, Y)=b_{0} X^{n}+b_{n}(Y)$. Thus $f(X, Y)=a_{0} X^{n}+b_{0} Y^{n}+c_{0}$, and it only remains
to compute the coefficients. Since $f\left(\xi_{1}, 0\right)=0$ and $\xi_{1}^{n}+1=0$, we have $a_{0}=c_{0}$. Similarly, from $\eta_{1}{ }^{n}+1=0$ we infer $b_{0}=c_{0}$. This completes the proof.
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