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Inference for econometric modeling in
antidumping, countervailing duty and
safeguard investigations

J AMES J. F ETZER*

US International Trade Commission, Applied Economics Division, Washington, DC

Abstract: This paper examines how to make inferences from econometric models
prepared for antidumping, countervailing duty, and safeguard investigations.
Analysis of these models has typically entailed drawing inferences from point
estimates that are significantly different from zero at a fixed level of confidence.
This paper suggests a more flexible approach of drawing inferences using
confidence intervals at various significance levels and reporting p-values for the
relevant test of injury. Use of confidence intervals and p-values to identify insights
and data patterns would have more impact on USITC trade remedy
determinations than definitive conclusions about injury based on whether
estimates are statistically significant.

Introduction

This paper suggests an appropriate framework for making inferences from

econometric models prepared for of antidumping, countervailing duty, and safe-

guard investigations (trade remedy investigations) in the US. This approach is also

appropriate for econometric models in other legal proceedings or even general

research. For example, the approach could be used for econometric models that

have been designed to provide evidence of conspiracy, the presence of market

power, the nature or relevant markets, the likelihood of anticompetitive effects, the

fact of injury, and the quantification in antitrust proceedings.1

‘ Injury’ in trade remedy investigations is defined by the laws governing the

investigation. For antidumping and countervailing duty investigations, ‘material

injury’ is defined as ‘harm which is not inconsequential, immaterial, or
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unimportant’.2 The law directs the US International Trade Commission (USITC)

to consider (1) the volume of imports of the subject merchandise, (2) the effect

of imports of that merchandise on prices in the United States for domestic like

products, and (3) the impact of imports of such merchandise on domestic pro-

ducers of domestic like products in the context of production operations within the

United States.3 Global safeguards require that the injury or threatened injury be

‘serious’ and that the increased imports must be a ‘substantial cause’ (important

and not less than any other cause) of the serious injury or threat of serious injury.4

Consequently, this paper will focus on the impact of changes in imports on the price

for which the domestic good is sold, one of several possible proxies for injury.

Inferences made from these models in many cases have been limited to testing

whether coefficients are statistically different from zero and using point estimates

in simulations. For example, Prusa and Sharp (2001) infer that the impact of

subject imports on the price of domestically produced cold-rolled steel is close to

zero because their estimate of the impact is not statistically different from zero.

However, a standard two-tailed confidence interval constructed from their esti-

mates is so wide that little about the magnitude or even the sign of true parameter

can be inferred from their estimate.

This paper suggests an approach to inference that accounts for the precision of

the estimate by reporting confidence intervals and p-values. With this approach,

estimates which are found to be statistically insignificant are not discarded or

ignored and ones which are found to be significant are not necessarily treated as

precise estimates.

Typical use of inference

Incorporating standard errors into inference is typically done using hypothesis

tests or confidence intervals. A hypothesis test uses a parameter’s point estimate

and standard error to test whether the true value of the parameter is different from

a hypothesized value.5 The most typical hypothesis test is whether the true value of

the parameter is equal to zero, commonly, but loosely, referred to as the test for

statistical significance. Results from a hypothesis test can be reported either by

assuming a level of significance and reporting whether or not the hypothesis is

rejected or by reporting the p-value, which is the lowest significance level at which

the hypothesis could be rejected. A confidence interval uses the parameter’s point

2 Section 771(7) of the Act (19 USC. · 1677(7)).

3 USITC (2007), II-28.

4 Section 201 of the Trade Act of 1974. See http://www.usitc.gov/trade_remedy/trao/us201.htm.
5 Strictly, the researcher postulates a value for the parameter – a so-called null hypothesis – and asks

whether the estimated value could have arisen by chance if it were true. If the estimate is sufficiently

different from the postulated value (e.g. it could have arisen with a less than 5% probability), the null

hypothesis is rejected in favor of an alternative hypothesis. The latter might be that the parameter is not
equal to the postulated value or that it differs from the postulated value in a particular direction.
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estimate and standard error to construct a range of probable values of the true

parameter value.

Confidence intervals and p-values are more flexible uses of inference than testing

whether a hypothesis is rejected or not at a fixed level of significance. P-values

assume a hypothesis, but can be evaluated at various levels of confidence, while

confidence intervals use a fixed level of confidence, but can be used to evaluate

various hypotheses. The ABA Section of Antitrust Law (2005) indicates that courts

should avoid relying solely on sharply defined statistical tests since there is some

arbitrariness in choosing a hypothesis.6 Instead, they encourage reporting the

p-value or a confidence interval over reporting whether a hypothesis has been

rejected or not because it conveys useful information to courts regardless of

whether the hypothesis is rejected.7

The usual test for statistical significance is an example of a two-tailed test be-

cause the null hypothesis can be rejected by observing values that are either suf-

ficiently greater or sufficiently smaller than zero. A one-tailed tailed test, on the

other hand, seeks to reject the null with an alternative that the true parameter

differs in a particular direction – positive or negative – and is conducted by asking

whether the estimate is, respectively, sufficiently greater or sufficiently smaller than

the value in the null hypothesis. An example of a one-tailed test would be testing

whether a parameter is positive. Although not used as commonly as one-tailed

hypothesis tests, one-sided confidence intervals that focus on whether the true

parameter value is positive or negative can also be constructed.8 Since economic

theory usually suggests the sign of the impact of a potential cause of injury, one-

tailed hypothesis tests are usually appropriate for making inferences about injury

analysis.9

Much economic research makes inferences based on whether a point estimate is

statistically significant. Zilak and McCloskey (2004) finds that most articles –

published in one of the top journals in economics (the American Economic

Review) during the 1980s and 1990s – do not distinguish between statistical and

economic significance. They point out that even though statistical significance

is neither necessary nor sufficient for a finding to be economically important, an

overwhelming majority of economists believe that statistical significance is

necessary and that a majority believe it is sufficient.

Typical models of injury

It is important to understand the structure of a typical model of injury when

making inferences. Typically, a price, volume, or profit margin has been used as

6 ABA Section of Antitrust Law (2005), 19–20.

7 ABA Section of Antitrust Law (2005), 19–20.

8 See Kelejian and Oates (1981), 94 for a description of one-tailed confidence intervals.

9 However, ABA Section of Antitrust Law (2005) indicates that courts have shown a preference for
two-tailed tests. ABA Section of Antitrust Law (2005), 19, fn. 32.
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the proxy for the effect of subject imports, while the proxy for the domestic like

products is typically the price of the domestically produced good. Most models

also include control variables for other factors affecting imports, including prices

of substitute goods and downstream goods, general economic conditions, input

prices, and capacity utilization. Some papers formally derive either reduced form or

structural supply and demand equations, while others assume linear or log-linear

supply and demand equations. For example, Charles Rivers Associates (2000)

estimate a reduced form equation where the price of domestically produced

Expandable Polystyrene Resins (EPS) depends on a one-month lag of the prices of

US produced, subject imports, and non-subject imports of EPS; a one-month lag of

the price of styrene, and residential construction activity.10

It is not clear what the proxy for imports should be in safeguard investigations,

since factors such as demand may affect imports. Some indicate that the total

change in imports should be considered when estimating the impact of imports,

while others indicate that only changes in imports resulting from the change in

foreign excess supply should be used. For example, Pindyck and Rotemberg (1987)

include all changes in imports when estimating injury, while Grossman (1986)

measures imports as any exogenous shift in foreign excess supply, ignoring

changes in import supply resulting from changes in price in the US or other factors

inside the US market that may affect import demand.11

The appropriate test for injury depends on the statute governing the investi-

gation. In antidumping and countervailing duty investigations in the US, the rel-

evant standard is that the impact from subject imports rises to the level of material

injury. Since material injury is not quantitatively specified by statute, some impacts

greater than zero could be found to not be injurious. Therefore, confidence inter-

vals allow for flexibility in determining how large the impact from subject imports

is. For global safeguard investigations in the US, the relevant standard is that injury

from imports is important and not less than any other cause of injury (this is also

referred to as serious injury). Therefore, it seems to be appropriate to test both

whether the estimated injury attributed to imports is important and whether it is

greater than the estimated injury attributed to other potential causes of injury in

safeguard investigations, as Grossman (1986) does.

Examples of inference of injury

Some models prepared for trade remedy investigations use p-values or confidence

intervals in analyzing injury. For example, Grossman (1986) uses p-values

in making inferences on the impact of several potential causes of injury for the

US steel industry and finds that the impact is sensitive to the period examined.12 He

10 All studies treat either the volume or price of subject imports as exogenous.

11 See Rousslang (1988) and Irwin (2003) for a further discussion of this issue.
12 His model of the steel industry was prepared for the 1984 US steel safeguard investigation.
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finds that there is less than a 1% probability that employment losses attributable

to import competition are greater than those attributable to a general secular trend

between 1976 and 1983, but that the probability that these losses are greater

increases to more than 20% between 1979 and 1983.13 Therefore, we would

expect other analyses of injury that focus on data for 1976 to 1978 to provide

better evidence of injury than analyses that focuses on data for 1979 to 1983.

Inferences for models prepared for many other trade remedy investigations rely

on whether a particular hypothesis is rejected or not at a fixed level of significance.

For example, Prusa and Sharp (2001) indicate that both the statistical insignifi-

cance and the small magnitude of their estimate of the impact of the price of

subject imports on the price of domestically produced cold-rolled steel is evidence

that subject imports did not injure the domestic industry.14 Their point estimate

implies that a 10% decrease in the price of subject imports would lower prices for

domestically produced cold-rolled steel by about 0.2%. However, the estimated

coefficients and standard errors indicate that their model does not estimate either

the sign or magnitude of the coefficients with a high level of confidence, adding a

great amount of uncertainty to their estimated impact of subject imports.

Confidence intervals and p-values for econometric estimates of injury

Table 1 reports estimates from a variety of models prepared for trade remedy

investigations. Typically these models used the price of the domestically produced

product as the proxy for injury. Assuming that subject imports and the dom-

estically produced product are substitute products to some extent, increases in the

price of subject imports should increase the price of the domestically produced

product, while an increase in the volume of subject imports should decrease the

price of the domestically produced product. Increases in the profit margin for

upstream goods should increase the price of the domestically produced product

(and also the price of subject imports). Therefore, coefficients of the effect for

subject import prices and profit margins of upstream goods on the domestic price

are expected to be positive and coefficients for subject import volumes are ex-

pected to be negative.

In addition to showing the reported estimated coefficients and standard errors,

Table 1 also provides the test statistic for the test that the coefficient is positive

(for estimates that should be positive) or negative (for estimates that should be

negative), and my calculations for the p-value of this hypothesis and both

13 The secular trend includes labor-saving technological changes, faster than average growth of em-

ployment and productivity in the high-technology and service sectors, and a slow decline in the demand for
domestic steel is not explained by either relative price or real income movements. Specifically, the paper

compares job losses in January 1976 and January 1979 to average job losses during August to October

1983 Grossman (1986: 221–222, table 2).

14 Prusa and Sharp (2001: table 1). Their model of the cold-rolled steel industry was prepared for the
US antidumping investigation of that industry during 1999 and 2000.
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one-sided and two-sided confidence intervals at the 95% level of confidence.15

Both one-sided and two-sided confidence intervals show that even for estimates

that are significantly different from zero, the width of the confidence interval can

vary widely. The widths of these confidence intervals imply that any simulation

using these estimates may also vary widely when the standard errors are accounted

for. For example, the coefficient which has the highest t-statistic (5.638) in Table 1

(the impact of the hot-rolled margin on the price of domestically produced cold-

rolled steel (‘B’ specification)) for Hausman (2001) has a two-sided confidence

interval which varies from 0.167 to 0.344.

Table 1 demonstrates that statistically significant estimates can sometimes be

stronger evidence that the impact is smaller than estimates that are not statistically

significant. For example, even though the estimated impact of subject imports

from Carter (2005) is statistically significant while a similar estimate from Tilley

(2005) is not, the much smaller standard error for the Carter (2005) estimate yields

stronger evidence that the impact of imports is small.16 The Carter (2005) estimate

indicates that there is a 95% chance that the actual impact of a 1% increase

in subject imports of frozen concentrated orange juice is a decrease in the futures

price by less than 0.015% (from x0.015% to +O), while the estimate from

Tilley (2005) indicates that a 1% increase in subject imports would lower the

futures price by less than 0.223% (from x0.223% to +O), with 95% confi-

dence.

Table 1 also demonstrates that more precise estimates sometimes provide

stronger evidence of small impacts than smaller point estimates with larger stan-

dard errors. For example, consider elasticities from Prusa and Sharp (2001) and

Prusa (2002) which both estimate the impact of the price of subject imports on the

US cold rolled steel industry. Despite having both a larger estimated coefficient and

t-statistic, the estimate from Prusa (2002) can be used to say that actual elasticity

is less than 0.153 (from xO to 0.153), with 95% confidence, while the estimate

from Prusa and Sharp (2001) only indicates that the actual elasticity is less than

0.208 (from xO to 0.208), with the same level of confidence.

Accounting for standard errors in simulations

It is important to report any simulations using confidence intervals and p-values,

since relying solely on point estimates provides a false sense of precision.

15 The critical values from the t-distribution used to calculate p-values and interval estimates assume
an infinitely large sample. If the actual sample sizes had been used in calculating the critical values from the

t-distribution, the p-values may have been slightly larger and the confidence intervals would have been

slightly wider in some instances. In some of the studies, the standard error of the estimate was not reported
but derived from the estimated coefficient and the t-statistic.

16 The elasticity from Carter (2005) was estimated using the volume of Brazilian imports of frozen

concentrated orange juice, while the elasticity from Tilley (2005) was estimated using the volume of

Brazilian imports of both frozen concentrated and not from concentrate orange juice. Both estimates use
the futures price of frozen concentrated orange juice.
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Table 1. Summary of point estimates and standard errors from selected econometric models1

Study/Product Subject import proxy

Point estimates

One-tailed test

Interval estimates

Coefficient

Standard

error t-statistic p-value Two-sided

One-sided

Greater than Less than

Grossman (1986)

Steel (Wage)2 Price 1.067 0.397 2.688 0.004 0.289 to 1.845 0.414 1.720

Steel (No wage)2 Price 1.511 0.311 4.859 0.000 0.901 to 2.121 0.999 2.023

Pindyck and Rotemberg (1987)

Copper-refined3 Volume x1.650 0.356 x4.640 0.000 x2.347 to –0.953 x2.235 x1.065

Copper-smelter3 Volume x0.714 0.239 x2.990 0.001 x1.182 to –0.246 x1.107 x0.321

Copper-mine3 Volume x0.640 0.210 x3.050 0.001 x1.052 to –0.229 x0.986 x0.295

Copper-mine2 Volume x0.010 0.007 x1.470 0.071 x0.024 to 0.003 x0.022 0.001

Charles Rivers Assoc. (2000)

Expandable Polystyrene Price 0.340 0.135 2.512 0.006 0.075 to 0.605 0.117 0.562

Hausman (2001)

Hot-rolled Volume x0.262 0.078 x3.369 0.000 x0.414 to –0.110 x0.390 x0.134

Hot-rolled (with slab) Volume x0.345 0.180 x1.922 0.027 x0.698 to 0.007 x0.641 x0.050

Hot-rolled (HR) finished Volume x0.463 0.127 x3.651 0.000 x0.712 to –0.214 x0.672 x0.254

HR finished (with slab) Volume x0.458 0.111 x4.110 0.000 x0.676 to –0.240 x0.641 x0.275

Cold-rolled-A Volume x0.085 0.035 x2.398 0.008 x0.154 to –0.016 x0.143 x0.027

Hot-rolled margin 0.054 0.024 2.261 0.012 0.007 to 0.100 0.015 0.093

Galvanized margin 0.099 0.023 4.360 0.000 0.055 to 0.144 0.062 0.137

Cold-rolled-B Volume x0.091 0.038 x2.396 0.008 x0.166 to –0.017 x0.154 x0.029

Hot-rolled margin 0.255 0.045 5.638 0.000 0.167 to 0.344 0.181 0.330

Galvanized margin 0.337 0.065 5.199 0.000 0.210 to 0.464 0.230 0.443

Cut to length margin 0.041 0.038 1.071 0.142 x0.034 to 0.115 x0.022 0.103

Tin margin 0.047 0.035 1.347 0.089 x0.021 to 0.115 x0.010 0.104

Galvanized-A Hot-rolled margin 0.090 0.036 2.517 0.006 0.020 to 0.160 0.031 0.149

Cold-rolled margin 0.090 0.038 2.377 0.009 0.016 to 0.163 0.028 0.152

Galvanized-B Hot-rolled margin 0.201 0.052 3.886 0.000 0.100 to 0.302 0.116 0.286

Tin margin 0.107 0.044 2.445 0.007 0.021 to 0.193 0.035 0.179

Tin mill Volume x0.297 0.054 x5.504 0.000 x0.403 to –0.191 x0.386 x0.208

Galvanized margin 0.192 0.066 2.906 0.002 0.063 to 0.322 0.083 0.301
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Cut to length plate Volume x0.016 0.005 x3.160 0.001 x0.026 to –0.006 x0.024 x0.008

Cut to length plate Hot-rolled margin 0.043 0.010 4.310 0.000 0.024 to 0.063 0.027 0.060

Prusa (2001a, b, c)

Hot-rolled-A Price 0.254 0.133 1.910 0.028 x0.007 to 0.515 0.035 0.473

Hot-rolled-B Price 0.183 0.133 1.376 0.084 x0.078 to 0.444 x0.036 0.402

Cold-rolled-A Price 0.018 0.081 0.222 0.412 x0.141 to 0.177 x0.115 0.151

Cold-rolled-B Price x0.006 0.082 x0.073 0.529 x0.167 to 0.155 x0.141 0.129

Cold-rolled-C Price 0.031 0.079 0.392 0.347 x0.124 to 0.186 x0.099 0.161

Cold-rolled-D Price 0.010 0.080 0.125 0.450 x0.147 to 0.167 x0.122 0.142

Galvanized-A Price x0.285 0.160 x1.781 0.963 x0.599 to 0.029 x0.548 x0.022

Galvanized-B Volume 0.036 0.024 1.500 0.933 x0.011 to 0.083 x0.003 0.075

Galvanized-A Price 0.018 0.130 0.138 0.445 x0.237 to 0.273 x0.196 0.232

Galvanized-B Volume x0.009 0.017 x0.529 0.298 x0.042 to 0.024 x0.037 0.019

Prusa and Sharp (2001)

Cold-rolled Price 0.022 0.113 0.195 0.423 x0.199 to 0.243 x0.164 0.208

Hausman (2002)

Cold-rolled Volume x0.157 0.052 x3.037 0.001 x0.259 to –0.056 x0.243 x0.072

Prusa (2002)

Cold-rolled Price 0.030 0.075 0.399 0.345 x0.117 to 0.177 x0.093 0.153

Cold-rolled Volume x0.020 0.008 x2.361 0.009 x0.036 to –0.003 x0.033 x0.006

Sharp and Zantow (2005)

Shrimp Price 0.403 0.103 3.930 0.000 0.202 to 0.604 0.234 0.572

Tilley (2005)

Orange juice Volume x0.024 0.121 x0.200 0.421 x0.261 to 0.213 x0.223 0.175

Carter (2005)

Frozen concentrated OJ Volume x0.008 0.004 x1.952 0.025 x0.016 to 0.000 x0.015 x0.001

Notes : Interval estimates and p-values were calculated at a 95% level of confidence by the author from coefficients, standard errors, and t-statistics provided in each of the studies.

Injury proxies that are expected to have an inverse relationship with the dependent variable are in italics. The one-tailed test is a test of whether the actual coefficient has the expected

sign; positive when the subject import proxy is price or a profit margin and negative when the subject import proxy is volume. The two one-sided confidence intervals range from the

‘greater than’ value to +O and from xO to the ‘ less than’ value with a 95% level of confidence.
1 The proxy for injury (dependent variable) is the price of domestically produced good unless otherwise noted.
2 The proxy for injury (dependent variable) is employment.
3 The proxy for injury (dependent variable) is output.
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Simulations using point estimates for the 2002 cold-rolled steel antidumping in-

vestigation produced very different simulation results. Hausman (2002) found that

the increase in the volume of subject imports between 1999 and 200117 caused

41.2% of the decline in the price of US produced cold-rolled steel. On the other

hand, Prusa (2002) found that the increase in the volume of subject imports

between 1996 and 200118 caused the average domestic price of cold-rolled steel to

decrease by less than $1 per ton or less than 1%.19 Prusa (2002) also found that the

decrease in the price of subject imports caused the price of domestically produced

cold-rolled steel to fall by less than $3 per ton during the same period. It is not

surprising that their simulation results are different since each study defined im-

ports of cold-rolled steel differently, specified different models, used different

sample periods for model estimation, and used different time periods for their

simulations.20

Table 2 compares the point estimates, standard errors, and change in imports

used by Hausman (2002) and Prusa (2002) to simulate the impact of changes in the

volume of subject imports.21 The point estimate for Prusa (2002) is much smaller

than the one for Hausman (2002), although both are significantly different from

zero at the 95% significance level. Table 2 shows that subject imports increase

by more during the 1999 to 2001 timeframe than the 1996 to 2001 timeframe. The

75.7% increase in subject imports as defined by Hausman (2002) was a 1.7%

decrease during the 1996 to 2001 timeframe used by Prusa (2002). The 0.5%

increase in subject imports as defined by Prusa (2002) was a 88.1% increase dur-

ing the 1999 to 2001 timeframe used by Hausman.

Table 3 shows that the probability that subject imports have a negative impact

on the US price (p-value) is higher for each of the models when the 1999 to 2001

timeframe used by Hausman (2002) is applied. The probability of subject import

volumes having at least some negative impact on the domestic price is 99% and

68% for the Hausman (2002) and Prusa (2002) models respectively when using

the 1999 to 2001 timeframe, which decrease to 45% and 50% respectively using

17 More precisely, Hausman (2002) compared the periods November 1999 to March 2000 and April

2000 to May 2001.

18 More precisely, Prusa (2002) compared the periods 1996 to 1997 and 2000 to 2001.

19 Prusa (2002) calculated that the price of US produced cold-rolled steel fell by $110 or about 23%
between 1996 and 2001.

20 Prusa (2002) defines imports using four HTS categories, while Hausman (2002) uses a broader

definition of 72 HTS categories. Between 1996 and 2002, imports of cold-rolled steel from subject

countries as defined by Prusa (2002) was about 72% of the imports of cold-rolled steel from subject
countries as defined by Hausman (2002). The sample used for estimation by Prusa (2002) was from May

1993 to April 2002, while the sample used for estimation by Hausman (2002) was from January 1993 to

May 2001.
21 The following analysis is not necessarily the most appropriate simulation for these models, but a

simple example to illustrate the importance of accounting for standard errors. Hausman (2002) uses a

simulation that takes into account other variables in its model, but that simulation is not used here due to

its complexity. Also, ideally the impact of prices of cold-rolled imports estimated by Prusa (2002) would
also be incorporated into any simulation.
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the 1996 to 2001 timeframe. Therefore, there is little evidence of a negative impact

from subject imports using the 1996 to 2001 timeframe with both models, and at

least some evidence of a negative impact with both models using the 1999 to 2001

timeframe.

Table 4 reports confidence intervals for the simulated impact of subject imports

using estimates from both models and during both the 1996 to 2001 and 1999 to

2001 timeframes. Focusing just on the point estimate reported in the first column

of the table, it seems that the Prusa (2002) estimate shows a very small impact

from imports for both timeframes and the Hausman (2002) estimate shows a very

small impact for the 1996 to 2001 timeframe and a much larger impact for the

1999 to 2001 timeframe. The two-sided confidence interval for the simulations

using the Prusa (2002) model indicates that the impact varies from a 6% negative

Table 2. Estimated effect of subject import volumes on the domestic price of

cold-rolled steel

Hausman (2002) Prusa (2002)

Coefficient x0.1573 x0.0196

Standard error of coefficient 0.0518 0.0083

Standard error of regression 0.0224 0.0256

Degrees of freedom 87 98

1999 to 2001 timeframe (used by Hausman (2002))1

Percentage change of average subject imports 75.7 88.1

Change in the natural log of average subject imports 0.5640 0.6317

Prediction error 0.0368 0.0261

1996 to 2001 timeframe (used by Prusa (2002))2

Percentage change of average subject imports x1.7 0.5

Change in the natural log of average subject imports x0.0171 0.0055

Prediction error 0.0224 0.0256

Notes : 1 Change in average subject imports between November 1999 to March 2000 and April 2000 to

May 2001.
2 Change in average subject imports between 1996 to 1997 and 2000 to 2001.

Table 3. P-value of subject imports having a negative impact on the price of

cold-rolled steel

Hausman (2002) Prusa (2002)

1999 to 2001 timeframe (used by Hausman (2002))1 99 68

1996 to 2001 timeframe (used by Prusa (2002))2 45 50

Notes : 1 Change in average subject imports between November 1999 to March 2000 and April 2000 to

May 2001.
2 Change in average subject imports between 1996 to 1997 and 2000 to 2001.
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impact on price to a 5% positive impact on the price with 95% confidence. This

implies that even using the 1996 to 2001 timeframe, the estimates suggest an

impact of up to as much as $24 per ton with 95% confidence, compared to the

impact of less than $1 per ton calculated from their simulation using only the point

estimate.

The impacts also vary for the Hausman model, from about a 16.19% decline to

a 1.55% decline for the 1999 to 2001 timeframe, and a 4.19% decline to a 5.04%

increase for the 1996 to 2001 timeframe. If it is assumed that the point estimate of

x8.87 represents an impact of 41.1% of the change in the price of cold-rolled

steel,22 then the confidence interval indicates that subject imports of cold-rolled

steel explain anywhere from about 7% to 75% of the change in the price for cold-

rolled steel.

It is clear that differences between the estimates from the two models are not due

to inference as much as they are due to the difference in the estimated coefficients

and time periods used in their simulations. However it is also true that relying

entirely on the point estimates provides a false sense of precision.

Conclusion

Reporting confidence intervals and p-values provides a guide to the inferences that

can be made from econometric models of injury. In some cases, estimates that are

statistically significant provide more compelling evidence of a small impact than

less precise estimates that are not statistically significant. Also, larger point esti-

mates that are more precisely estimated can provide stronger evidence that the

Table 4. Simulated impact of subject imports on the price of cold-rolled steel

(percentage change)

Point estimate Interval estimate1

Hausman (2002)

1999 to 2001 timeframe2 x8.87 x16.19 to –1.55

1996 to 2001 timeframe3 x0.27 x4.19 to 5.04

Prusa (2002)

1999 to 2001 timeframe x1.24 x6.42 to 3.95

1996 to 2001 timeframe x0.01 x5.07 to 5.09

Notes : 1 Two-sided 95% confidence interval estimate.
2 Change in average subject imports between November 1999 to March 2000 and April 2000 to May

2001.
3 Change in average subject imports between 1996 to 1997 and 2000 to 2001.

22 It is assumed that results in the point estimate simulation done here represent a same percent of the

change in the actual price as for the similar simulation done by Hausman (2002), since the actual decline in
price is not provided by Hausman (2002).
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impact is small than estimates with smaller point estimates and larger standard

errors. Accounting for the standard error will also provide a sense of how precise

estimates are. In some instances this may indicate that any inference from the

estimates is inconclusive, but in other instances it will provide additional confi-

dence that the estimates are precisely estimated.

The ABA Section of Antitrust Law (2005) indicates that most useful econo-

metric analyses do not reach definitive conclusions on the ‘cosmic’ issues such as

defining the relevant market or determining if a merger is likely to be anticom-

petitive, but instead shed light on these ‘cosmic’ issues.23 Likewise, econometric

models prepared for trade remedy investigations would have more of an impact on

USITC determinations if they used confidence intervals and p-values to identify

insights and data patterns important to injury analysis rather than attempting to

make definitive conclusions about injury based on statistical significance.
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