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Abstract

We classify semigroups in the title according to whether they have a finite or an infinite number of
L-classes or R-classes. For each case, we provide a concrete construction using Rees matrix semigroups
and their translational hulls. An appropriate relatively free semigroup is used to complete the
classification. All this is achieved by first treating the special case in which one of the generators is
idempotent. We conclude by a discussion of a possible classification of 2-generator completely regular
semigroups.
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1. Introduction and summary

When studying characterizations of cryptic and of pure semigroups within the class
of completely regular semigroups by means of their subsemigroups, we are led to
consider completely regular semigroups generated by two elements, e and b say,
where e < b0 and e = e2 < b. The classes of cryptogroups and pure completely regular
semigroups are characterized by means of classes of concrete semigroups that serve as
‘forbidden’ subsemigroups. This represents a variant of the method of characterization
by means of forbidden divisors. The classes of forbidden subsemigroups are much
larger and thus less ‘concrete’ than the classes of forbidden divisors, but yield more
information. This was done in [4] for a class of cryptogroups in terms of a complete
list of forbidden subsemigroups. For pure semigroups, this can be found in [3] in
terms of homomorphic images of a single forbidden semigroup. As motivation for a
treatment of the general case for the former as well as constructing a set of forbidden
subsemigroups for the latter, we propose here to study the structure of completely
regular semigroups S generated by {a, b}, where a < b0.
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We notice first that in such a case S is a monoid with identity b0. In this context,
it seems natural to attempt to construct all semigroups in the title of this work.
This seems a task of intrinsic interest since monogenic completely regular monoids
(indeed semigroups) are, trivially, cyclic groups. Two-generator completely regular
semigroups have somewhat more complex structure.

2. Terminology, notation and ideal extensions

For concepts and symbolism we follow the book [5]. Throughout S denotes an
arbitrary completely regular semigroup unless stated otherwise.

Let S be a semigroup. Then S is completely regular if it is a union of its
subgroups. If also it contains no proper ideals, it is completely simple. A semilattice
is a commutative idempotent semigroup, also considered as a partially ordered set.
A completely regular semigroup may be characterized as a semilattice of completely
simple semigroups. In detail, S is a disjoint union of completely simple semigroups Sα ,
where α runs over a semilattice Y and SαSβ ⊆ Sαβ , for all α, β ∈ Y . The semigroups
Sα are (completely simple) components of S.

Now let S be a completely regular semigroup. If Green’s H-relation is a congruence
on S, then S is cryptic or is a cryptogroup. The relation ≤ defined on S by

a ≤ b⇔ a = eb = b f for some idempotents e and f in S

is the natural partial order on S.
For emphasis, we list the following notation:

• E(S) denotes the set of idempotents of S;
• S0 is the semigroup S with a zero adjoined;
• Z denotes the group of additive integers or its underlying set;
• Zk = Z/(k) when k > 1;
• 1 denotes the identity element of a group;
• If x is an element of a group G, x0 denotes the identity of G;
• 〈A〉 stands for the completely regular subsemigroup of S generated by A, when

∅ 6= A ⊆ S;
• 〈b〉 denotes the cyclic group generated by b;
• o(b) denotes the order of an element b;
• |X | stands for the cardinality of a set X ;
• ιX denotes the identity map on a set X .

If J is an ideal of a semigroup S, then S is an (ideal) extension of J by the Rees
quotient Q = S/J . We will need the following special case of the construction of an
ideal extension (see [2, Ch. III, in particular Theorem III.2.5]). Let J be a completely
simple semigroup, B be a group disjoint from J , and σ be a homomorphism of B into
the group of units of the translational hull of J . On V = J ∪ B, define a multiplication
as follows: when j ∈ J and g ∈ B, let gσ = (λ, ρ) and j ∗ g = jρ, g ∗ j = λ j , and
the other products remain the same. Then V is an extension of J by B0, where the
identity element of B is the identity of V . Conversely, every extension of J by B0 with
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this property is isomorphic to a semigroup constructed in this way. For proofs of these
statements we refer to the reference cited above. In our case, J will be a Rees matrix
semigroup and B = 〈b〉 a cyclic group generated by an element b.

A transformation λ (or ρ) on S written on the left (or right) is a left (or right) trans-
lation if λ(xy)= (λx)y (or (xy)ρ = x(yρ)); if also x(λy)= (xρ)y for all x, y ∈ S,
then (λ, ρ) is a bitranslation of S. The semigroup�(S) of all bitranslations of S under
coordinatewise multiplication is the translational hull of S. For details concerning this
subject, see [2, Section III.1].

Let I and 3 be nonempty sets, G be a group, P be a 3× I -matrix over G and
J =M(I, G, 3; P) be the corresponding Rees matrix semigroup.

For any nonempty set X , let T (X) and T ′(X) denote the semigroups of trans-
formations of X written and composed on the left and right respectively. Define the
left wreath product as

T (I ) wl G = {(α, ϕ) | α ∈T (I ), ϕ : I → G}

with multiplication
(α, ϕ)(α′, ϕ′)= (αα′, ϕα

′

· ϕ′),

where ϕα
′

i = ϕα′i and (ϕ · ϕ′)i = (ϕi)(ϕ′i) for all i ∈ I . Dually, define the right
wreath product by

G wr T ′(3)= {(ψ, β) | ψ :3→ G, β ∈T ′(3)}

with multiplication
(ψ, β)(ψ ′, β ′)= (ψ ·

β
ψ ′, ββ ′),

where λβψ = λβψ and λ(ψ · ψ ′)= (λψ)(λψ ′) for all λ ∈3.
Let

�(J ) = {((α, ϕ), (ψ, β)) ∈ (T (I ) wl G)× (G wr T ′(3)) |
(µψ)pµβ,i = pµ,αi (ϕi) ∀i ∈ I, µ ∈3},

(2.1)

whose elements we write as (α, ϕ; ψ, β) and give it the direct product multiplication
of wreath products. Each (α, ϕ; ψ, β) ∈�(J ) induces mappings λ and ρ on J by

λ(i, g, µ)= (αi, (ϕi)g, µ), (i, g, µ)ρ = (i, g(µψ), µβ),

so that the mapping

τ : (α, ϕ; ψ, β)→ (λ, ρ) ∀(α, ϕ; ψ, β) ∈�(J )

is an isomorphism of �(J ) onto �(J ).
From above we have a homomorphism σ : B→�(J ). Set θ = στ−1, so that θ is a

homomorphism of B into the group of units of �(J ). Since b generates B, it suffices
to give the image bθ in�(J ) and assume that bθ generates a subgroup of�(J ) whose
order divides the order of b if b is of finite order. Therefore

bθ = (α, ϕ; ψ, β) ∈�(J )
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and the extension S of J by B0 is completely determined by the quadruple
(α, ϕ; ψ, β). We shall also need the inverse (α′, ϕ′; ψ ′, β ′) of (α, ϕ; ψ, β) and an
idempotent a ∈ J .

This is our general construction. The parameters are

I, G, 3, P; α, ϕ, ψ, β; a; b.

For each case, we shall specify the first nine parameters and then couple this with the
case when b is of infinite or of finite order.

We will need the following statement.

LEMMA 2.1. Let J =M(I, G, 3; P) and θ = (α, ϕ; ψ, β) ∈�(J ).

(i) θ is the identity of �(J ) if and only if

α = ιI , ϕi = λψ = 1 ∀i ∈ I, λ ∈3, β = ι3.

(ii) θ is in the group of units of �(J ) if and only if both α and β are permutations.

PROOF. Part (i) follows because

θ(i, g, λ)= (αi, (ϕi)g, λ)= (i, g, λ)⇐⇒ αi = i, ϕi = 1,

(i, g, λ)θ = (i, g(λψ), λβ)= (i, g, λ)⇐⇒ λψ = 1, λβ = λ.

To see (ii), note that multiplication in the first and the fourth components is
coordinatewise. Hence if θ is in the group of units of �(J ), then α and β are in
the group of units of T ′(I ) and T (3) respectively, so they are permutations.

Conversely, let α and β be permutations. Define

ϕ′i = (ϕα−1i)−1
∀i ∈ I,

λψ ′ = (λβ−1ψ)−1
∀λ ∈3.

(2.2)

Relation (2.1) yields (µψ)pµβ, j = pµ,α j (ϕ j). Let λ= µβ and i = α j . Then it follows
that (λβ−1ψ)pλ,α−1i = pλβ−1,i (ϕα

−1i), whence

(λβ−1ψ)−1 pλβ−1,i = pλ,α−1i (ϕα
−1i)−1,

so (λψ ′)pλβ−1,i = pλ,α−1i (ϕ
′i) in view of (2.2). Comparing this with (2.1), we see

that
θ ′ = (α−1, ϕ′; ψ ′, β−1) ∈�(J ).

We further obtain
θθ ′ = (ιI , ϕ

α−1
· ϕ′; ψ ·

β
ψ ′, ι3),

where

(ϕα
−1
· ϕ′)i = (ϕα−1i)(ϕ′i)= 1,

λ(ψ ·
β
ψ ′) = (λψ)(λβψ ′)= 1,
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so θθ ′ = ι�(S) by part (i). Similarly,

θ ′θ = (ιI , ϕ
′α
· ϕ; ψ ′ · β

−1
ψ, ι3),

where

(ϕ′α · ϕ)i = (ϕ′αi)(ϕi)= 1,

λ(ψ ′ · β
−1
ψ)= (λψ ′)(λβ−1ψ)= 1,

and θ ′θ = ι�(S). Therefore θ is invertible. 2

COROLLARY 2.2. If θ = (α, ϕ; ψ, β) is invertible, then θ−1
= (α−1, ϕ′; ψ ′, β−1),

where
ϕ′i = (ϕα−1i)−1, λψ ′ = (λβ−1ψ)−1

∀i ∈ I, λ ∈3.

PROOF. See the proof of the converse of Lemma 2.1. 2

3. The case of 0

In the first part of this section we construct a semigroup, denoted by 0, which
is an ideal extension of a completely simple semigroup by a cyclic group with a
zero adjoined, and establish a number of its properties. Hence we start with the
ingredients of the Rees matrix construction. The second part of the section establishes
the converse: a semigroup enjoying certain properties will be proved isomorphic to a
semigroup of the type constructed in the first part.

CONSTRUCTION 3.1. Let G be a group generated by {gn | n ∈ Z}, where we allow
equality of gm and gn even if m 6= n. Let P = (pnm) be the Z× Z-matrix:

pnm =


g−1

0 · · · g
−1
n−1gm+n−1 · · · gm if n > 0,

1 if n = 0,

g−1 · · · gng−1
m+n · · · g

−1
m−1 if n < 0,

and let
0∗ =M(Z, G, Z; P).

Note that P is normalized at 0.
Next we let θ = (α, ϕ; ψ, β), where

αn = n + 1, ϕn = gn, nψ = pn1g0, nβ = n + 1 ∀n ∈ Z.

Explicitly,

nψ =


g−1

0 · · · g
−1
n−1gn · · · g0 if n < 0,

g0 if n = 0,

g−1 · · · gng−1
n+1 · · · g

−1
−1 if n < 0.

This is our basic construction. Here is our first result.
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LEMMA 3.2. The quadruple θ is in the group of units of �(0∗).

PROOF. Let m, n ∈ Z and

x = pn,m+1(ϕm), y = (nψ)pn+1,m .

When n > 0,

x = (g−1
0 · · · g

−1
n−1gm+n · · · gm+1)gm,

y = (g−1
0 · · · g

−1
n−1gn · · · g0)(g

−1
0 · · · g

−1
n gm+n · · · gm).

When n = 0,
x = 1 · gm, y = g0(g

−1
0 gm).

When n =−1,
x = (g−1g−1

m )gm, y = g−1 · 1.

When n <−1,

x = (g−1 · · · gng−1
m+1+n · · · g

−1
m )gm,

y = (g−1 · · · gng−1
1+n · · · g

−1
−1)(g−1 · · · gn+1g−1

m+n+1 · · · g
−1
m−1).

Therefore x = y, which proves that θ ∈�(0∗). Since both α and β are permutations,
θ must be invertible by Lemma 2.1(ii), so it is in the group of units of �(0∗). 2

Next we provide an explicit expression for the action of θk on the left. The same
type of argument can be used to compute the right action of θk .

When k ∈ Z, we define ϕk and ψk implicitly by the formula

θk
= (αk, ϕk; ψk, β

k).

LEMMA 3.3. If k, m, n ∈ Z, then

ϕkm =


gm+k−1 · · · gm if k > 0,

1 if k = 0,

g−1
m+k · · · g

−1
m−1 if k < 0,

nψk =


pn1g0 · · · pn+k−1,1g0 if k > 0,

1 if k = 0,

g−1
0 p−1

n+1,1 · · · g
−1
0 p−1

n+k,1 if k < 0.

PROOF. The proof for ϕk where k > 0 is by induction. If k = 1, then ϕ1 = ϕ, which
satisfies the formula. Assume that the formula is true for k. Then

θk+1(m, g, n)= θ(θk(m, g, n))

= θ(m + k, gm+k−1 · · · gm, n)

= (m + k + 1, gm+k · · · gm, n)

and thus ϕk+1m = gm+k · · · gm . This takes care of the case where k > 0. Next
ϕ0m = 1 since θ0 is the identity of �(0∗).
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The argument when k < 0 is again inductive. By Corollary 2.2,

θ−1(m, g, n)= (α−1m, (ϕα−1m)−1g, n)

= (m − 1, (ϕ(m − 1))−1g, n)

= (m − 1, g−1
m−1g, n),

which implies that ϕ−1m = g−1
m−1 and yields the case where k =−1. Assume that the

formula is true for k. Then

θk−1(m, g, n)= θ−1(θk(m, g, n))

= θ−1(m − k, g−1
m−k · · · g

−1
m−1g, n)

= (m − k − 1, (ϕα−1(m − k))−1g−1
m−k · · · g

−1
m−1g, n)

= (m − k − 1, g−1
m−k−1 · · · g

−1
m−1g, n),

and thus ϕk−1 = g−1
m−k−1 · · · g

−1
m−1, as required.

The argument for ψk when k > 0 is again by induction. If k = 1, then ψ1 = ψ ,
which satisfies the formula. Assume that the formula is true for k. Then

(m, g, n)θk+1
= ((m, g, n)θk)θ

= (m, pn1g0 · · · pn+k−1,1g0, n + k)θ

= (m, pn1g0 · · · pn+k−1,1g0 pn+k,1g0, n + k + 1),

whence nψk+1 = pn1g0 · · · pn+k,1g0, verifying the formula. Since θ0 is the identity
of �(0∗), we see that nψ0 = 1.

The proof when k < 0 is also by induction. First

(m, g, n)θ−1
= (m, g(nβ−1ψ)−1, nβ−1)

= (m, g((n − 1)ψ)−1, n − 1)

= (m, (pn−1,1g0)
−1, n − 1)= (m, g−1

0 p−1
n−1,1, n − 1)

which yields the case where k =−1. Assume that the formula is true for k. Again
using Corollary 2.2, we see that

(m, g, n)θk−1
= ((m, g, n)θk)θ−1

= (m, gg−1
0 p−1

n−1,1 · · · g
−1
0 p−1

n−k,1, n − k)θ−1

= (m, gg−1
0 p−1

n−1,1 · · · g
−1
0 p−1

n−k,1((n − k − 1)ψ)−1, n − k − 1)

= (m, gg−1
0 p−1

n−1,1 · · · g
−1
0 p−1

n−k−1,1, n − k − 1),

which implies that nψk−1 = g−1
0 p−1

n−1,1 · · · g
−1
0 p−1

n−k−1,1 and verifies the formula. 2
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We now introduce some new notation. Let B = 〈θ〉 and B0 be B with a zero
adjoined. Further let 0 be the ideal extension of 0∗ by B0 determined by the action
of θ , and thus of θk when k ∈ Z, on 0∗. Finally set

a = (0, 1, 0) ∈ 0∗.

LEMMA 3.4. As a completely regular semigroup, 0 is generated by {a, θ}.

PROOF. Denote by 6 the completely regular subsemigroup of 0 generated by {a, θ}.
For all (m, g, n) ∈ 0∗, since P is normalized at 0, we obtain

(m, g, n)= (m, 1, 0)(0, g, 0)(0, 1, n). (3.1)

Also
(θm−1a)0 = (θm−1(0, 1, 0))0 = (αm0, , 0)0 = (m, 1, 0),

and analogously (aθn−1)0 = (0, 1, n) and thus (m, 1, 0), (0, 1, n) ∈6. By (3.1), it
remains to show that (0, g, 0) ∈6 for all g ∈ G. Since for all h1, h2, . . . , hn, h ∈ G,
again by normalization, we see that

(0, h1h2 · · · hn, 0)= (0, h1, 0)(0, h2, 0) · · · (0, hn, 0),

(0, h−1, 0)−1
= (0, h, 0)−1,

it suffices to show that for all n ∈ Z, either (0, gn, 0) ∈6 or (0, g−1
n , 0) ∈6. If k, l ∈

Z and ε =±1, then (0, gεn, 0)= a(k, gεn, l)a and thus it is enough to show that
(k, gn, l) ∈6 or (k, g−1

n , l) ∈6. Indeed,

θa = b(0, 1, 0)= (α0, ϕ0, 0)= (1, g0, 0),

(θ2a)(θa)−1
= b(1, g0, 0)(1, g0, 0)−1

= (2, (ϕ1)g0, 0)(1, g−1
0 , 0)= (2, g1, 0),

and continuing this procedure, we see that (n, gn−1, 0) ∈6 for all n > 0. Similarly

θ−1
= (α−10, (ϕα−10)−1, 0)= (−1, g−1

−1, 0),

(θ−2a)(θ−1a)−1
= b−1(−1, g−1

−1, 0)(−1, g−1
−1, 0)

= (α−1(−1), (ϕα−1(−1))−1g−1
−1, 0)(1, g−1, 0)

= (−2, g−1
−2g−1
−1, 0)(1, g−1, 0)= (−2, g−1

−2, 0).

Continuing this procedure, we obtain (−n, g−1
−n, 0) ∈6 for all n > 0. Therefore

0 ⊆6 and the equality prevails. 2

We may summarize the main properties of 0:
• 0 is a completely regular semigroup with components 0∗ and B;
• θ0 is the identity element of 0;
• a < θ0;
• {a, θ} generates 0 as a completely regular semigroup;
• 0 has infinitely many L-classes and R-classes.
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We now turn to the converse. Let S = (Y ; Sα) be a completely regular semigroup
generated by {a, b0

}, where a ∈ E(Sα), b ∈ Sβ , a < b and S has infinitely many L-
classes and R-classes. It follows that Y = {α, β}where α < β; let A = Sα and B = Sβ .
We may set

A =M(I, G, 3; P), a = (0, 1, 0),

where we assume that P is normalized at 0. Then B is a cyclic group generated by b.
The action of b on A induces a bitranslation, θ say, of A. We have assumed that a < b0,
which implies that b0 is the identity of S.

We write the bitranslation θ as a quadruple (α, ϕ; ψ, β) and must solve the equation

pλ,αi (ϕi)= (λψ)pλβ,i (3.2)

for p, ϕ and β in terms of the generators of G. Clearly I must be the orbit of α at 0,
and 3 the orbit of β at 0.

We have assumed that S has infinitely many L-classes and R-classes. This means
that both I and 3 are infinite and thus both functions α and β are of infinite order. It
follows that we may set I =3= Z, where

α, β : n→ n + 1 ∀n ∈ Z. (3.3)

Since α and β are of infinite order, so is θ . It follows that the homomorphism
induced by the function b→ θ is injective and is thus an isomorphism of B onto 〈θ〉.
Hence we need not consider 〈b〉 but 〈θ〉 will do instead.

First equation (3.2) in our new notation takes on the form

pn,m+1(ϕm)= (nψ)pn+1,m ∀m, n ∈ Z. (3.4)

We now define
gm = ϕm ∀m ∈ Z, (3.5)

and let G = 〈gm | m ∈ Z〉 be the group generated by the gm . Hence

A =M(Z, G, Z; P), (3.6)

where P still has to be determined. In (3.3), we have α and β, so it remains to
calculate ψ .

Setting m = n = 0 in (3.4) and taking into account (3.5), we see that g0 = ϕ0= 0ψ .
Again in (3.4), letting m = 0, we obtain

nψ = pn1g0 ∀n ∈ Z. (3.7)

It thus remains to determine the entries of P . Now (3.4) becomes

pn,m+1gm = pn1g0 pn+1,m ∀m, n ∈ Z. (3.8)

We claim that

pnm = g−1
0 · · · g

−1
n−1gm+n−1 · · · gm ∀n > 0, m ∈ Z. (3.9)

The proof is by induction on n. When n = 0, relation (3.8) yields p0,m+1gm =

p01g0 p1m , whence g−1
0 gm = p1m , which is the case where n = 1 in (3.9). Assume
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the validity of (3.9). Using (3.4), (3.5) and (3.7), we obtain

pn+1,m = (nψ)
−1 pn,m+1(ϕm)

= (g−1
0 p−1

n1 )(g
−1
0 · · · g

−1
n−1gm+n · · · gm+1)gm

= g−1
0 (g−1

0 · · · g
−1
n−1gn · · · g1)

−1(g−1
0 · · · g

−1
n−1gm+n · · · gm)

= g−1
0 g−1

1 · · · g
−1
n gn−1 · · · g0g−1

0 · · · g
−1
n−1gm+n · · · gm

= g−1
0 · · · g

−1
n gm+n · · · gm,

which establishes the claim.
We also claim that

p−n,m = g−1 · · · g−ng−1
m−n · · · g

−1
m−1 ∀n > 0, m ∈ Z. (3.10)

The proof is by induction on n. For the case where n = 1, in (3.8) we first let n =−1,
getting p−1,m+1 = p−1,1g0g−1

m , and then also m =−1, obtaining 1= p−1,1g0g−1
−1 .

These last two equations imply that

p−1,m+1 = g−1g−1
0 g0g−1

m = g−1g−1
m ,

which satisfies (3.10). Now assume the validity of (3.10). From (3.8),

p−(n+1),m gm−1 = p−(n+1),1g0 p−n,m−1. (3.11)

When m = 0, this gives

p−(n+1),1 = g−1 p−1
−n,−1g−1

0

= g−1(g−1 · · · g−ng−1
−1−n · · · g

−1
−2)
−1g−1

0

= g−1g−2 · · · g−1−ng−1
−n · · · g

−1
−1g−1

0 ,

which together with (3.11) yields

p−(n+1),m = (g−1 · · · g−1−ng−1
−n · · · g

−1
−1g−1

0 )g0(g−1 · · · g−ng−1
m−1−n · · · g

−1
m−2)g

−1
m−1

= g−1 · · · g−(n+1)g
−1
m−(n+1) · · · g

−1
m−1,

as required.
From (3.9) and (3.10),

pnm =


g−1

0 · · · g
−1
n−1gm+n−1 · · · gm if n > 0,

1 if n = 0,

g−1 · · · gng−1
m+n · · · g

−1
m−1 if n < 0.

From (3.5) and (3.7), we see that

ϕm = gm, nψ =


g−1

0 · · · g
−1
n−1gn · · · g0 if n > 0,

gn if n = 0,−1,

g−1 · · · gng−1
1+n · · · g

−1
−1 if n <−1.

(3.12)

We have proved that S is of type 0.

https://doi.org/10.1017/S1446788711001108 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788711001108


[11] Completely regular monoids 281

4. The case of 0`

We now modify Construction 3.1 as follows. Let ` > 0 and let

I` = {0, . . . , `− 1}, G` = {g0, . . . , g`−1}. (4.1)

Extend the sequence g0, . . . , g`−1 to the sequence {gn | n ∈ Z} with the proviso that

gm = gn⇐⇒ m ≡ n mod `. (4.2)

Now let 0∗` =M(I`, G`, Z; P|Z×I`), let α` = (0 · · · `− 1) be a cycle, and let θ` =
(α`, ϕ|I`; ψ, β). Since β is of infinite order, so is θ`.

LEMMA 4.1. The quadruple θ` is in the group of units of �(0∗` ).

PROOF. We could mimic the proof of Lemma 3.2 with additional complications
because of the finiteness of I`. Instead, we adopt the result of that lemma but must
additionally show that pn,m` = 1 for all m ≥ 0. First

pn,m` =


g−1

0 · · · g
−1
n−1gm`+n−1 · · · gm` if n > 0,

1 if n = 1,

g−1 · · · gng−1
m`+n · · · g

−1
m`−1 if n < 0.

Taking into account our convention that gm`+s = gs for all choices of m, s ≥ 0, we see
that

pn,m` =


g−1

0 · · · g
−1
n−1gn−1 · · · g0 if n > 0,

1 if n = 0,

g−1 · · · gng−1
n · · · g

−1
−1 if n < 0,

whence pn,m` = 1. Since both α` and β must be permutations, by Corollary 2.2, we
see that θ` is in the group of units of �(0∗` ). 2

As in the preceding section, we obtain a semigroup 0`, now with (`+ 1) R-classes.
In addition to Lemma 4.1, we may prove, in essentially the same way, the analogues
of Lemmas 3.3 and 3.4.

Conversely, we now assume that S satisfies the conditions in the converse part in
the preceding section except that it now has finitely many R-classes. This is the case
when the orbit of α is finite and the orbit of β remains infinite. Hence

I = {0, . . . , `− 1}, ` > 0, 3= Z.

It follows that pn,m` = 1 for all n, m ∈ Z. We may thus use the formula for pnm in the
preceding section, so that when n > 0,

g−1
0 · · · g

−1
n−1gm`+n−1 · · · gm` = 1,
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that is, gn−1 · · · g0 = gm`+n−1 · · · gm`. For

n = 1 : g0 = gm`,

n = 2 : g1g0 = gm`+1gm`⇒ g1 = gm`+1,

n = 3 : g2g1g0 = gm`+2gm`+1gm`⇒ g2 = gm`+2

and continuing, we see that gn = gm`+n . Since ϕm = gm if m = 0, . . . , `− 1, we
deduce that G = 〈g0, . . . , g`−1〉.

Therefore S is of type 0`.

5. The case of 0`r

In addition to the modification of Construction 3.1 in the preceding section, we now
let 3r = {0, . . . , r − 1} and βr = (0 · · · r − 1) be a cycle, where r > 0. We extend
the sequence g0, . . . , gr−1 to {gn | n ∈ Z} as in the preceding section; see (4.2). We
also impose the following condition:

gr−1 · · · g0 = gm+r−1 · · · gm ∀m = 1, . . . , `− 1. (5.1)

Recall that in the preceding section we set

I` = {0, . . . , `− 1}, G` = {g0, . . . , g`−1};

see (4.1). Let γ be the congruence on G` induced by (5.1) and let G`r = G`/γ . That
is, letting N be the normal subgroup of G` generated by

{gr−1 · · · g0(gm+r−1 · · · gm)
−1
| m = 1, . . . , `− 1},

we have G`r = G`/N .
Define

0∗`r =M(I`, G`r , 3r ; P|3r×I`),

θ`r = (α`, ϕ|I`; ψ |3r , βr ).

We now go through the procedure adopted in the preceding two sections.

LEMMA 5.1. The quadruple θ`r is in the group of units of �(0∗`r ).

PROOF. In view of Lemma 4.1, which handled the case of θ`, it now remains to prove
that

pnr,m = 1 ∀n, m > 0. (5.2)

We fix m and prove the formula by induction on n. Note that (5.2) is equivalent to

gnr−1 · · · g0 = gm+nr−1 · · · gm ∀m > 0. (5.3)
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By (5.1), formula (5.3) holds if n = 1. Assume that it holds for n; then

g(n+1)r−1 · · · g0 = gr+nr−1 · · · g0

= (gr+nr−1 · · · gr )(gr−1 · · · g0)

= (gm+r+nr−1 · · · gm+r )(gm+r−1 · · · gm)

= gm+(n+1)r−1 · · · gm,

completing the proof of (5.3). Hence θ`r ∈�(0∗`r ) and since both functions α and β
are permutations, by Corollary 2.2, θ`r is in the group of units of �(0∗`r ). 2

This is an analogue of Lemma 3.2; analogues of Lemmas 3.3 and 3.4 follow
similarly.

Conversely, we assume that S satisfies the conditions in the converse part of
Section 3 (or 4), except that now it has only a finite number of both L-classes and
R-classes, that is, both α and β are of finite order. Hence

I = {0, . . . , `− 1}, 3= {0, . . . , r − 1},

where `, r > 0. In view of the preceding case, pn,m` = pnr,m = 1 for all n, m ∈ Z. In
the formula for pnm , when m > 0,

g−1
0 · · · g

−1
nr−1gm+nr−1 · · · gm = 1

that is, gnr−1 · · · g0 = gm+nr−1 · · · gm . In particular, this is valid if n = 1 and m =
1, . . . , r − 1, giving

gr−1 · · · g0 = gm+r−1 · · · gm ∀m = 1, . . . , k − 1. (5.4)

We have proved that S is of type 0`r .
In all three cases considered, the conditions obtained ensure the existence of an

ideal extension of the completely simple semigroup 0∗, 0∗` or 0∗`r by the cyclic group
〈θ〉, 〈θ`〉 or 〈θ`r 〉 with a zero adjoined, respectively. For the first two cases, θ and θ`
are of infinite order, so that the homomorphism (the extension function) B→ 〈θ〉 or
〈θ`〉 is an isomorphism. This need not be the case in the third instance.

We now expand the construction of 0`r to include an ideal extension of 0∗`r
by a cyclic group with zero. We start by letting B be a cyclic group of order s
(finite or infinite) generated by an element b. By [4, Corollary 5.3], in order that a
homomorphism of B onto 〈θ〉 exists, it is necessary and sufficient that if o(b)= s > 0,
then

s = p`= qr, (g`−1 · · · g0)
p
= (gr−1 · · · g0)

q
= 1,

for some positive integers p and q . We assume the validity of this condition.
Let τ : B→ 〈θ`r 〉 be the homomorphism induced by the mapping b→ θ`r . Then

τ is an extension function that produces an ideal extension of 0∗`r by B with a zero
adjoined.

We denote by 0`rs the ideal extension of 0∗`r by B0 determined by τ , where s is the
order of B.
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It is time to summarize the main features of this and the preceding two sections.
This provides a classification in terms of the finiteness of L-classes or R-classes. We
say that a semigroup S is of type 0, 0`, 0′` (the dual of 0`), 0`r or 0`rs , where `, r, s
are positive integers, if it is isomorphic to one of these semigroups for some choice of
parameters.

THEOREM 5.2. Let S be a completely regular semigroup generated by {a, b}, where
a < b0.

(i) S is of type 0 if and only if S has an infinite number of L-classes and R-classes.
(ii) S is of type 0` if and only if S has an infinite number of L-classes and `+ 1

R-classes.
(iii) S is of type 0′` if and only if S has `+ 1 L-classes and an infinite number of

R-classes.
(iv) S is of type 0`rs if and only if S has r + 1 L-classes, `+ 1 R-classes, and s is

the order of the group of units of S.

6. The case of 0∞

We now construct a special case of the semigroup 0 in Section 3 as follows. Let
H = {hn | n ∈ Z}, where hm = hn only if m = n. Denote by FH the free group on H .
We follow the construction of 0 with the following change of notation:

G→ FH, 0→ 0∞, 0∗→ 0∗∞,

θ = (α, ϕ; ψ, β)→ κ = (ξ, σ ; τ, η),

gn→ hn, pnm→ qnm,

so that
0∗∞ =M(Z, FH, Z; Q), 0∞ = (0

∗
∞, κ),

and all formulae introduced in Section 3 are now assumed to be valid in the new
notation.

Next let S be a completely regular semigroup generated by a set {e, b}, where
e < b0. According to Theorem 5.2, S is of one of the types 0, 0`, 0′`, 0`rs . We
wish to construct a unique homomorphism of 0∞ onto S. We may thus assume that S
is an ideal extension of S0 =M(I, G, 3; P) by S0

1 , where S1 = 〈b〉, the cyclic group
generated by b whose identity b0 is the identity element of S. Further

I =3= Z if S is of type 0,

I = I`, 3= Z if S is of type 0`,

I = Z, 3=3` if S is of type 0′`,

I = I`, 3=3r if S is of type 0`rs , where s = o(b).

Note that the formulae for pnm for the case of 0 remain valid for the cases of 0`, 0′`,
and 0`rs , and thus may be adopted here for S; see the converse part in Section 3.
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Since FH is a free group, the mapping hn→ gn extends uniquely to a
homomorphism ω of FH onto G. It follows that the mapping

χ0 : (m, h, n)→ (m, hω, n) ∀(m, h, n) ∈ 0∗∞

is a homomorphism of 0∗∞ onto S0, where 0≤ m < `, m ≡ m mod ` in the case of 0`,
and similarly for the other cases.

Next let χ1 : 〈κ〉 → S1 be the unique homomorphism that extends the mapping
κ→ b. Now let χ = χ0 ∪ χ1.

We have adopted above the same formulae for qnm , σ and τ as those defined in
Section 3 for pnm , ϕ and ψ respectively. In particular, Lemma 3.3 is applicable to
σ and τ , that is, with the same formulae for σk and τk as for ϕk and ψk , with hn
replacing gn . Taking all this into account yields

(κk(m, g, n))χ = (k + m, (σkm)g, n)χ0

= (k + m, ((ϕkm)g)ω, n)

= (k + m, (σkm)ω(gω), n)

= (k + m, (ϕkm)(gω), n)

= bk(m, gω, n)= (θkχ1)(m, g, n)χ0

= (θkχ)(m, g, n)χ

and similarly ((m, g, n)θk)χ = (m, g, n)χ(θkχ). Therefore χ is a homomorphism.
Since both χ0 and χ1 are surjective, so is χ . Also χ extends the mapping a→ e,
θ→ b. Now {a, θ} generates 0∞, so χ is the unique extension of this mapping.

We have thus proved the first part of the following result.

LEMMA 6.1. Let S be a completely regular semigroup generated by {e, b}. If e <
b0, then the mapping a→ e, θ→ b extends uniquely to a homomorphism of 0∞
onto S. If e = b0, then S = 〈b〉 and the mapping a→ e, θ→ b extends uniquely to
a homomorphism of 0∞ onto S.

PROOF. The mapping in the second part of the lemma is simply

a→ e, θn
→ bn

∀n ∈ Z,

and we are done. 2

We denote the relatively free completely regular semigroup generated by a set A
subject to a set of relations R by 〈A|R〉. We have thus established the next result.

THEOREM 6.2. 0∞ ∼= 〈e, b | e ≤ b0
〉.

Theorem 5.2 provides a classification of completely regular semigroups S generated
by {e, b}, where e < b0. Theorem 6.2 characterizes a ‘free-type’ of such a semigroup.
We now use these results to characterize such semigroups in two ways.
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THEOREM 6.3. The following conditions on a completely regular semigroup S are
equivalent.

(i) S is generated by {e, b}, where e < b0.
(ii) S is isomorphic to some 0, 0`, 0′`, 0`rs .
(iii) S is a homomorphic image of 0∞ and has two completely simple components.

Note that Theorem 5.2 classifies these semigroups according to the finiteness of
L-classes and R-classes, whereas Theorem 6.2 provides the semigroup 〈e, b | e ≤ b0

〉,
thereby supplementing Theorem 6.3 with additional information.

7. The general case

We are now interested in 2-generated completely regular monoids. So far we have
classified completely regular semigroups S generated by {e, b}, where e < b0. This
makes b0 the identity of S, and S has two components: a completely simple ideal S0
and a cyclic group S1.

The case where S is generated by {a, b} and a0 < b0 may be obtained from the
case in which a is an idempotent studied so far quite simply, for it suffices to add one
generator, g say, to the generating set of G, in all cases. Instead of letting a = (0, 1, 0),
we set a = (0, g, 0) and the entire discussion goes through. This takes care of the case
when {a, b} is a set of generators and a0 < b0.

The case when a0
= b0 amounts to a group generated by the set {a, b}.

This takes care of the case where {a, b} is a set of generators and a0
≤ b0.

Conversely, let S be a completely regular monoid generated by the set {a, b}, and
let S = (Y ; Sα). Since S is a monoid, so is Y and thus |Y | ≤ 2. If |Y | = 1, then S must
be a group, so that a0

= b0. Hence S is a 2-generator group. Suppose that |Y | = 2; say
Y = {0, 1}. We may assume that a ∈ S0 and b ∈ S1. Then b generates S1, so that S1 is
a cyclic group. Its identity is b0, which then must be the identity of S. This entails that
a0 < b0, the case discussed above.

The alteration described in the second paragraph above, namely the transition from
a < b0 to a0 < b0, suggests the following notation. In the sequence of semigroups

0, 0`, 0
′

`, 0`rs, 0∞, (7.1)

we write 6 for each 0 to denote the case where we adjoin one generator to the
generating set of G in the construction of the semigroups in (7.1). We have thus
arrived at the following classification of 2-generator completely regular monoids.

THEOREM 7.1. The following conditions on a completely regular semigroups are
equivalent.

(i) S is a 2-generator monoid.
(ii) S is isomorphic to some 6, 6`, 6′`, 6`rs or is a 2-generator group.
(iii) S is a homomorphic image of 6∞.
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FIGURE 1. Three cases.

COROLLARY 7.2. Let X = {a, b} and define a mapping σ : X→6∞ by letting
bσ = b and aσ = (0, g, 0). Then (σ, 6∞) is a free completely regular monoid on
X. Moreover, 6∞ ∼= 〈a, b | a0

≤ b0
〉.

One may wonder how far we are from classifying all 2-generator completely regular
semigroups. For such semigroups, S = (Y ; Sα), where Y has one of the diagrams in
Figure 1.

In the first case, we are dealing with a completely simple semigroup with one of
the cases: group, left group, right group, rectangular group, nonorthodox completely
simple semigroup.

In the second case, the lower component would be a completely simple semigroup,
and the upper a cyclic group. The ideal extension would be determined by a
quadruple (α, ϕ; ψ, β) as in the case already considered, but neither α nor β need
be permutations.

The third case would have two upper components cyclic groups, and the lower a
completely simple semigroup. There would be an ideal extension of a completely
simple semigroup by an orthogonal sum of two cyclic groups with a zero adjoined.

Recall that Clifford in [1] constructed a concrete copy of a free completely regular
semigroup on two generators. This may help in classifying 2-generator completely
regular semigroups. The above is merely a general program.
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